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Plan

Brief history of 4lang

The informal lexicon (dictionary) as something of a total mess

The main classes of semantic representations: formulaic,
algebraic, geometric

Voronoids

Smolensky’s (1990) program

be, subj, obj

Coming attractions
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History of 4lang

Word meaning long studied in traditional semantics

Intriguing, but informal, results

Mainstream formal semantics had nothing to say

Closely tied to morphology

(Kornai, 2010) builds on computational lexicographic tradition
(COBUILD, LDOCE, . . . ), used Eilenberg machines

Contributors since include Ács, Borbély, Gyenis, Kovács, Kracht,
Makrai, Nemeskey, Vásárhelyi, Zséder

Recently shifted from machines to word embeddings
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Webster’s 3rd be/1
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Webster’s 3rd be/2
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Webster’s 3rd be/5
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Cambridge English Dict be/1
1 used to say something about a person, thing, or state, to show a

permanent or temporary quality, state, job, etc. He is rich. It’s
cold today. I’m Andy. That’s all for now. What do you want to
be (= what job do you want to do) when you grow up? These
books are (= cost) $3 each. Being afraid of the dark, she always
slept with the light on. Never having been sick himself, he
wasn’t a sympathetic listener. Be quiet! The problem is deciding
what to do. The hardest part will be to find a replacement. The
general feeling is that she should be asked to leave. It’s not that
I don’t like her - it’s just that we rarely agree on anything!

2 used to show the position of a person or thing in space or time
The food was already on the table. Is anyone there? The
meeting is now (= will happen) next Tuesday. There’s a hair in
my soup.

3 used to show what something is made of Is this plate pure gold?
Don’t be so cheeky! Our lawyers have advised that the costs
could be enormous. You have to go to college for a lot of years if
you want to be a doctor. Come along - we don’t want to be late!
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Cambridge English Dict be/2
4 used to say that someone should or must do something You’re

to sit in the corner and keep quiet. Their mother said they were
not to (= not allowed to) play near the river. There’s no money
left - what are we to do?

5 used to show that something will happen in the future We are to
(= we are going to) visit Australia in the spring. She was never
to see (= she never saw) her brother again.

6 used in conditional sentences to say what might happen If I were
to refuse they’d be very annoyed. (formal) Were I to refuse
they’d be very annoyed.

7 used to say what can happen The exhibition of modern prints is
currently to be seen at the City Gallery.

8 to exist or live (formal) Such terrible suffering should never be.
(old use or literary) By the time the letter reached them their
sister had ceased to be (= had died).
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LDOCE be
1 used with past participles to form the
2 used in sentences about an imagined situation
3 used in sentences to introduce an aim when you are saying what

must be done in order to achieve it
4 used to say that someone or something is the same as the

subject of the sentence
5 used to say where something or someone is
6 used to say when something happens
7 used to describe someone or something, or say what group or

type they belong to
8 to behave in a particular way
9 used to say how old someone is
10 used to say who something belongs to
11 used to talk about the price of something
12 to be equal to a particular number or amount
13 to exist
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LDOCE be+

This is the fun part: 1,429 expressions from be taken aback (by sth)
to be yours for the taking/asking. Most of these appear to be
perfectly compositional be able to do sth ‘to have the skill, strength,
knowledge etc needed to do something’; be wrong (about sb/sth) ‘to
not be right in what you think or believe about someone or
something’
The difficulties predate Webster’s 3rd: Webster’s New World (going
back to 1951) uses even more vague terms in the definition, such as
‘used to express futurity, possibility, obligation, intention, etc’; The
Concise Oxford (1911) has, distributed among several senses, ‘exist,
occur, live, remain, continue, occupy such a position, experience such
a condition, have gone to such a place, busy oneself so, hold such a
view, be bound for such a place, belong under such a description,
coincide in identity with, amount to, cost, signify’.
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Collins be

1 to have presence in the realm of perceived reality, exist, live

2 not all that is can be understood

3 to pay a visit, go

4 have you been to Spain?

5 to take place, occur

6 my birthday was last Thursday

7 used as a linking verb between the subject of a sentence and its
noun or adjective complement or complementing phrase. Has no
intrinsic meaning of its own but rather expresses the relationship
of either essential or incidental equivalence or identity or to
specify an essential or incidental attribute. It is also used with
an adverbial complement to indicate a relationship of location in
space or time
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Semantic representation
1 The mainstream standard in linguistic semantics, at least for the

compositional case, is formulaic (logic-based)
2 Typically, formulas are from higher order intensional logic.

4lang has its own (weaker) formulas
3 The mainstream standard in AI/KR is the use of (hyper)graphs

(algebra-based)
4 Typically, the graphs have nodes for individuals and classes (aka

‘concepts’ and edges for relations (hyperedges for higher arity
relations)

5 The mainstream standard in computational linguistics is
mapping words onto vectors of a low-dimensional Euclidean
space Rn (typically n = 300)

6 4lang doesn’t always combine vectors by addition
7 We use IRTG (Koller, 2015) for synchronous rewriting of the

formula, graph, and vector
8 If customers demand it, we may resurrect the Eilenberg branch
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Formulas

1 Resemble dictionary definitions, designed for human readability

2 Conjunctive top-level, avg 2.7 conjuncts (max 9 found so far)
camera kamera cinematographica machinula kamera

1221 N machine, make photograph, HAS lens

3 make =AGT CAUSE [=PAT[exist]]

4 Syntactic sugar: x IS A y can be written as x[y] or as y(x)

5 Defaults are in < >, grouping by { }
6 Only one quantifier: gen, treated as a noun (no scope). Two

thematic roles (VBTOs), no ternary relations (Kornai, 2012)

7 < 20 binaries, < 600 core (uroboros) vocabulary elements
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Classic KR
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4lang graphs
1 Don’t have a huge variety of links: 0 (is/is a); 1 (subject); 2

(object)
2 In contrast, Cyc has over 45.000 link types, and more

contemporary efforts like DBpedia or YAGO have 105 − 106.
The vast majority of these are like isSpouseOf, obviously
compositional

3 To get compositional links right, one needs to deal with is, of as
well as with spouse ’husband or wife’.

4 Note effortless transition from disjunction of common nouns to
disjunction of relations isHusbandOf or isWifeOf! This makes
sense iff is spouse of is indeed is (husband or wife) of i.e. iff the
meanings of words (their definitions) can be substituted salva
veritate

5 4lang graphs are built on RDF-like “triple stores”, explicitly
addressing known difficulties with these such as negation,
quantifier scope, nested modals and relations of seemingly
higher arity Los Angeles is between San Diego and San
Francisco along US101
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Quillian, Schank
Semantic Memory Conceptual Dependency
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Voronoi diagram
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Voronoids

Definition
A voronoid V = 〈P ,P〉 is a pairwise disjoint set of polytopes
P = {Pi} in Rn together with exactly one point pi in the inside of
each Pi .

1 Voronoi diagrams are used in psychological classification
(Gärdenfors, 2000). Voronoids are more general, no requirement
that

2 the pi to be at the center of the Pi

3 the facets of the polytopes to lie equidistant from to labelled
points

4 the union of the Pi to cover the space almost everywhere – there
can be entire regions missing (not containing a distinguished
point)
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PAC learning + sparsity objective

Linearity
A linear voronoid is a voronoid defined by hyperplanes hj such that
every facet of every polytope lies in one of these.

PAC learning
Each concept c corresponds to a probability distribution πc over Rn

(A concept like candle is associated to to other verbal descriptors
’cylindrical, has a wick at the axis, is made of wax, used on festive
occasions’ and to nonverbal ones, such as a picture of ‘the candle’ or
even the characteristic smell of burning candles.)
We have two objectives: first, to enclose the bulk of each concept set
c in some Pi so that πc(Pi) is sufficiently close to 1, and second, to
reduce the cardinality of the hyperplane set.
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Word vectors – success has many

fathers

Embedding (static)

Given a dictionary D, a static embeddig is a function ~v that assigns
for each word w ∈ D a vector ~v(w) ∈ Rn

Idea first suggested by Schütze, 1993

First implementation that really worked (Bengio et al., 2003)

NLP “almost from scratch” POS, CHUNK, NER, role labeling
(Collobert et al., 2011)

Has linear structure (king–queen=man–woman) (Mikolov, Yih,
and Zweig, 2013)

Why? (Pennington, Socher, and Manning, 2014; Arora et al.,
2015)
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Fundamental properties of embeddings
1. Frequency

log(p(w)) =
1

2d
||~w ||2 − log Z ± o(1) (1)

2. Cooccurrence estimate

log p(w ,w ′) =
1

2d
||~w + ~w ′||2 − 2 log Z ± o(1) (2)

3. PMI

〈~w , ~w ′〉 ∼ log p(w ,w ′)

log p(w) log p(w ′)
(3)

4. Multi-sense: generally treated as the sum of the vectors belonging
to different senses. Today: dynamically disambiguated by
context-sensitive embeddings (ELMO, BERT). We use static (but
multi-sense) here.
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Communication by voronoids
If word vectors are the distinguished points of voronoids, we have a
simple theory of communication.

Label function
The inverse of the embedding ~v is a function l : Rn → D∗ that is
lifted to the entire polytope surrounding a word vector

If speaker and hearer have similar voronoids, simple ideas or
sensations can be communicated by uttering the label of the polytope
where it falls: I see a candle, and say candle. This is sufficient for the
hearer to know which polytope was meant, and thereby gain some
rough understanding of my mental activity. This is not because our
Pcandle polytopes have identical boundaries, but rather because the
boundaries cover so much of the π(candle) probability mass that the
symmetric difference between the polytopes of speaker and hearer is
negligible.
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Thought vectors in ANN models

Thought vectors
We will use n recurrent binary neurons, changing state in time. At t
they are collectively described by a thought vector
Ψ(t) = |s1, . . . , sn〉. The mental space (Fauconnier, 1985; Talmy,
2000) T will have dim n (very large, on the order of 1010 − 1011)

Thought vectors move among the 2n corners of the hypercude
according to some 2n by 2n transition matrix P(t). By standard
methods, the time average Γ(α) of the probability of the system
being in state α as

Γ(α) =

∑
r λ

M
r φ

2
r (α)∑

r λ
M
r

(4)

where the φr are the normed eigenvectors of P .
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Persistent states

If time M is large, This is dominated by the contribution of the
eigenvector corresponding to the largest eigenvalue, giving
Γ(α) = φ2

1(α), and we see that and we see that

Γ(α, β) = φ2
1(α)φ2

1(β) = Γ(α)Γ(β) (5)

i.e. the long term probability distribution of β is totally uncorrelated
to that of α after a large number of steps. If the dominant eigenvalue
is degenerate, or just the second one is very close, we have

Γ(α, β) =
λM1 φ

2
1(α) + λM2 φ

2
2(α)

λM1 + λM2
(6)

Following (Little, 1974), only a small fraction of the eigenvectors will
belong to these top eigenvalues, and can this be assumed to be
persistent.
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The takeway so far

1 Thought vectors Ψ(t) are very large (dim 1010) and they wander
around the hypercube on millisecond timescale

2 We are only interested in the part Φ that falls in the persistent,
linguistic subspace. Here we have a larger (centisecond or
beyond) timescale

3 This will contain both word vectors and vectors for representing
linguistic knowledge

4 Word vectors will be viewed in a sparse overcomplete basis
~p1, . . . , ~pd (dim d ≈ 200− 600) normal to the hyperplanes that
bound the polytopes in the voronoid

5 For a vector ~x to fall in the halfspace given by ~pi means
〈~x , ~pi〉 > 0
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Smolensky’s approach
Smolensky, 1990: whether we do formulaic or algebraic semantics, we
are doing symbol manipulation on discrete objects. In the formulaic
case we need something like λ-calculus, in the geometric case we
need (hyper)graph unification, again something that needs variable
binding. In a recurrent net, this can be done by assigning tensors to
neurons.
So why is nobody doing this? Because this eats up nodes at a
phenomenal rate: for k-tensors we need dk nodes. With
d = 256, k = 5 we would have 1.1e12 parameters to train.
We solve this by defending k = 2 Word vectors will be the
ordinary word vectors, linguistic knowledge will be represented by
these and by some d by d matrices. In addition to the word space L
given by the word vectors statically, we will use a representation
space R ≈ L× L that gets updated nased on linguistic (and perhaps
sensory) input. We are keeping linear and quadratic terms, making do
without cubic and higher.
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The easy parts

1 Top (conjunctive) level: intersection of polytopes

2 The lone quantifier gen: (1/n, . . . , 1/n)

3 Untyped treatment of A and N: halfspaces, more complex
polytopes

4 Smooth transition from lexical to compositional semantics

5 Literal and metaphorical usage

6 Proper nouns get their due

7 Treatment of synonymy
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The key idea

1. By definition, carbon IS A material. We want
~v(carbon) ∈ Pmaterial i.e. the point (vector) for carbon to be inside
the polytope that defines material, or we want the entire carbon

polytope to lie in the material polytope. Generally, we have
l(A) IS A l(B) translated by set-theoretic containment.
2. It is not true by definition that John sleeps. The entire thought
vector whose persistent (linguistic) part is ~v(John) will be wandering
around, sometimes falling in the ~v(sleep) polytope sometimes not,
〈~v(John), ~v(sleep)〉 = 0. But when we say John sleeps the listener
fixes the John vector inside the sleep polytope.
3. But if ~v(John) and ~v(sleep) are fixed, how can we do this? We
change the scalar product!
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Intransitive predication

In predication, the extensions (vectors, polytopes) of the subject and
the predicate remain unchanged. But the component of the matrix P
that falls in the linguistic subspace is modified, to encode the fact
that is being predicated. Since initially P = λI (remember all
persistent vectors belong to the eigenspace defined by the highest
eigenvalues), we must update this by

PR(t + 1) = λI + s|〉pi , pj〈| (7)

where s is some positive scaling factor that we use in perturbing the
previous matrix, i is the coordinate of John, j is the coordinate of
sleep, and |〉pi , pj〈| is the rank 1 matrix that is the outer (Gram)
product of the two vectors.
(Note: it is well known that small perturbations leave the
eigenvectors invariant, and only change the eigenvalues.)
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be, transitive predication

The meaning of be is therefore

PR(t + 1) = PR(t) + s|〉=AGT,=PAT〈| (8)

In a critical sense, be doesn’t contribute much (time to go back and
check all the meanings we listed at the beginning) but other
transitive verbs do: for these we have

PR(t + 1) = PR(t) + s|〉=AGT,(=PAT + ~v)〈| (9)

where ~v is the word vector corresponding to the transitive verb in
question. Note that intransitives smoothly extend to transitives: in
the translation of John eats fish the meaning of fish-eat is subset
of the meaning of eat.
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Coming attractions

1 The semantics of morphology

2 Time and space

3 ER – scalar adjectives without scalars

4 LACK – dyadic negation

5 Naive probability

6 Modality

7 Implicature

8 Coreference
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