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Abstract

Between the strictly compositional rules relating form and meaning in syntax and the completely arbitrary
association of form to meaning in the root lexicon there lies a vast domain of semicompositional phenomena
seen both in derivational morphology (Jackendoff and Audring, 2020) and in construction grammar (Goldberg,
2006). The goal of this course is to enable non-specialists, both traditional linguists who want to understand
LLMs, and computational linguists, logicians, and others interested in cognitive linguistics to get a handle on
semicompositional phenomena.

Lecture 1 The representation of meaning. The AI tradition (Quillian, 1969; Minsky, 1975; Sondheimer, Weischedel,
and Bobrow, 1984; Pereira, 2012) used (hyper)graphs. The logic tradition begins with (Ajdukiewicz, 1935; Lambek,
1958; Lambek, 2004) and goes towards Frobenius Algebras (Coecke, Sadrzadeh, and Clark, 2010; Kartsaklis, 2014).
The computational tradition (Shieber, 2006; Kornai, 2010; Abend and Rappoport, 2013; Banarescu et al., 2013)
explores the connection between term rewriting and machine states (Koller and Kuhlmann, 2012). We outline the
conceptual core common to all these in algebraic terms.

Lecture 2 Static word vectors (Schütze, 1993; Collobert et al., 2011), dynamic vectors, how to compute them from
corpus data, and how to find word meaning in LLMs (Bricken et al., 2023).

Lecture 3 The meaning of bound morphemes. Root meaning, affix meaning, pattern meaning. Minimum require-
ments for a semantic calculus (Kornai, 2024). Overview of ‘normal’ semicompositionality in derivational affixation
and phrasal verbs. Deep and surface cases, subcategorization.

Lecture 4 Overview of ‘extreme’ semicompositionality: metaphor, metonymy, coercion, conceptual blending, id-
ioms (Kay and Sag, 2014; Audring and Booij, 2016). What to look for in LLMs: spreading activation in abstract
nets.

Lecture 5 How to look for dynamic structure: state space recovery in LLMs (Dao and Gu, 2024). Are Hopfield
networks all you need? (Ramsauer et al., 2021)

Bio Kornai is senior scientific advisor at the SZTAKI Computer Science Research Institute and professor at the
Department of Algebra, Budapest University of Technology and Economics. He can be reached by mail at SZTAKI,
Kende u. 13-17, H-1111 Budapest, Hungary, or by email at andras@kornai.com. His webpage is at kornai.com,
that of his students at hlt.bme.hu. He taught Computational Phonology at ESSLLI 1992 (Essex), Mathematical
linguistics of pattern recognition at ESSLLI 2001 (Helsinki), and Unifying formulaic, geometric, and algebraic
theories of semantics at NASSLLI 2022 (Los Angeles). His latest book is Vector Semantics (Kornai, 2023).

References

Abend, Omri and Ari Rappoport (2013). “UCCA: A semantics-based grammatical annotation scheme”. In: IWCS’13,
pp. 1–12.

Ajdukiewicz, Kazimierz (1935). “Die Syntaktische Konnexität”. In: Studia Philosophica 1, pp. 1–27.
Audring, Jenny and Geert Booij (2016). “Cooperation and coercion”. In: Linguistics 54.4, pp. 617–637.
Banarescu, Laura et al. (2013). “Abstract Meaning Representation for Sembanking”. In: Proceedings of the 7th

Linguistic Annotation Workshop and Interoperability with Discourse. Sofia, Bulgaria: Association for Computa-
tional Linguistics, pp. 178–186. URL: https://www.aclweb.org/anthology/W13-2322.

Bricken, Trenton et al. (2023). “Towards Monosemanticity: Decomposing Language Models With Dictionary Learn-
ing”. In: Anthropic Transformer Circuits Thread. URL: https://transformer-circuits.pub/2023/
monosemantic-features/index.html.

Coecke, Bob, Mehrnoosh Sadrzadeh, and Stephen Clark (2010). “Mathematical Foundations for a Compositional
Distributional Model of Meaning”. In: arXiv:1003.4394v1.

https://kornai.com
https://hlt.bme.hu
https://link.springer.com/book/10.1007/978-981-19-5607-2
https://www.aclweb.org/anthology/W13-2322
https://transformer-circuits.pub/2023/monosemantic-features/index.html
https://transformer-circuits.pub/2023/monosemantic-features/index.html


Collobert, Ronan et al. (2011). “Natural Language Processing (Almost) from Scratch”. In: Journal of Machine
Learning Research (JMLR).

Dao, Tri and Albert Gu (2024). Transformers are SSMs: Generalized Models and Efficient Algorithms Through
Structured State Space Duality. arXiv: 2405.21060. URL: https://arxiv.org/abs/2405.21060.

Goldberg, Adele (2006). Constructions at Work: The Nature of Generalization in Language. Oxford University
Press, USA. DOI: 10.1093/acprof:oso/9780199268511.001.0001.

Jackendoff, Ray and Jenny Audring (2020). The texture of the lexicon. Oxford University Press.
Kartsaklis, Dimitrios (2014). “Compositional Distributional Semantics with Compact Closed Categories and Frobe-

nius Algebras”. PhD thesis. Oxford.
Kay, Paul and Ivan Sag (2014). “A lexical theory of phrasal idioms”. In: ms.
Koller, Alexander and Marco Kuhlmann (2012). “Decomposing TAG algorithms using simple algebraizations”. In:

Proceedings of the 11th International Workshop on Tree Adjoining Grammars and Related Formalisms (TAG+
11), pp. 135–143. URL: https://aclanthology.org/W12-4616.pdf.

Kornai, András (2010). “The algebra of lexical semantics”. In: Proceedings of the 11th Mathematics of Language
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