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Space and time
We have very well-established mathematical theories of space,
ranging from the “most natural” 3d Euclidean space to more
sophisticated ones (Riemannian space-time being the one
physicists like most)

The real line R offers a similarly well-established theory of
continuous time, and Z offers same for discrete time

Here we will develop something worse, something that is
considerably less useful for physics

So why do it? Because the naive theory is the one implicit in
language use

“The fact that as a computational device the standard theory is
superior to the naive theory is no more a reason to abandon
study of the naive theory than the superiority of eukaryotes is
reason to abandon study of prokaryotes” (Gyenis and Kornai,
2019)
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Space

Remember Esau = seller; Jacob = buyer; birthright =
goods; bowl of lentils = consideration/thing of value

Spatial language is typecast to one of two schemas, {place}
and {bound}
There are several lexical entries related to these, beginning with
up fel sursum A after(at position), vertical(position

er gen)

down le deorsum D vertical(gen er )

vertical fu2ggo3leges verticalis N direction, has top,

has middle, has bottom, earth pull in direction

fall zuhan cado U move, after(down)

A great deal of the definition technology is heavily used here, we
delay discussing several aspects such as comparative er
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The naive picture of space

Figure: Egocentric coordinates
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A robot

Figures from Lee et al., 2022, but idea goes back to Winograd, 1972
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The block world

Kornai Vector Semantics: Lecture 6 24 April 2024 6 / 11



What do we need here?

We need some pattern recognition to find the big red block

This was downplayed by Winograd, because it’s very hard, but
current SOTA models (starting with YOLO9000) work
remarkably well

We need some detection/inference of spatial relations like (ball
ON block)

We need quite a bit of grammar to get big red block

We need to figure out what ON means

The dictionary tells you that ON means at, =agt touch

=pat, <high(=agt er =pat)>

OK, so what does at mean?

=agt has place, =pat[place], ‘‘at ’’ mark place
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Finally, we are at the {place} schema

ground

·

inside
body

·

about
near

·

over
top

·

far
·

underside
·

front

face
·

Figure: {place}

For =agt to be AT =pat means that it is the patient
(prepositional object) that is = the origin (little standing
homunculus) of the schema
John (is) AT (the) office: office is the ‘ground’ and John is the
‘figure’ (as in gestalt psychology)
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Time, real and fast

Will use discrete time, but not quite like Z
We will use separate time scales but keep now at 0

real time is measured in heartbeats or seconds (s)

Only one step down, to centisecond (cs) scale: already too fast
for subliminal events (Ionescu, 2016), fully eliminates motion
picture artifacts like strobing, flicker, and motion blur. Human
reaction times are on the order of 10-30 cs. Events need to last
several cs for discrimination, events not separated by 2-3 cs
cannot be told apart by unaided perception. Normal speech
sounds take 7-10 cs

https://bit.ly/43AhWGH

Timescales are separated by 2-3 ROoMs
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Time, slow and slower
One step up from real time is kilosecond (ks) or quarter hour
timescale on which slow motion, such as that of the sun in the
sky, is barely perceptable. It is well suited for describing changes
in human perceptions regarding both internal states (hunger,
sleepiness, tiredness) and external states (temperature, light,
weather), for which the second scale, let alone the centisecond
scale, are too detailed.

Next up is day scale, which contains 96 quarter-hour (86.4 ks)
time slots. The motion of the sun is evident on this scale

Next is the season scale

Next up is generation scale (also: Metonic cycle, Saros)

Next up is aeon scale (few thousand years)

These days, we can go zeptosecond (10−21 s) to zettasecond
(1021 s) but we are nowhere near the real limits (Planck time
10−42 s) Poincaré recurrence e10

120
Planck units)
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