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## Preface to the Second Edition

In view of recent development in perturbation theory, supplementary notes and a supplementary bibliography are added at the end of the new edition. Little change has been made in the text except that the paragraphs V-§ 4.5, VI-§ 4.3, and VIII-§ 1.4 have been completely rewritten, and a number of minor errors, mostly typographical, have been corrected. The author would like to thank many readers who brought the errors to his attention.

Due to these changes, some theorems, lemmas, and formulas of the first edition are missing from the new edition while new ones are added. The new ones have numbers different from those attached to the old ones which they may have replaced.

Despite considerable expansion, the bibliography is not intended to be complete.

Berkeley, April 1976
Tosio Kato

## Preface to the First Edition

This book is intended to give a systematic presentation of perturbation theory for linear operators. It is hoped that the book will be useful to students as well as to mature scientists, both in mathematics and in the physical sciences.

Perturbation theory for linear operators is a collection of diversified results in the spectral theory of linear operators, unified more or less loosely by their common concern with the behavior of spectral properties when the operators undergo a small change. Since its creation by Rayleigh and Schrödinger, the theory has occupied an important place in applied mathematics; during the last decades, it has grown into a mathematical discipline with its own interest. The book aims at a mathematical treatment of the subject, with due consideration of applications.

The mathematical foundations of the theory belong to functional analysis. But since the book is partly intended for physical scientists, who might lack training in functional analysis, not even the elements of that subject are presupposed. The reader is assumed to have only a basic knowledge of linear algebra and real and complex analysis. The necessary tools in functional analysis, which are restricted to the most elementary part of the subject, are developed in the text as the need for them arises (Chapters I, III and parts of Chapters V, VI).

An introduction, containing a brief historical account of the theory, precedes the main exposition. There are ten chapters, each prefaced by a
summary. Chapters are divided into sections, and sections into paragraphs. I-§ 2.3, for example, means paragraph three of section two of chapter one; it is simply written § 2.3 when referred to within the same chapter and par. 3 when referred to within the same section. Theorems, Corollaries, Lemmas, Remarks, Problems, and Examples are numbered in one list within each section: Theorem 2.1, Corollary 2.2, Lemma 2.3, etc. Lemma I-2.3 means Lemma 2.3 of chapter one, and it is referred to simply as Lemma 2.3 within the same chapter. Formulas are numbered consecutively within each section; I-(2.3) means the third formula of section two of chapter one, and it is referred to as (2.3) within the same chapter. Some of the problems are disguised theorems, and are quoted in later parts of the book.

Numbers in [ ] refer to the first part of the bibliography containing articles, and those in $\mathbb{I}$ to the second part containing books and monographs.

There are a subject index, an author index and a notation index at the end of the book.

The book was begun when I was at the University of Tokyo and completed at the University of California. The preparation of the book has been facilitated by various financial aids which enabled me to pursue research at home and other institutions. For these aids I am grateful to the following agencies: the Ministry of Education, Japan; Commissariat Général du Plan, France; National Science Foundation, Atomic Energy Commission, Army Office of Ordnance Research, Office of Naval Research, and Air Force Office of Scientific Research, U.S.A.

I am indebted to a great many friends for their suggestions during the long period of writing the book. In particular I express my hearty thanks to Professors C. Clark, K. O. Friedrichs, H. Fujita, S. Goldberg, E. Hille, T. Ikebe, S. Kakutani, S. T. Kuroda, G. Neubauer, R. S. Phillips, J. and O. Todd, F. Wolf, and K. Yosida. I am especially obliged to Professor R. C. Riddell, who took the pains of going through the whole manuscript and correcting innumerable errors, mathematical as well as linguistic. I am indebted to Dr. J. Howland, Dr. F. McGrath, Dr. A. McIntosh, and Mr. S.-C. Lin for helping me in proofreading various parts of the book. I wish to thank Professor F. K. Schmidt who suggested that I write the book and whose constant encouragement brought about the completion of the book. Last but not least my gratitudes go to my wife, Mizue, for the tedious work of typewriting the manuscript.

Berkeley
Tosio Kato
August, 1966
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## Introduction

Throughout this book, "perturbation theory" means "perturbation theory for linear operators". There are other disciplines in mathematics called perturbation theory, such as the ones in analytical dynamics (celestial mechanics) and in nonlinear oscillation theory. All of them are based on the idea of studying a system deviating slightly from a simple ideal system for which the complete solution of the problem under consideration is known; but the problems they treat and the tools they use are quite different. The theory for linear operators as developed below is essentially independent of other perturbation theories.

Perturbation theory was created by Rayleigh and Schrödinger (cf. Sz.-Nagy [1]). Rayleigh gave a formula for computing the natural frequencies and modes of a vibrating system deviating slightly from a simpler system which admits a complete determination of the frequencies and modes (see Rayleigh $\mathbb{1 \rrbracket}$, §§ 90, 91). Mathematically speaking, the method is equivalent to an approximate solution of the eigenvalue problem for a linear operator slightly different from a simpler operator for which the problem is completely solved. Schrödinger developed a similar method, with more generality and systematization, for the eigenvalue problems that appear in quantum mechanics (see SchrödinGER [1], [1]).

These pioneering works were, however, quite formal and mathematically incomplete. It was tacitly assumed that the eigenvalues and eigenvectors (or eigenfunctions) admit series expansions in the small parameter that measures the deviation of the "perturbed" operator from the "unperturbed" one; no attempts were made to prove that the series converge.

It was in a series of papers by Rellich that the question of convergence was finally settled (see Rellich [1]-[5]; there were some attempts at the convergence proof prior to Rellich, but they were not conclusive; see e.g. Wilson [1]): The basic results of Rellich, which will be described in greater detail in Chapters II and VII, may be stated in the following way. Let $T(x)$ be a bounded selfadjoint operator in a Hilbert space $\mathbf{H}$, depending on a real parameter $\boldsymbol{\varkappa}$ as a convergent power series

$$
\begin{equation*}
T(\varkappa)=T+\varkappa T^{(1)}+\varkappa^{2} T^{(2)}+\cdots . \tag{1}
\end{equation*}
$$

Suppose that the unperturbed operator $T=T(0)$ has an isolated eigenvalue $\lambda$ (isolated from the rest of the spectrum) with a finite multiplicity $m$. Then $T(x)$ has exactly $m$ eigenvalues $\mu_{j}(x), j=1, \ldots, m$
(multiple eigenvalues counted repeatedly) in the neighborhood of $\lambda$ for sufficiently small $|x|$, and these eigenvalues can be expanded into convergent series

$$
\begin{equation*}
\mu_{j}(x)=\lambda+\varkappa \mu_{j}^{(1)}+x^{2} \mu_{j}^{(2)}+\cdots, \quad j=1, \ldots, m . \tag{2}
\end{equation*}
$$

The associated eigenvectors $\varphi_{j}(x)$ of $T(x)$ can also be chosen as convergent series

$$
\begin{equation*}
\varphi_{j}(\varkappa)=\varphi_{j}+\varkappa \varphi_{j}^{(1)}+\varkappa^{2} \varphi_{j}^{(2)}+\cdots, j=1, \ldots, m, \tag{3}
\end{equation*}
$$

satisfying the orthonormality conditions

$$
\begin{equation*}
\left(\varphi_{j}(x), \varphi_{k}(x)\right)=\delta_{j k}, \tag{4}
\end{equation*}
$$

where the $\varphi_{j}$ form an orthonormal family of eigenvectors of $T$ for the eigenvalue $\lambda$.

These results are exactly what were anticipated by Rayleigh, Schrödinger and other authors, but to prove them is by no means simple. Even in the case in which H is finite-dimensional, so that the eigenvalue problem can be dealt with algebraically, the proof is not at all trivial. In this case it is obvious that the $\mu_{j}(x)$ are branches of algebroidal functions of $\varkappa$, but the possibility that they have a branch point at $x=0$ can be eliminated only by using the selfadjointness of $T(x)$. In fact, the eigenvalues of a selfadjoint operator are real, but a function which is a power series in some fractional power $\boldsymbol{\varkappa}^{1 / p}$ of $\varkappa$ cannot be real for both positive and negative values of $\varkappa$, unless the series reduces to a power series in $x$. To prove the existence of eigenvectors satisfying (3) and (4) is much less simple and requires a deeper analysis.

Actually Rellich considered a more general case in which $T(x)$ is an unbounded operator; then the series (1) requires new interpretations, which form a substantial part of the theory. Many other problems related to the one above were investigated by Rellich, such as estimates for the convergence radii, error estimates, simultaneous consideration of all the eigenvalues and eigenvectors and the ensuing question of uniformity, and non-analytic perturbations.

Rellich's fundamental work stimulated further studies on similar and related problems in the theory of linear operators. One new development was the creation by Friedrichs of the perturbation theory of continuous spectra (see Friedrichs [2]), which proved extremely important in scattering theory and in quantum field theory. Here an entirely new method had to be developed, for the continuous spectrum is quite different in character from the discrete spectrum. The main problem dealt with in Friedrichs's theory is the similarity of $T(x)$ to $T$, that is, the existence of a non-singular operator $W(x)$ such that $T(x)$ $=W(x) T W(x)^{-1}$.

The original results of Rellich on the perturbation of isolated eigenvalues were also generalized. It was found that the analytic theory gains in generality as well as in simplicity by allowing the parameter $\varkappa$ to be complex, a natural idea when analyticity is involved. However, one must then abandon the assumption that $T(x)$ is selfadjoint for all $\varkappa$, for an operator $T(x)$ depending on $x$ analytically cannot in general be selfadjoint for all $x$ of a complex domain, though it may be selfadjoint for all real $\varkappa$, say. This leads to the formulation of results for non-selfadjoint operators and for operators in Banach spaces, in which the use of complex function theory prevails (Sz.-Nagy [2], Wolf [1], T. Kato [6]). It turns out that the basic results of Rellich for selfadjoint operators follow from the general theory in a simple way.

On the other hand, it was recognized (Titchmarsh [1], [2], T. Kato [1]) that there are cases in which the formal power series like (2) or (3) diverge or even have only a finite number of significant terms, and yet approximate the quantities $\mu_{j}(\boldsymbol{x})$ or $\varphi_{j}(\boldsymbol{x})$ in the sense of asymptotic expansion. Many examples, previously intractable, were found to lie within the sway of the resulting asymptotic theory, which is closely related to the singular perturbation theory in differential equations.

Other non-analytic developments led to the perturbation theory of spectra in general and to stability theorems for various spectral properties of operators, one of the culminating results being the index theorem (see Gohberg and Krein [1]).

Meanwhile, perturbation theory for one-parameter semigroups of operators was developed by Hille and Phillips (see Phillips [1], Hille and Phillips $\mathbb{1 1}$ ). It is a generalization of, as well as a mathematical foundation for, the so-called time-dependent perturbation theory familiar in quantum mechanics. It is also related to time-dependent scattering theory, which is in turn closely connected with the perturbation of continuous spectra. Scattering theory is one of the subjects in perturbation theory most actively studied at present.

It is evident from this brief review that perturbation theory is not a sharply-defined discipline. While it incorporates a good deal of the spectral theory of operators, it is a body of knowledge unified more by its method of approach than by any clear-cut demarcation of its province. The underpinnings of the theory lie in linear functional analysis, and an appreciable part of the volume is devoted to supplying them. The subjects mentioned above, together with some others, occupy the remainder.


## Chapter One

## Operator theory in finite－dimensional vector spaces

This chapter is preliminary to the following one where perturbation theory for linear operators in a finite－dimensional space is presented．We assume that the reader is more or less familiar with elementary notions of linear algebra．In the beginning sections we collect fundamental results on linear algebra，mostly without proof，for the convenience of later reference．The notions related to normed vector spaces and analysis with vectors and operators（convergence of vectors and opera－ tors，vector－valued and operator－valued functions，etc．）are discussed in somewhat more detail．The eigenvalue problem is dealt with more completely，since this will be one of the main subjects in perturbation theory．The approach to the eigenvalue problem is analytic rather than algebraic，depending on function－theoretical treatment of the resolvents．It is believed that this is a most natural approach in view of the intended extension of the method to the infinite－dimensional case in later chapters．

Although the material as well as the method of this chapter is quite elementary， there are some results which do not seem to have been formally published elsewhere （an example is the results on pairs of projections given in §§ 4.6 and 6．8）．

## §1．Vector spaces and normed vector spaces

## 1．Basic notions

We collect here basic facts on finite－dimensional vector spaces， mostly without proof ${ }^{1}$ ．A vector space X is an aggregate of elements， called vectors，$u, v, \ldots$ ，for which linear operations（addition $u+v$ of two vectors $u, v$ and multiplication $\alpha u$ of a vector $u$ by a scalar $\alpha$ ）are defined and obey the usual rules of such operations．Throughout the book，the scalars are assumed to be complex numbers unless otherwise stated（complex vector space）．$\alpha u$ is also written as $u \boldsymbol{\alpha}$ whenever convenient，and $\alpha^{-1} u$ is often written as $u / \alpha$ ．The zero vector is denoted by 0 and will not be distinguished in symbol from the scalar zero．

Vectors $u_{1}, \ldots, u_{n}$ are said to be linearly independent if their linear combination $\alpha_{1} u_{1}+\cdots+\alpha_{n} u_{n}$ is equal to zero only if $\alpha_{1}=\cdots=\alpha_{n}=0$ ； otherwise they are linearly dependent．The dimension of X ，denoted by $\operatorname{dim} \mathbf{X}$ ，is the largest number of linearly independent vectors that exist in $X$ ．If there is no such finite number，we set $\operatorname{dim} \mathbf{X}=\infty$ ．In the present chapter，all vector spaces are assumed to be finite－dimensional（ $0 \leqq$ $\leqq \operatorname{dim} X<\infty$ ）unless otherwise stated．

[^0]A subset $M$ of $X$ is a linear manifold or a subspace if $M$ is itself a vector space under the same linear operations as in $X$. The dimension of $M$ does not exceed that of $X$. For any subset $S$ of $X$, the set $M$ of all possible linear combinations constructed from the vectors of $S$ is a linear manifold; $M$ is called the linear manifold determined or spanned by $\mathbf{S}$ or simply the (linear) span of $\mathbf{S}$. According to a basic theorem on vector spaces, the span $M$ of a set of $n$ vectors $u_{1}, \ldots, u_{n}$ is at most $n$-dimensional; it is exactly $n$-dimensional if and only if $u_{1}, \ldots, u_{n}$ are linearly independent.

There is only one 0 -dimensional linear manifold of X , which consists of the vector 0 alone and which we shall denote simply by 0 .

Example 1.1. The set $\mathrm{X}=\mathrm{C}^{N}$ of all ordered $N$-tuples $u=\left(\xi_{j}\right)=\left(\xi_{1}, \ldots, \xi_{N}\right)$ of complex numbers is an $N$-dimensional vector space (the complex euclidean space) with the usual definition of the basic operations $\alpha u+\beta v$. Such a vector $u$ is called a numerical vector, and is written in the form of a column vector (in vertical arrangement of the components $\boldsymbol{\xi}_{j}$ ) or a row vector (in horizontal arrangement) according to convenience.

Example 1.2. The set of all complex-valued continuous functions $u: x \rightarrow u(x)$ defined on an interval I of a real variable $x$ is an infinite-dimensional vector space, with the obvious definitions of the basic operations $\alpha u+\beta v$. The same is true when, for example, the $u$ are restricted to be functions with continuous derivatives up to a fixed order $n$. Also the interval I may be replaced by a region ${ }^{1}$ in the $m$ dimensional real euclidean space $\mathrm{R}^{m}$.

Example 1.3. The set of all solutions of a linear homogeneous differential equation

$$
u^{(n)}+a_{1}(x) u^{(n-1)}+\cdots+a_{n}(x) u=0
$$

with continuous coefficients $a_{j}(x)$ is an $n$-dimensional vector space, for any solution of this equation is expressed as a linear combination of $n$ fundamental solutions, which are linearly independent.

## 2. Bases

Let X be an $N$-dimensional vector space and let $x_{1}, \ldots, x_{N}$ be a family ${ }^{2}$ of $N$ linearly independent vectors. Then their span coincides with X , and each $u \in \mathrm{X}$ can be expanded in the form

$$
\begin{equation*}
u=\sum_{j=1}^{N} \xi_{j} x_{j} \tag{1.1}
\end{equation*}
$$

in a unique way. In this sense the family $\left\{x_{j}\right\}$ is called a basis ${ }^{3}$ of $X$, and the scalars $\xi_{j}$ are called the coefficients (or coordinates) of $u$ with respect to this basis. The correspondence $u \rightarrow\left(\xi_{j}\right)$ is an isomorphism

[^1]of X onto $\mathrm{C}^{N}$ (the set of numerical vectors, see Example 1.1) in the sense that it is one to one and preserves the linear operations, that is, $u \rightarrow\left(\xi_{j}\right)$ and $v \rightarrow\left(\eta_{j}\right)$ imply $\alpha u+\beta v \rightarrow\left(\alpha \xi_{j}+\beta \eta_{j}\right)$.

As is well known, any family $x_{1}, \ldots, x_{p}$ of linearly independent vectors can be enlarged to a basis $x_{1}, \ldots, x_{p}, x_{p+1}, \ldots, x_{N}$ by adding suitable vectors $x_{p+1}, \ldots, x_{N}$.

Example 1.4. In $\mathrm{C}^{N}$ the $N$ vectors $x_{j}=(\ldots, 0,1,0, \ldots)$ with 1 in the $j$-th place, $j=1, \ldots, N$, form a basis (the canonical basis). The coefficients of $u=\left(\xi_{j}\right)$ with respect to the canonical basis are the $\boldsymbol{\xi}_{j}$ themselves.

Any two bases $\left\{x_{j}\right\}$ and $\left\{x_{j}^{\prime}\right\}$ of $\mathbf{X}$ are connected by a system of linear relations

$$
\begin{equation*}
x_{k}=\sum_{j} \gamma_{j k} x_{j}^{\prime}, \quad k=1, \ldots, N . \tag{1.2}
\end{equation*}
$$

The coefficients $\xi_{j}$ and $\xi_{j}^{\prime}$ of one and the same vector $u$ with respect to the bases $\left\{x_{j}\right\}$ and $\left\{x_{j}^{\prime}\right\}$ respectively are then related to each other by

$$
\begin{equation*}
\xi_{j}^{\prime}=\sum_{k} \gamma_{j k} \xi_{k}, \quad j=1, \ldots, N \tag{1.3}
\end{equation*}
$$

The inverse transformations to (1.2) and (1.3) are

$$
\begin{equation*}
x_{j}^{\prime}=\sum_{k} \hat{\gamma}_{k j} x_{k}, \quad \xi_{k}=\sum_{i} \hat{\gamma}_{k j} \xi_{j}^{\prime}, \tag{1.4}
\end{equation*}
$$

where $\left(\hat{\gamma}_{j k}\right)$ is the inverse of the matrix $\left(\gamma_{j k}\right)$ :

$$
\begin{gather*}
\sum_{i} \hat{\gamma}_{j i} \gamma_{i k}=\sum_{i} \gamma_{j i} \hat{\gamma}_{i k}=\delta_{j k}= \begin{cases}1 & (j=k) \\
0 & (j \neq k),\end{cases}  \tag{1.5}\\
\operatorname{det}\left(\gamma_{j k}\right) \operatorname{det}\left(\hat{\gamma}_{j k}\right)=1 . \tag{1.6}
\end{gather*}
$$

Here $\operatorname{det}\left(\gamma_{j k}\right)$ denotes the determinant of the matrix $\left(\gamma_{j k}\right)$.
The systems of linear equations (1.3) and (1.4) are conveniently expressed by the matrix notation

$$
\begin{equation*}
(u)^{\prime}=(C)(u), \quad(u)=(C)^{-1}(u)^{\prime}, \tag{1.7}
\end{equation*}
$$

where $(C)$ is the matrix $\left(\gamma_{j k}\right),(C)^{-1}$ is its inverse and $(u)$ and $(u)^{\prime}$ stand for the column vectors with components $\xi_{j}$ and $\xi_{j}^{\prime}$ respectively. It should be noticed that $(u)$ or $(u)$ ' is conceptually different from the "abstract" vector $u$ which it represents in a particular choice of the basis.

## 3. Linear manifolds

For any subset $\mathbf{S}$ and $\mathbf{S}^{\prime}$ of $\mathbf{X}$, the symbol $\mathbf{S}+\mathbf{S}^{\prime}$ is used to denote the (linear) sum of $S$ and $\mathbf{S}^{\prime}$, that is, the set of all vectors of the form $u+u^{\prime}$ with $u \in \mathbf{S}$ and $u^{\prime} \in \mathbf{S}^{\prime \prime}$. If $\mathbf{S}$ consists of a single vector $u, \mathbf{S}+\mathbf{S}^{\prime}$

[^2]is simply written $u+S^{\prime}$. If $M$ is a linear manifold, $u+M$ is called the inhomogeneous linear manifold (or linear variety) through $u$ parallel to $M$. The totality of the inhomogeneous linear manifolds $u+M$ with a fixed $M$ becomes a vector space under the linear operation
\[

$$
\begin{equation*}
\alpha(u+M)+\beta(v+M)=(\alpha u+\beta v)+M . \tag{1.8}
\end{equation*}
$$

\]

This vector space is called the quotient space of $X$ by $M$ and is denoted by $X / M$. The elements of $X / M$ are also called the cosets of $M$. The zero vector of $X / M$ is the set $M$, and we have $u+M=v+M$ if and only if $u-v \in \mathrm{M}$. The dimension of $\mathbf{X} / \mathbf{M}$ is called the codimension or deficienc $\bar{y}$ of $M$ (with respect to $X$ ) and is denoted by codim $M$. We have

$$
\begin{equation*}
\operatorname{dim} M+\operatorname{codim} M=\operatorname{dim} X . \tag{1.9}
\end{equation*}
$$

If $M_{1}$ and $M_{2}$ are linear manifolds, $M_{1}+M_{2}$ and $M_{1} \cap M_{2}$ are again linear manifolds, and

$$
\begin{equation*}
\operatorname{dim}\left(M_{1}+M_{2}\right)+\operatorname{dim}\left(M_{1} \cap M_{2}\right)=\operatorname{dim} M_{1}+\operatorname{dim} M_{2} . \tag{1.10}
\end{equation*}
$$

The operation $M_{1}+M_{2}$ for linear manifolds (or for any subsets of $X$ ) is associative in the sense that $\left(M_{1}+M_{2}\right)+M_{3}=M_{1}+\left(M_{2}+M_{3}\right)$, which is simply written $M_{1}+M_{2}+M_{3}$. Similarly we can define $M_{1}+$ $+M_{2}+\cdots+M_{s}$ for $s$ linear manifolds $M_{j}$.
$X$ is the direct sum of the linear manifolds $M_{1}, \ldots, M_{s}$ if $X=M_{1}+$ $+\cdots+M_{s}$ and $\sum u_{j}=0\left(u_{j} \in M_{j}\right)$ implies that all the $u_{j}=0$. Then we write

$$
\begin{equation*}
X=M_{1} \oplus \cdots \oplus M_{s} . \tag{1.11}
\end{equation*}
$$

In this case each $u \in \mathbf{X}$ has a unique expression of the form

$$
\begin{equation*}
u=\sum_{j} u_{j}, \quad u_{j} \in M_{j}, \quad j=1, \ldots, s . \tag{1.12}
\end{equation*}
$$

Also we have

$$
\begin{equation*}
\operatorname{dim} X=\sum_{j} \operatorname{dim} M_{j} . \tag{1.13}
\end{equation*}
$$

Problem 1.5. If $X=M_{1} \oplus M_{2}$, then $\operatorname{dim} M_{2}=\operatorname{codim} M_{1}$.

## 4. Convergence and norms

Let $\left\{x_{j}\right\}$ be a basis in a finite-dimensional vector space X . Let $\left\{u_{n}\right\}$, $n=1,2, \ldots$, be a sequence of vectors of $X$, with the coefficients $\xi_{n j}$ with respect to the basis $\left\{x_{j}\right\}$. The sequence $\left\{u_{n}\right\}$ is said to converge to 0 or have limit 0 , and we write $u_{n} \rightarrow 0, n \rightarrow \infty$, or $\lim _{n \rightarrow \infty} u_{n}=0$, if

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \xi_{n j}=0, \quad j=1, \ldots, N . \tag{1.14}
\end{equation*}
$$

If $u_{n}-u \rightarrow 0$ for some $u,\left\{u_{n}\right\}$ is said to converge to $u$ (or have limit $u$ ), in symbol $u_{n} \rightarrow u$ or $\lim u_{n}=u$. The limit is unique when it exists.

This definition of convergence is independent of the basis $\left\{x_{j}\right\}$ employed. In fact, the formula (1.3) for the coordinate transformation shows that (1.14) implies $\lim \xi_{n j}^{\prime}=0$, where the $\xi_{n j}^{\prime}$ are the coefficients of $u_{n}$ with respect to a new basis $\left\{x_{j}^{\prime}\right\}$.

The linear operations in X are continuous with respect to this notion of convergence, in the sense that $\alpha_{n} \rightarrow \alpha, \beta_{n} \rightarrow \beta, u_{n} \rightarrow u$ and $v_{n} \rightarrow v$ imply $\alpha_{n} u_{n}+\beta_{n} u_{n} \rightarrow \alpha u+\beta v$.

For various purposes it is convenient to express the convergence of vectors by means of a norm. For example, for a fixed basis $\left\{x_{j}\right\}$ of $\mathbf{X}$, set

$$
\begin{equation*}
\|u\|=\max _{j}\left|\xi_{j}\right| \tag{1.15}
\end{equation*}
$$

where the $\xi_{j}$ are the coefficients of $u$ with respect to $\left\{x_{j}\right\}$. Then (1.14) shows that $u_{n} \rightarrow u$ is equivalent to $\left\|u_{n}-u\right\| \rightarrow 0 .\|u\|$ is called the norm of $u$.
(1.15) is not the only possible definition of a norm. We could as well choose

$$
\begin{equation*}
\|u\|=\sum_{j}\left|\xi_{j}\right| \tag{1.16}
\end{equation*}
$$

or

$$
\begin{equation*}
\|u\|=\left(\sum_{j}\left|\xi_{j}\right|^{2}\right)^{1 / 2} \tag{1.17}
\end{equation*}
$$

In each case the following conditions are satisfied:

$$
\begin{align*}
& \|u\| \geqq 0 ; \quad\|u\|=0 \quad \text { if and only if } \quad u=0  \tag{1.18}\\
& \|\alpha u\|=|\alpha|\|u\| \quad \text { (homogeneity). } \\
& \|u+v\| \leqq\|u\|+\|v\| \quad \text { (the triangle inequality) . }
\end{align*}
$$

Any function $\|u\|$ defined for all $u \in \mathrm{X}$ and satisfying these conditions is called a norm. Note that the last inequality of (1.18) implies

$$
\begin{equation*}
|\|u\|-\|v\|| \leqq\|u-v\| \tag{1.19}
\end{equation*}
$$

as is seen by replacing $u$ by $u-v$.
A vector $u$ with $\|u\|=1$ is said to be normalized. For any $u \neq 0$, the vector $u_{0}=\|u\|^{-1} u$ is normalized; $u_{0}$ is said to result from $u$ by normalization.

When a norm \| \| is given, the convergence $u_{n} \rightarrow u$ can be defined in a natural way by $\left\|u_{n}-u\right\| \rightarrow 0$. This definition of convergence is actually independent of the norm employed and, therefore, coincides with the earlier definition. This follows from the fact that any two norms || ||
and $\left\|\|^{\prime}\right.$ in the same space $\mathbf{X}$ are equivalent in the sense that

$$
\begin{equation*}
\alpha^{\prime}\|u\| \leqq\|u\|^{\prime} \leqq \beta^{\prime}\|u\|, \quad u \in \mathrm{X}, \tag{1.20}
\end{equation*}
$$

where $\alpha^{\prime}, \beta^{\prime}$ are positive constants independent of $u$.
We note incidentally that, for any norm \|\| and any basis $\left\{x_{j}\right\}$, the coefficients $\xi_{j}$ of a vector $u$ satisfy the inequalities

$$
\begin{gather*}
\left|\xi_{j}\right| \leqq \gamma\|u\|, \quad j=1, \ldots, N,  \tag{1.21}\\
\|u\| \leqq \gamma^{\prime} \max _{j}\left|\xi_{j}\right| \tag{1.22}
\end{gather*}
$$

where $\gamma, \gamma^{\prime}$ are positive constants depending only on the norm \|\| and the basis $\left\{x_{j}\right\}$. These inequalities follow from (1.20) by identifying the norm \|\|' with the special one (1.15).

A norm $\|u\|$ is a continuous function of $u$. This means that $u_{n} \rightarrow u$ implies $\left\|u_{n}\right\| \rightarrow\|u\|$, and follows directly from (1.19). It follows from the same inequality that $u_{n} \rightarrow u$ implies that $\left\{u_{n}\right\}$ is a Cauchy sequence, that is, the Cauchy condition

$$
\begin{equation*}
\left\|u_{n}-u_{m}\right\| \rightarrow 0, \quad m, n \rightarrow \infty, \tag{1.23}
\end{equation*}
$$

is satisfied. Conversely, it is easy to see that the Cauchy condition is sufficient for the existence of $\lim u_{n}$.

The introduction of a norm is not indispensable for the definition of the notion of convergence of vectors, but it is a very convenient means for it. For applications it is important to choose a norm most suitable to the purpose. A vector space in which a norm is defined is called a normed (vector) space. Any finite-dimensional vector space can be made into a normed space. The same vector space gives rise to different normed spaces by different choices of the norm. In what follows we shall often regard a given vector space as a normed space by introducing an appropriate norm. The notion of a finite-dimensional normed space considered here is a model for (and a special case of) the notion of a Banach space to be introduced in later chapters.

## 5. Topological notions in a normed space

In this paragraph a brief review will be given on the topological notions associated with a normed space ${ }^{1}$. Since we are here concerned primarily with a finite-dimensional space, there is no essential difference from the case of a real euclidean space. The modification needed in the infinite-dimensional spaces will be indicated later.

[^3]A normed space X is a special case of a metric space in which the distance between any two points is defined. In $\mathbf{X}$ the distance between two points (vectors) $u, v$ is defined by $\|u-v\|$. An (open) ball of $X$ is the set of points $u \in \mathrm{X}$ such that $\left\|u-u_{0}\right\|<r$, where $u_{0}$ is the center and $r>0$ is the radius of the ball. The set of $u$ with $\left\|u-u_{0}\right\| \leqq r$ is a closed ball. We speak of the unit ball when $u_{0}=0$ and $r=1$. Given a $u \in \mathrm{X}$, any subset of $X$ containing a ball with center $u$ is called a neighborhood of $u$. A subset of X is said to be bounded if it is contained in a ball. X itself is not bounded unless $\operatorname{dim} X=0$.

For any subset S of $\mathrm{X}, u$ is an interior point of S if S is a neighborhood of $u . u$ is an exterior point of S if $u$ is an interior point of the complement $\mathbf{S}^{\prime}$ of $\mathbf{S}$ (with respect to $\mathbf{X}$ ). $u$ is a boundary point of $\mathbf{S}$ if it is neither an interior nor an exterior point of $S$. The set $\partial S$ of all boundary points of $S$ is the boundary of $\mathbf{S}$. The union $\overline{\mathbf{S}}$ of $\mathbf{S}$ and its boundary is the closure of $\mathbf{S}$. $\mathbf{S}$ is open if it consists only of interior points. $\mathbf{S}$ is closed if $\mathbf{S}^{\prime}$ is open, or, equivalently, if $\mathbf{S}=\overline{\mathbf{S}}$. The closure of any subset $\mathbf{S}$ is closed: $\overline{\mathbf{S}}=\overline{\mathbf{S}}$. Every linear manifold of $\mathbf{X}$ is closed ( $\mathbf{X}$ being finite-dimensional).

These notions can also be defined by using convergent sequences. For example, $\overline{\mathrm{S}}$ is the set of all $u \in \mathbf{X}$ such that there is a sequence $u_{n} \in \mathbf{S}$ with $u_{n} \rightarrow u$. S is closed if and only if $u_{n} \in \mathrm{~S}$ and $u_{n} \rightarrow u$ imply $u \in \mathrm{~S}$.

We denote by dist $(u, \mathbf{S})$ the distance of $u$ from a subset S :

$$
\begin{equation*}
\operatorname{dist}(u, \mathbf{S})=\inf _{v \in \mathbf{S}}\|u-v\| \tag{1.24}
\end{equation*}
$$

If S is closed and $u \notin \mathrm{~S}$, then $\operatorname{dist}(u, \mathrm{~S})>0$.
An important property of a finite-dimensional normed space $X$ is that the theorem of Bolzano-Weierstrass holds true. From each bounded sequence $\left\{u_{n}\right\}$ of vectors of X , it is possible to extract a subsequence $\left\{v_{n}\right\}$ that converges to some $v \in \mathbf{X}$. This property is expressed by saying that $\mathbf{X}$ is locally compact ${ }^{1}$. A subset $\mathbf{S} \subset \mathbf{X}$ is compact if any sequence of elements of $S$ has a subsequence converging to an element of $S$.

## 6. Infinite series of vectors

The convergence of an infinite series

$$
\begin{equation*}
\sum_{n=1}^{\infty} u_{n} \tag{1.25}
\end{equation*}
$$

of vectors $u_{n} \in \mathrm{X}$ is defined as in the case of numerical series. (1.25) is said to converge to $v$ (or have the sum $v$ ) if the sequence $\left\{v_{n}\right\}$ consisting of the partial sums $v_{n}=\sum_{k=1}^{n} u_{k}$ converges (to $v$ ). The sum $v$ is usually denoted by the same expression (1.25) as the series itself.

[^4]A sufficient condition for the convergence of (1.25) is

$$
\begin{equation*}
\sum_{n}\left\|u_{n}\right\|<\infty \tag{1.26}
\end{equation*}
$$

If this is true for some norm, it is true for any norm in virtue of (1.20). In this case the series (1.25) is said to converge absolutely. We have

$$
\begin{equation*}
\left\|\sum_{n} u_{n}\right\| \leqq \sum_{n}\left\|u_{n}\right\| \tag{1.27}
\end{equation*}
$$

Problem 1.6. If $u_{n}$ and $v$ have respectively the coefficients $\xi_{n j}$ and $\eta_{j}$ with respect to a basis $\left\{x_{j}\right\}$, (1.25) converges to $v$ if and only if $\sum_{n} \xi_{n j}=\eta_{j}, j=1, \ldots, N:$ (1.25) converges absolutely if and only if the $N$ numerical series $\sum_{n} \xi_{n j}, j=1, \ldots, N$, converge absolutely.

In an absolutely convergent series of vectors, the order of the terms may be changed arbitrarily without affecting the sum. This is obvious if we consider the coefficients with respect to a basis (see Problem 1.6). For later reference, however, we shall sketch a more direct proof without using the coefficients. Let $\sum u_{n}^{\prime}$ be a series obtained from (1.25) by changing the order of terms. It is obvious that $\sum\left\|u_{n}^{\prime}\right\|=\sum\left\|u_{n}\right\|<\infty$. For any $\varepsilon>0$, there is an integer $m$ such that $\sum_{n=m+1}^{\infty}\left\|u_{n}\right\|<\varepsilon$. Let $p$ be so large that $u_{1}, \ldots, u_{m}$ are contained in $u_{1}^{\prime}, \ldots, u_{p}^{\prime}$. For any $n>m$ and $q>p$, we have then $\left\|\sum_{j=1}^{q} u_{j}^{\prime}-\sum_{k=1}^{n} u_{k}\right\| \leqq \sum_{k=m+1}^{\infty}\left\|u_{k}\right\|<\varepsilon$, and going to the limit $n \rightarrow \infty$ we obtain $\left\|\sum_{j=1}^{q} u_{j}^{\prime}-\sum_{k=1}^{\infty} u_{k}\right\| \leqq \varepsilon$ for $q>p$. This proves that $\sum u_{n}^{\prime}=\sum u_{n}$.

This is an example showing how various results on numerical series can be taken over to series of vectors. In a similar way it can be proved, for example, that an absolutely convergent double series of vectors may be summed in an arbitrary order, by rows or by columns.or by transformation into a simple series.

## 7. Vector-valued functions

Instead of a sequence $\left\{u_{n}\right\}$ of vectors, which may be regarded as a function from the set $\{n\}$ of integers into $X$, we may consider a function $u_{t}=u(t)$ defined for a real or complex variable $t$ and taking values in X . The relation $\lim _{t \rightarrow a} u(t)=v$ is defined by $\|u(t)-v\| \rightarrow 0$ for $t \rightarrow a$ (with the usual understanding that $t \neq a$ ) with the aid of any norm. $u(t)$ is continuous at $t=a$ if $\lim _{t \rightarrow a} u(t)=u(a)$, and $u(t)$ is continuous in a region E of $t$ if it is continuous at every point of E .

The derivative of $u(t)$ is given by

$$
\begin{equation*}
u^{\prime}(t)=\frac{d u(t)}{d t}=\lim _{h \rightarrow 0} h^{-1}(u(t+h)-u(t)) \tag{1.28}
\end{equation*}
$$

whenever this limit exists. The formulas

$$
\begin{align*}
\frac{d}{d t}(u(t)+v(t)) & =u^{\prime}(t)+v^{\prime}(t)  \tag{1.29}\\
\frac{d}{d t} \phi(t) u(t) & =\phi(t) u^{\prime}(t)+\phi^{\prime}(t) u(t)
\end{align*}
$$

are valid exactly as for numerical functions, where $\phi(t)$ denotes a complexvalued function.

The integral of a vector-valued function $u(t)$ can also be defined as for numerical functions. For example, suppose that $u(t)$ is a continuous function of a real variable $t, a \leqq t \leqq b$. The Riemann integral $\int_{a}^{b} u(t) d t$ is defined as an appropriate limit of the sums $\sum\left(t_{j}-t_{j-1}\right) u\left(t_{j}\right)$ constructed for the partitions $a=t_{0}<t_{1}<\cdots<t_{n}=b$ of the interval $[a, b]$. Similarly an integral $\int_{\mathrm{C}} u(t) d t$ can be defined for a continuous function $u(t)$ of a complex variable $t$ and for a rectifiable curve C. The proof of the existence of such an integral is quite the same as for numerical functions; in most cases it is sufficient to replace the absolute value of a complex number by the norm of a vector. For these integrals we have the formulas

$$
\begin{align*}
\int(\alpha u(t)+\beta v(t)) d t & =\alpha \int u(t) d t+\beta \int v(t) d t \\
\left\|\int u(t) d t\right\| & \leqq \int\|u(t)\||d t| \tag{1.30}
\end{align*}
$$

There is no difficulty in extending these definitions to improper integrals. We shall make free use of the formulas of differential and integral calculus for vector-valued functions without any further comments.

Although there is no difference in the formal definition of the derivative of a vector-valued function $u(t)$ whether the variable $t$ is real or complex, there is an essential difference between these two cases just as with numerical functions. When $u(t)$ is defined and differentiable everywhere in a domain D of the complex plane, $u(t)$ is said to be regular (analytic) or holomorphic in D. Most of the results of complex function theory are applicable to such vector-valued, holomorphic functions ${ }^{\mathbf{1}}$.

[^5]Thus we have Cauchy's integral theorem, Taylor's and Laurent's expansions, Liouville's theorem, and so on. For example, if $t=0$ is an isolated singularity of a holomorphic function $u(t)$, we have

$$
\begin{equation*}
u(t)=\sum_{n=-\infty}^{+\infty} t^{n} a_{n}, \quad a_{n}=\frac{1}{2 \pi i} \int_{C} t^{-n-1} u(t) d t \tag{1.31}
\end{equation*}
$$

where C is a closed curve, say a circle, enclosing $t=0$ in the positive direction. $t=0$ is a regular point (removable singularity) if $a_{n}=0$ for $n<0$, a pole of order $k>0$ if $a_{-k} \neq 0$ whereas $a_{n}=0$ for $n<-k$, and an essential singularity otherwise ${ }^{1}$.

Problem 1.7. If $t=0$ is a pole of order $k$, then $\|u(t)\|=O\left(|t|^{-k}\right)$ for $t \rightarrow 0$.
Problem 1.8. Let $\xi_{j}(t)$ be the coefficients of $u(t)$ with respect to a basis of $\mathbf{X}$. $u(t)$ is continuous (differentiable) if and only if all the $\xi_{j}(t)$ are continuous (differentiable). $u^{\prime}(t)$ has the coefficients $\xi_{j}^{\prime}(t)$ for the same basis. Similarly, $\int u(t) d t$ has the coefficients $\int \xi_{j}(t) d t$.

## $\mathbb{\$}$ 2. Linear forms and the adjoint space <br> 1. Linear forms

Let X be a vector space. A complex-valued function $f[u]$ defined for $u \in X$ is called a linear form or a linear functional if

$$
\begin{equation*}
f[\alpha u+\beta v]=\alpha f[u]+\beta f[v] \tag{2.1}
\end{equation*}
$$

for all $u, v$ of $X$ and all scalars $\alpha, \beta$.
Example 2.1. If $\mathrm{X}=\mathrm{C}^{N}$ (the space of $N$-dimensional numerical vectors), a linear form on $\mathbf{X}$ can be expressed in the form

$$
\begin{equation*}
f[u]=\sum_{j=1}^{N} \alpha_{j} \xi_{j} \quad \text { for } \quad u=\left(\xi_{j}\right) . \tag{2.2}
\end{equation*}
$$

It is usual to represent $f$ as a vow vector with the components $\alpha_{j}$, when $u$ is represented as a colunin vector with the components $\boldsymbol{\xi}_{j}$. (2.2) is the matrix product of these two vectors.

Example 2.2. Let X be the space of continuous functions $u=u(x)$ considered in Example 1.2. The following are examples of linear forms on $\mathbf{X}$ :

$$
\begin{gather*}
f[u]=u\left(x_{0}\right), \quad x_{0} \text { being fixed. }  \tag{2.3}\\
f[u]=\int_{a}^{b} \phi(x) u(x) d x, \quad \phi(x) \text { being a given function. } \tag{2.4}
\end{gather*}
$$

Let $\left\{x_{j}\right\}$ be a basis of $\mathrm{X}(\operatorname{dim} \mathrm{X}=N<\infty)$. If $u=\sum \xi_{j} x_{j}$ is the expansion of $u$, we have by (2.1)

$$
\begin{equation*}
f[u]=\sum \alpha_{j} \xi_{j} \tag{2.5}
\end{equation*}
$$

where $\alpha_{j}=f\left[x_{j}\right]$. Each linear form is therefore represented by a numerical vector ( $\alpha_{j}$ ) with respect to the basis and, conversely, each numerical

[^6]vector $\left(\alpha_{j}\right)$ determines a linear form $f$ by (2.5). (2.5) corresponds exactly to (2.2) for a linear form on $\mathrm{C}^{N}$.

The same linear form $t$ is represented by a different numerical vector ( $\alpha_{j}^{\prime}$ ) for a different basis $\left\{x_{j}^{\prime}\right\}$. If the new basis is connected with the old one through the transformation (1.2) or (1.4), the relation between these representations is given by

$$
\begin{align*}
& \alpha_{j}^{\prime}=f\left[x_{j}^{\prime}\right]=\sum_{k} \hat{\gamma}_{k j} f\left[x_{k}\right]=\sum_{k} \hat{\gamma}_{k j} \alpha_{k},  \tag{2.6}\\
& \alpha_{k}=\sum_{j} \gamma_{j k} \alpha_{j}^{\prime} .
\end{align*}
$$

In the matrix notation, these may be written

$$
\begin{equation*}
(f)^{\prime}=(f)(C)^{-1}, \quad(f)=(f)^{\prime}(C), \tag{2.7}
\end{equation*}
$$

where $(C)$ is the matrix $\left(\gamma_{j k}\right)$ [see (1.7)] and where $(f)$ and $(f)^{\prime}$ stand for the row vectors with components $\left(\alpha_{j}\right)$ and ( $\alpha_{j}^{\prime}$ ) respectively.

## 2. The adjoint space

A complex-valued function $f[u]$ defined on X is called a semilinear (or conjugate-linear or anti-linear) form if

$$
\begin{equation*}
f[\alpha u+\beta v]=\bar{\alpha} f[u]+\bar{\beta} f[v], \tag{2.8}
\end{equation*}
$$

where $\bar{\alpha}$ denotes the complex conjugate of $\alpha$. It is obvious that $f[u]$ is a semilinear form if and only if $\overline{f[u]}$ is a linear form. For the sake of a certain formal convenience, we shall hereafter be concerned with semilinear rather than with linear forms.

Example 2.3. A semilinear form on $\mathrm{C}^{N}$ is given by (2.2) with the $\boldsymbol{\xi}_{\text {; }}$ on the right replaced by the $\bar{\xi}_{j}$, where $u=\left(\xi_{j}\right)$.

Example 2.4. Let $\mathbf{X}$ be as in Example 2.2. The following are examples of semilinear forms on $\mathbf{X}$ :

$$
\begin{gather*}
f[u]=\overline{u\left(x_{0}\right)},  \tag{2.9}\\
f[u]=\int_{a}^{b} \phi(x) \overline{u(x)} d x . \tag{2.1}
\end{gather*}
$$

The linear combination $\alpha f+\beta g$ of two semilinear forms $f, g$ defined by

$$
\begin{equation*}
(\alpha f+\beta g)[u]=\alpha f[u]+\beta g[u] \tag{2.11}
\end{equation*}
$$

is obviously a semilinear form. Thus the set of all semilinear forms on $X$ becomes a vector space, called the adjoint (or conjugate) space of $\mathbf{X}$ and denoted by $\mathrm{X}^{*}$. The zero vector of $\mathrm{X}^{*}$, which is again denoted by 0 , is the zero form that sends every vector $u$ of $\mathbf{X}$ into the complex number zero.

It is convenient to treat $\mathrm{X}^{*}$ on the same level as X ．To this end we write

$$
\begin{equation*}
f[u]=(f, u) \tag{2.12}
\end{equation*}
$$

and call $(f, u)$ the scalar product of $t \in \mathbf{X}^{*}$ and $u \in \mathbf{X}$ ．It follows from the definition that $(f, u)$ is linear in $f$ and semilinear in $u$ ：

$$
\begin{align*}
& (\alpha f+\beta g, u)=\alpha(f, u)+\beta(g, u),  \tag{2.13}\\
& (f, \alpha u+\beta v)=\bar{\alpha}(f, u)+\bar{\beta}(f, v) .
\end{align*}
$$

Example 2．5．For $\mathbf{X}=\mathrm{C}^{N}, \mathrm{X}^{*}$ may be regarded as the set of all row vectors $f=\left(\alpha_{j}\right)$ whereas X is the set of all column vectors $u=\left(\xi_{j}\right)$ ．Their scalar product is given by

$$
\begin{equation*}
(f, u)=\sum \alpha_{j} \bar{\xi}_{j} . \tag{2.14}
\end{equation*}
$$

Remark 2．6．In the algebraic theory of vector spaces，the dual space of a vector space X is defined to be the set of all linear forms on X ． Our definition of the adjoint space is chosen in such a way that the adjoint space of a unitary space（see §6） X can be identified with X itself ${ }^{1}$ ．

## 3．The adjoint basis

Let $\left\{x_{j}\right\}$ be a basis of X ．As in the case of linear forms，for each numerical vector $\left(\alpha_{k}\right)$ there is an $t \in \mathrm{X}^{*}$ such that $\left(f, x_{k}\right)=\alpha_{k}$ ．In particu－ lar，it follows that for each $j$ ，there exists a unique $e_{j} \in X^{*}$ such that

$$
\begin{equation*}
\left(e_{j}, x_{k}\right)=\delta_{j k}, \quad j, k=1, \ldots, N . \tag{2.15}
\end{equation*}
$$

It is easy to see that the $e_{j}$ are linearly independent．Each $f \in \mathbf{X}^{*}$ can be expressed in a unique way as a linear combination of the $e_{j}$ ，according to

$$
\begin{equation*}
t=\sum_{i} \alpha_{j} e_{j} \quad \text { where } \quad \alpha_{j}=\left(f, x_{j}\right) \tag{2.16}
\end{equation*}
$$

In fact，the difference of the two members of（2．16）has scalar product zero with all the $x_{k}$ and therefore with all $u \in \mathrm{X}$ ；thus it must be equal to the zero form．

Thus the $N$ vectors $e_{j}$ form a basis of $\mathrm{X}^{*}$ ，called the basis adjoint to the basis $\left\{x_{j}\right\}$ of X ．Since the basis $\left\{e_{j}\right\}$ consists of $N$ elements，we have

$$
\begin{equation*}
\operatorname{dim} \mathbf{X}^{*}=\operatorname{dim} \mathbf{X}=N \tag{2.17}
\end{equation*}
$$

For each $u \in \mathbf{X}$ we have

$$
\begin{equation*}
u=\sum_{j} \xi_{j} x_{j} \quad \text { where } \quad \xi_{j}=\overline{\left(e_{j}, u\right)} . \tag{2.18}
\end{equation*}
$$

[^7]It follows from (2.16) and (2.18) that

$$
\begin{equation*}
(f, u)=\sum \alpha_{j} \bar{\xi}_{j}=\sum\left(f, x_{j}\right)\left(e_{j}, u\right) . \tag{2.19}
\end{equation*}
$$

Let $\left\{x_{j}\right\}$ and $\left\{x^{\prime}\right\}$ be two bases of X related to each other by (1.2). Then the corresponding adjoint bases $\left\{e_{j}\right\}$ and $\left\{e_{j}^{\prime}\right\}$ of $X^{*}$ are related to each other by the formulas

$$
\begin{equation*}
e_{j}^{\prime}=\sum_{k} \bar{\gamma}_{j k} e_{k}, \quad e_{k}=\sum_{j} \overline{\hat{\gamma}}_{k j} e_{j}^{\prime} . \tag{2.20}
\end{equation*}
$$

Furthermore we have

$$
\begin{equation*}
\bar{\gamma}_{j k}=\left(e_{j}^{\prime}, x_{k}\right), \quad \bar{\gamma}_{k j}=\left(e_{k}, x_{j}^{\prime}\right) . \tag{2.21}
\end{equation*}
$$

## 4. The adjoint space of a normed space

Since $\mathrm{X}^{*}$ is an $N$-dimensional vector space with X , the notion of convergence of a sequence of vectors of $X^{*}$ is defined as in § 1.4. For the same reason a norm could be introduced into $X^{*}$. Usually the norm in $X^{*}$ is not defined independently but is correlated with the norm of $\mathbf{X}$.

When a norm $\|u\|$ in X is given so that X is a normed space, $\mathrm{X} *$ is by definition a normed space with the norm $\|f\|$ defined by ${ }^{1}$

$$
\begin{equation*}
\|f\|=\sup _{0 \neq u \in \mathrm{X}} \frac{|(f, u)|}{\|u\|}=\sup _{\|u\|=1}|(f, u)| . \tag{2.22}
\end{equation*}
$$

That $\|f\|$ is finite follows from the fact that the continuous function $|(f, u)|$ of $u$ attains a maximum for $\|u\|=1$ (because X is locally compact). It is easily verified that the norm $\|f\|$ thus defined satisfies the conditions (1.18) of a norm. There is no fear of confusion in using the same symbol ||| for the two norms.

Example 2.7. Suppose that the norm in X is given by (1.15) for a fixed basis $\left\{x_{j}\right\}$. If $\left\{e_{j}\right\}$ is the adjoint basis in $\mathrm{X}^{*}$, we have $|(f, u)| \leqq\left(\Sigma\left|\alpha_{j}\right|\right)\|u\|$ by (2.19). But the equality holds if $u$ is such that $\left|\xi_{1}\right|=\left|\xi_{2}\right|=\cdots=\left|\xi_{N}\right|$ and all $\alpha_{j} \bar{\xi}_{j}$ are real and nonnegative. This shows that

$$
\begin{equation*}
\|f\|=\Sigma\left|\alpha_{j}\right| . \tag{2.23}
\end{equation*}
$$

Similarly it can be shown that, when the norm in $X$ is given by (1.16), the norm in $\mathrm{X}^{*}$ is given by

$$
\begin{equation*}
\|f\|=\max \left|\alpha_{j}\right| \tag{2.24}
\end{equation*}
$$

Thus we may say that the norms (1.15) and (1.16) are adjoint to each other.
(2.22) shows that

$$
\begin{equation*}
|(f, u)| \leqq\|f\|\|u\|, \quad f \in \mathrm{X}^{*}, \quad u \in \mathrm{X} \tag{2.25}
\end{equation*}
$$

This is called the Schwarz inequality in the generalized sense. As we have deduced it, it is simply the definition of $\|f\|$ and has an essential meaning only when we give $\|f\|$ some independent characterization (as, for example, in the case of a unitary space; see § 6).

[^8](2.25) implies that $\|u\| \geqq|(f, u)| /\|f\|$. Actually the following stronger relation is true ${ }^{1}$ :
\[

$$
\begin{equation*}
\|u\|=\sup _{0 \neq f \in \mathrm{X}^{*}} \frac{|(f, u)|}{\|f\|}=\sup _{\|f\|=1}|(f, u)| . \tag{2.26}
\end{equation*}
$$

\]

This follows from the fact that, for any $u_{0} \in \mathbf{X}$, there is an $f \in \mathbf{X}$ * such that

$$
\begin{equation*}
\left(f, u_{0}\right)=\left\|u_{0}\right\|, \quad\|f\|=1 . \tag{2.27}
\end{equation*}
$$

The proof of (2.27) requires a deeper knowledge of the nature of a norm and will be given in the following paragraph.

Problem 2.8. $(f, u)=0$ for all $u \in \mathbf{X}$ implies $f=0 .(f, u)=0$ for all $f \in \mathbf{X}^{*}$ implies $u=0$.

A simple consequence of the Schwarz inequality is the fact that the scalar product $(f, u)$ is a continuous function of $f$ and $u$. In fact ${ }^{2}$,

$$
\begin{align*}
\left|\left(f^{\prime}, u^{\prime}\right)-(f, u)\right| & =\left|\left(f^{\prime}-f, u\right)+\left(f, u^{\prime}-u\right)+\left(f^{\prime}-f, u^{\prime}-u\right)\right|  \tag{2.28}\\
& \leqq\left\|f^{\prime}-f\right\|\|u\|+\|f\|\left\|u^{\prime}-u\right\|+\left\|f^{\prime}-f\right\|\left\|u^{\prime}-u\right\| .
\end{align*}
$$

In particular, $u_{n} \rightarrow u$ implies $\left(f, u_{n}\right) \rightarrow(f, u)$ for every $f \in \mathrm{X}^{*}$ and $f_{n} \rightarrow f$ implies $\left(f_{n}, u\right) \rightarrow(f, u)$ for every $u \in \mathrm{X}$. Similarly, the convergence of a series $\sum u_{n}=u$ implies the convergence $\sum\left(f, u_{n}\right)=(f, u)$ for every $t \in \mathrm{X}^{*}$ (that is, term by term multiplication is permitted for the scalar product). Conversely, $\left(f, u_{n}\right) \rightarrow(f, u)$ for all $f \in \mathrm{X}^{*}$ implies $u_{n} \rightarrow u$; this can be seen by expanding $u_{n}$ and $u$ by a fixed basis of $X$.

## 5. The convexity of balls

Let S be an open ball of X . S is a convex set: for any two points (vectors) $u, v$ of S , the segment joining $u$ and $v$ belongs to S . In other words,

$$
\begin{equation*}
\lambda u+(1-\lambda) v \in S \quad \text { if } \quad u, v \in S \text { and } 0 \leqq \lambda \leqq 1 \tag{2.29}
\end{equation*}
$$

In fact, denoting by $u_{0}$ the center and by $r$ the radius of $S$, we have $\left\|\lambda u+(1-\lambda) v-u_{0}\right\|=\left\|\lambda\left(u-u_{0}\right)+(1-\lambda)\left(v-u_{0}\right)\right\|<\lambda r+\left(1-\lambda_{1}\right) r$ $=r$, which proves the assertion. In what follows we assume S to be the unit ball ( $u_{0}=0, r=1$ ).

Since X is isomorphic with the $N$-dimensional complex euclidean space $\mathrm{C}^{N}, \mathrm{X}$ is isomorphic with the $2 N$-dimensional real euclidean space $\mathrm{R}^{2 N}$ as a real vector space (that is, when only real numbers are regarded as scalars). Thus S may be regarded as a convex set in $\mathrm{R}^{2 N}$. It follows from a well-known theorem ${ }^{3}$ on convex sets in $\mathrm{R}^{n}$ that, for

[^9]each vector $u_{0}$ lying on the boundary of $S$ (that is, $\left\|u_{0}\right\|=1$ ), there is a support hyperplane of S through $u_{0}$. This implies that there exists a real-linear form $g[u]$ on $X$ such that
\[

$$
\begin{equation*}
g\left[u_{0}\right]=1 \quad \text { whereas } g[u]<1 \text { for } u \in S . \tag{2.30}
\end{equation*}
$$

\]

That $g$ is real-linear means that $g[u]$ is real-valued and $g[\alpha u+\beta v]$ $=\alpha g[u]+\beta g[v]$ for all real numbers $\alpha, \beta$ and $u, v \in \mathrm{X}$.
$g$ is neither a linear nor a semilinear form on the complex vector space $\mathbf{X}$. But there is an $t \in \mathbf{X}^{*}$ related to $g$ according to ${ }^{1}$

$$
\begin{equation*}
(f, u)=f[u]=g[u]+i g[i u] . \tag{2.31}
\end{equation*}
$$

To see that this $f$ is in fact a semilinear form on $X$, it suffices to verify that $f[(\alpha+i \beta) u]=(\alpha-i \beta) f[u]$ for real $\alpha, \beta$, for it is obvious that $f[u+v]=f[u]+f[v]$. This is seen as follows:

$$
\begin{aligned}
f[(\alpha+i \beta) u] & =g[\alpha u+i \beta u]+i g[i \alpha u-\beta u] \\
& =\alpha g[u]+\beta g[i u]+i \alpha g[i u]-i \beta g[u] \\
& =(\alpha-i \beta)(g[u]+i g[i u])=(\alpha-i \beta) f[u] .
\end{aligned}
$$

Now this $f$ has the following properties:

$$
\begin{equation*}
\left(f, u_{0}\right)=1, \quad\|f\|=1 \tag{2.32}
\end{equation*}
$$

To see this, set $(f, u)=R \mathrm{e}^{i \theta}, \theta$ real and $R \geqq 0$. It follows from what was just proved that $\left(f, e^{i \theta} u\right)=e^{-i \theta}(f, u)=R$ and hence that $|(f, u)|$ $=R=\operatorname{Re}\left(f, e^{i \theta} u\right)=g\left[e^{i \theta} u\right]<1$ if $\left\|e^{i \theta} u\right\|=\|u\|<1$. This shows that $\|f\| \leqq 1$. In particular we have $\left|\left(f, u_{0}\right)\right| \leqq 1$. But since $\operatorname{Re}\left(f, u_{0}\right)=g\left[u_{0}\right]$ $=1$, we must have $\left(f, u_{0}\right)=1$. This implies also $\|f\|=1$.

Note that (2.32) is equivalent to (2.27) in virtue of the homogeneity of the norm.

## 6. The second adjoint space

The adjoint space $X^{* *}$ to $X^{*}$ is the aggregate of semilinear forms on $\mathrm{X}^{*}$. An example of such a semilinear form $F$ is given by $F[f]=\overline{(f, u)}$ where $u \in \mathrm{X}$ is fixed. With each $u \in \mathrm{X}$ is thus associated an element $F$ of $X^{* *}$. This correspondence of $X$ with $X * *$ is linear in the sense that $\alpha u+\beta v$ corresponds to $\alpha F+\beta G$ when $u, v$ correspond to $F, G$, respectively. The fact that $\operatorname{dim} X^{* *}=\operatorname{dim} X^{*}=\operatorname{dim} X$ shows that the whole space $X^{* *}$ is exhausted in this way; in other words, to each $F \in X^{* *}$ corresponds a $u \in X$. Furthermore when $X$ and therefore $X^{*}$, $X^{* *}$ are normed spaces, the norm in $X^{* *}$ is identical with the norm in $X:\|F\|=\|u\|$, as is seen from (2.26). In this way we see that $X * *$ can be identified with X , not only as a vector space but as a normed space.

[^10]In this sense we may write $F[f]$ as $u[f]=(u, f)$, so that

$$
\begin{equation*}
(u, f)=\overline{(f, u)} . \tag{2.33}
\end{equation*}
$$

It should be noted that these results are essentially based on the assumption that $\operatorname{dim} X$ is finite.

Problem 2.9. If $\left\{e_{j}\right\}$ is the basis of $X^{*}$ adjoint to the basis $\left\{x_{j}\right\}$ of $X,\left\{x_{j}\right\}$ is the basis of $\mathbf{X * *}^{* *}=\mathbf{X}$ adjoint to $\left\{e_{j}\right\}$.

We write $f \perp u$ or $u \perp f$ when $(f, u)=0$. When $f \perp u$ for all $u$ of a subset $S$ of $X$, we write $f \perp S$. Similarly we introduce the notation $u \perp S^{\prime}$ for $u \in X$ and $S^{\prime} \subset X^{*}$. The set of all $f \in X^{*}$ such that $f \perp S$ is called the annihilator of $S$ and is denoted by $S^{\perp}$. Similarly the annihilator $S^{\prime} \perp$ of a subset $S^{\prime}$ of $X^{*}$ is the set of all $u \in X$ such that $u \perp S^{\prime}$.

For any $\mathrm{S} \subset \mathrm{X}, \mathrm{S} \perp$ is a linear manifold. The annihilator $\mathrm{S} \perp \perp$ of $\mathrm{S} \perp$ is identical with the linear span $M$ of $S$. In particular we have $M \perp \perp=M$ for any linear manifold $M$ of $X$.

Problem 2.10. codim $M=\operatorname{dim} M^{\perp}$.

## § 3. Linear operators

## 1. Definitions. Matrix representations

Let $\mathbf{X}, \mathrm{Y}$ be two vector spaces. A function $T$ that sends every vector $u$ of X into a vector $v=T u$ of Y is called a linear transformation or a linear operator on X to Y if $T$ preserves linear relations, that is, if

$$
\begin{equation*}
T\left(\alpha_{1} u_{1}+\alpha_{2} u_{2}\right)=\alpha_{1} T u_{1}+\alpha_{2} T u_{2} . \tag{3.1}
\end{equation*}
$$

for all $u_{1}, u_{2}$ of X and all scalars $\alpha_{1}, \alpha_{2}$. X is the domain space and Y is the range space of $T$. If $\mathrm{Y}=\mathrm{X}$ we say simply that $T$ is a linear operator in X . In this book an operator means a linear operator unless otherwise stated.

For any subset $S$ of $X$, the set of all vectors of the form $T u$ with $u \in \mathrm{~S}$ is called the image under $T$ of S and is denoted by $T \mathrm{~S}$; it is a subset of $Y$. If $M$ is a linear manifold of $X, T M$ is a linear manifold of $Y$. In particular, the linear manifold $T X$ of $Y$ is called the range of $T$ and is denoted by $\mathrm{R}(T)$. The dimension of $\mathrm{R}(T)$ is called the rank of $T$; we denote it by rank $T$. The deficiency (codimension) of $\mathrm{R}(T)$ with respect to Y is called the deficiency of $T$ and is denoted by $\operatorname{def} T$. Thus

$$
\begin{equation*}
\operatorname{rank} T+\operatorname{def} T=\operatorname{dim} Y . \tag{3.2}
\end{equation*}
$$

For any subset $\mathrm{S}^{\prime}$ of Y , the set of all vectors $u \in \mathrm{X}$ such that $T u \in \mathrm{~S}^{\prime}$ is called the inverse image of $S^{\prime}$ and is denoted by $T^{-1} S^{\prime}$. The inverse image of $0 \subset Y$ is a linear manifold of $\mathbf{X}$; it is called the kernel or null space
of $T$ and is denoted by $\mathrm{N}(T)$. The dimension of $\mathrm{N}(T)$ is called the nullity of $T$, which we shall denote by nul $T$. We have

$$
\begin{equation*}
\operatorname{rank} T+\operatorname{nul} T=\operatorname{dim} \mathbf{X} . \tag{3.3}
\end{equation*}
$$

To see this it suffices to note that $T$ maps the quotient space $\mathrm{X} / \mathrm{N}(T)$ (which has dimension $\operatorname{dim} \mathrm{X}-\operatorname{nul} T$ ) onto $\mathrm{R}(T)$ in a one-to-one fashion.

If both nul $T$ and $\operatorname{def} T$ are zero, then $T$ maps X onto Y one to one. In this case the inverse operator $T^{-1}$ is defined; $T^{-1}$ is the operator on $Y$ to X that sends $T u$ into $u$. Obviously we have $\left(T^{-1}\right)^{-1}=T . T$ is said to be nonsingular if $T^{-1}$ exists and singular otherwise. For $T$ to be nonsingular it is necessary that $\operatorname{dim} \mathbf{X}=\operatorname{dim} \mathrm{Y}$. If $\operatorname{dim} \mathbf{X}=\operatorname{dim} \mathrm{Y}$, each of $\operatorname{nul} T=0$ and $\operatorname{def} T=0$ implies the other and therefore the nonsingularity of $T$.

Let $\left\{x_{k}\right\}$ be a basis of $\mathbf{X}$. Each $u \in \mathbf{X}$ has the expansion (1.1), so that

$$
\begin{equation*}
T u=\sum_{k=1}^{N} \xi_{k} T x_{k}, \quad N=\operatorname{dim} X . \tag{3.4}
\end{equation*}
$$

Thus an operator $T$ on X to Y is determined by giving the values of $T x_{k}, k=1, \ldots, N$. Furthermore, these values can be prescribed arbitrarily in Y ; then it suffices to define $T$ by (3.4) to make $T$ linear.

If $\left\{y_{j}\right\}$ is a basis of $Y$, each $T x_{k}$ has the expansion

$$
\begin{equation*}
T x_{k}=\sum_{j=1}^{M} \tau_{j k} y_{j}, \quad M=\operatorname{dim} Y \tag{3.5}
\end{equation*}
$$

Substituting (3.5) into (3.4), we see that the coefficients $\eta_{j}$ of $v=T u$ with respect to the basis $\left\{y_{j}\right\}$ are given by

$$
\begin{equation*}
\eta_{j}=\sum_{k} \tau_{j_{k}} \xi_{k}, \quad j=1, \ldots, M \tag{3.6}
\end{equation*}
$$

In this way an operator $T$ on X to Y is represented by an $M \times N$ matrix $\left(\tau_{j k}\right)$ with respect to the bases $\left\{x_{k}\right\},\left\{y_{j}\right\}$ of $\mathrm{X}, \mathrm{Y}$, respectively. Conversely, to each $M \times N$ matrix ( $\tau_{j k}$ ) there is an operator $T$ on X to Y represented by it with respect to the given bases.

Let $\left(\tau_{j k}^{\prime}\right)$ be the matrix representing the same operator $T$ with respect to a new pair of bases $\left\{x_{k}^{\prime}\right\},\left\{y_{j}^{\prime}\right\}$. The relationship between the matrices $\left(\tau_{j k}^{\prime}\right)$ and $\left(\tau_{j k}\right)$ is obtained by combining (3.5) and a similar expression for $T x_{k}^{\prime}$ in terms of $\left\{y_{i}^{\prime}\right\}$ with the formulas (1.2), (1.4) of the coordinate transformation and the corresponding formulas in Y . The result is

$$
\begin{equation*}
\tau_{j k}^{\prime}=\sum_{i, h} \gamma_{j i}^{\prime} \tau_{i h} \hat{\gamma}_{h k} . \tag{3.7}
\end{equation*}
$$

Thus the matrix $\left(\tau_{j k}^{\prime}\right)$ is the product of three matrices $\left(\gamma_{j k}^{\prime}\right),\left(\tau_{j k}\right)$ and $\left(\hat{\gamma}_{j k}\right)$.

If $T$ is an operator on X to itself, it is usual to set $y_{j}=x_{j}$ and $y_{j}^{\prime}=x_{i}^{\prime}$; we have then

$$
\begin{equation*}
\left(\tau_{j k}^{\prime}\right)=\left(\gamma_{j k}\right)\left(\tau_{j k}\right)\left(\hat{\gamma}_{j k}\right) . \tag{3.8}
\end{equation*}
$$

It follows by (1.6) that

$$
\begin{equation*}
\operatorname{det}\left(\tau_{j k}^{\prime}\right)=\operatorname{det}\left(\tau_{j k}\right) . \tag{3.9}
\end{equation*}
$$

Thus $\operatorname{det}\left(\tau_{j_{k}}\right)$ is determined by the operator $T$ itself and does not depend on the basis employed. It is called the determinant of $T$ and is denoted by $\operatorname{det} T$. Similarly, the trace $\sum \tau_{j j}$ of the matrix $\left(\tau_{j k}\right)$ does not depend on the basis; it is called the trace of $T$ and is denoted by $\operatorname{tr} T$.

Problem 3.1. If $\left\{f_{j}\right\}$ is the basis of $\mathrm{Y}^{*}$ adjoint to $\left\{y_{j}\right\}$, then

$$
\begin{equation*}
\tau_{j k}=\left(T x_{k}, f_{j}\right) \tag{3.10}
\end{equation*}
$$

Problem 3.2. Let $\left\{x_{j}\right\}$ and $\left\{e_{j}\right\}$ be the bases of $X$ and $X^{*}$, respectively, which are adjoint to each other. If $T$ is an operator on $X$ to itself, we have

$$
\begin{equation*}
\operatorname{tr} T=\sum_{j}\left(T x_{j}, e_{j}\right) \tag{3.11}
\end{equation*}
$$

## 2. Linear operations on operators

If $T$ and $S$ are two linear operators on X to Y , their linear combination $\alpha S+\beta T$ is defined by

$$
\begin{equation*}
(\alpha S+\beta T) u=\alpha(S u)+\beta(T u) \tag{3.12}
\end{equation*}
$$

for all $u \in X$, and is again a linear operator on $X$ to $Y$. Let us denote by $\mathscr{B}(\mathbf{X}, \mathrm{Y})$ the set of all operators on $\mathbf{X}$ to $\mathrm{Y} ; \mathscr{B}(\mathbf{X}, \mathrm{Y})$ is a vector space with the linear operations defined as above. The zero vector of this vector space is the zero operator 0 defined by $0 u=0$ for all $u \in \mathbf{X}$.

Problem 3.3. $\operatorname{rank}(S+T) \leqq \operatorname{rank} S+\operatorname{rank} T$.
The dimension of the vector space $\mathscr{B}(\mathrm{X}, \mathrm{Y})$ is equal to $N M$, where $N=\operatorname{dim} \mathbf{X}$ and $M=\operatorname{dim} Y$. To see this, let $\left\{x_{k}\right\}$ and $\left\{y_{j}\right\}$ be bases of $\mathbf{X}$ and Y , respectively, and let $P_{j k}$ be the operator on X to Y such that

$$
\begin{equation*}
P_{j k} x_{h}=\delta_{k h} y_{j}, \quad k, h=1, \ldots, N ; \quad j=1, \ldots, M . \tag{3.13}
\end{equation*}
$$

These $M N$ operators $P_{j k}$ are linearly independent elements of $\mathscr{B}(\mathrm{X}, \mathrm{Y})$, and we have from (3.5)

$$
\begin{equation*}
T=\sum \tau_{j k} P_{j k} \tag{3.14}
\end{equation*}
$$

Thus $\left\{P_{j k}\right\}$ is a basis of $\mathscr{B}(\mathrm{X}, \mathrm{Y})$, which proves the assertion. $\left\{P_{j k}\right\}$ will be called the basis of $\mathscr{B}(\mathbf{X}, \mathrm{Y})$ associated with the bases $\left\{x_{k}\right\}$ and $\left\{y_{j}\right\}$ of $X$ and $Y$, respectively. (3.14) shows that the matrix elements $\tau_{j k}$ are the coefficients of the "vector" $T$ with respect to the basis $\left\{P_{j k}\right\}$, and (3.7) or (3.8) is the formula for coordinate transformation in $\mathscr{B}(X, Y)$.

The product $T S$ of two linear operators $T, S$ is defined by

$$
\begin{equation*}
(T S) u=T(S u) \tag{3.15}
\end{equation*}
$$

for all $u \in \mathrm{X}$, where X is the domain space of $S$, provided the domain space of $T$ is identical with the range space $Y$ of $S$. The following relations hold for these operations on linear operators:

$$
\begin{align*}
& (T S) R=T(S R), \text { which is denoted by } T S R, \\
& (\alpha T) S=T(\alpha S)=\alpha(T S), \text { denoted by } \alpha T S, \\
& \left(T_{1}+T_{2}\right) S=T_{1} S+T_{2} S,  \tag{3.16}\\
& T\left(S_{1}+S_{2}\right)=T S_{1}+T S_{2} .
\end{align*}
$$

Problem 3.4. $\operatorname{rank}(T S) \leqq \max (\operatorname{rank} T, \operatorname{rank} S)$.
Problem 3.5. If $S, T$ have the matrices $\left(\sigma_{j k}\right)$, $\left(\tau_{j k}\right)$ with respect to some fixed bases, $S+T$ and $T S$ have the matrices $\left(\sigma_{j k}\right)+\left(\tau_{j k}\right),\left(\tau_{j k}\right)\left(\sigma_{j k}\right)$ respectively (whenever meaningful). If $T^{-1}$ exists, its matrix is the inverse matrix of ( $\tau_{j k}$ ).

## 3. The algebra of linear operators

If $S$ and $T$ are operators on X to itself, their product $T S$ is defined and is again an operator on $\mathbf{X}$ to itself. Thus the set $\mathscr{B}(\mathbf{X})=\mathscr{B}(\mathbf{X}, \mathbf{X})$ of all linear operators in $X$ is not only a vector space but an algebra. $\mathscr{B}(\mathrm{X})$ is not commutative for $\operatorname{dim} \mathrm{X} \geqq 2$ since $T S=S T$ is in general not true. When $T S=S T, T$ and $S$ are said to commute (with each other). We have $T 0=0 T=0$ and $T 1=1 T=T$ for every $T \in \mathscr{B}(\mathrm{X})$, where 1 denotes the identity operator (defined by $1 u=u$ for every $u \in \mathbf{X}$ ). Thus 1 is the unit element of $\mathscr{B}(\mathrm{X})^{1}$. The operators of the form $\alpha 1$ are called scalar operators ${ }^{2}$ and in symbol will not be distinguished from the scalars $\alpha$. A scalar operator commutes with every operator of $\mathscr{B}(X)$.

We write $T T=T^{2}, T T T=T^{3}$ and so on, and set $T^{0}=1$ by definition. We have

$$
\begin{equation*}
T^{m} T^{n}=T^{m+n}, \quad\left(T^{m}\right)^{n}=T^{m n}, \quad m, n=0,1,2, \ldots \tag{3.17}
\end{equation*}
$$

For any polynomial $p(z)=\alpha_{0}+\alpha_{1} z+\cdots+\alpha_{n} z^{n}$ in the indeterminate $z$, we define the operator

$$
\begin{equation*}
p(T)=\alpha_{0}+\alpha_{1} T+\cdots+\alpha_{n} T^{n} . \tag{3.18}
\end{equation*}
$$

The mapping $p(z) \rightarrow p(T)$ is a homomorphism of the algebra of polynomials to $\mathscr{B}(\mathrm{X})$; this means that $p(z)+q(z)=r(z)$ or $p(z) q(z)=r(z)$

[^11]inplies $p(T)+q(T)=r(T)$ or $p(T) q(T)=r(T)$ respectively. In particular, it follows that $p(T)$ and $q(T)$ commute.

Problem 3.6. The operators $P_{i k} \in \mathscr{B}(\mathrm{X})$ given by (3.13) with $\mathrm{Y}=\mathrm{X}, y_{j}=x_{j}$ satisfy the relations

$$
\begin{equation*}
P_{j k} P_{i h}=\delta_{k i} P_{j h}, \quad j, k, i, h=1, \ldots, N . \tag{3.19}
\end{equation*}
$$

Problem 3.7. Set $\mathrm{R}_{n}=\mathrm{R}\left(T^{n}\right)$ and $\mathrm{N}_{n}=\mathrm{N}\left(T^{n}\right), n=0,1,2, \ldots$. The sequence $\left\{\mathrm{R}_{n}\right\}$ is nonincreasing and $\left\{\mathrm{N}_{n}\right\}$ is nondecreasing. There is a nonnegative integer $m \leqq \operatorname{dim} \mathrm{X}$ such that $\mathrm{R}_{n} \neq \mathrm{R}_{n+1}$ for $n<m$ and $\mathrm{R}_{n}=\mathrm{R}_{n+1}$ for $n \geqq m$.

If $T \in \mathscr{B}(\mathrm{X})$ is nonsingular, the inverse $T^{-1}$ exists and belongs to $\mathscr{B}(\mathrm{X})$; we have

$$
\begin{equation*}
T^{-1} T=T T^{-1}=1 \tag{3.20}
\end{equation*}
$$

If $T$ has a left inverse $T^{\prime}$ (that is, a $T^{\prime} \in \mathscr{B}(\mathbf{X})$ such that $T^{\prime} T=1$ ), $T$ has nullity zero, for $T u=0$ implies $u=T^{\prime} T u=0$. If $T$ has a right inverse $T^{\prime \prime}$ (that is, $T T^{\prime \prime}=1$ ), $T$ has deficiency zero because every $u \in \mathrm{X}$ lies in $\mathrm{R}(T)$ by $u=T T^{\prime \prime} u$. If $\operatorname{dim} \mathbf{X}$ is finite, either of these facts implies that $T$ is nonsingular and that $T^{\prime}=T^{-1}$ or $T^{\prime \prime}=T^{-1}$, respectively.

If $S$ and $T$ are nonsingular, so is $T S$ and

$$
\begin{equation*}
(T S)^{-1}=S^{-1} T^{-1} . \tag{3.21}
\end{equation*}
$$

For a nonsingular $T$, the negative powers $T^{-n}, n=1,2, \ldots$, can be defined by $T^{-n}=\left(T^{-1}\right)^{n}$. In this case (3.17) is true for any integers $m, n$.

The following relations on determinants and traces follow directly from Problem 3.5:

$$
\begin{align*}
& \operatorname{det} T S=(\operatorname{det} T)(\operatorname{det} S) \\
& \operatorname{tr}(\alpha S+\beta T)=\alpha \operatorname{tr} S+\beta \operatorname{tr} T,  \tag{3.22}\\
& \operatorname{tr} S T=\operatorname{tr} T S
\end{align*}
$$

Problem 3.8. The last formula of (3.22) is true even when $S \in \mathscr{B}(\mathrm{X}, \mathrm{Y})$ and $T \in \mathscr{B}(\mathrm{Y}, \mathrm{X})$ so that $S T \in \mathscr{B}(\mathrm{Y})$ and $T S \in \mathscr{B}(\mathrm{X})$.

## 4. Projections. Nilpotents

Let $\mathrm{M}, \mathrm{N}$ be two complementary linear manifolds of X ; by this we mean that

$$
\begin{equation*}
X=M \oplus N \text {; } \tag{3.23}
\end{equation*}
$$

see § 1.3. Thus each $u \in \mathbf{X}$ can be uniquely expressed in the form $u$ $=u^{\prime}+u^{\prime \prime}$ with $u^{\prime} \in \mathrm{M}$ and $u^{\prime \prime} \in \mathrm{N} . u^{\prime}$ is called the projection of $u$ on M along N . If $v=v^{\prime}+v^{\prime \prime}$ in the same sense, $\alpha u+\beta v$ has the projection $\alpha u^{\prime}+\beta v^{\prime}$ on M along N . If we set $u^{\prime}=P u$, it follows that $P$ is a linear operator on X to itself. $P$ is called the projection operator (or simply the projection) on M along $\mathrm{N} .1-P$ is the projection on N along M . We have
$P u=u$ if and only if $u \in M$, and $P u=0$ if and only if $u \in \mathrm{~N}$. The range of $P$ is M and the null space of $P$ is N . For convenience we often write $\operatorname{dim} P$ for $\operatorname{dim} M=\operatorname{dim} \mathbf{R}(P)$. Since $P u \in M$ for every $u \in \mathbf{X}$, we have $P P u=P u$, that is, $P$ is idempotent:

$$
\begin{equation*}
P^{2}=P \tag{3.24}
\end{equation*}
$$

Conversely, any idempotent operator $P$ is a projection. In fact, set $\mathrm{M}=\mathrm{R}(P)$ and $\mathrm{N}=\mathrm{R}(1-P)$. $u^{\prime} \in \mathrm{M}$ implies that $u^{\prime}=P u$ for some $u$ and therefore $P u^{\prime}=P^{2} u=P u=u^{\prime}$. Sinilarly $u^{\prime \prime} \in \mathrm{N}$ implies $P u u^{\prime \prime}=0$. Hence $u \in \mathrm{M} \cap \mathrm{N}$ implies that $u=P u=0$, so that $\mathrm{M} \cap \mathrm{N}=0$. Each $u \in \mathrm{X}$ has the expression $u=u^{\prime}+u^{\prime \prime}$ with $u^{\prime}=P u \in \mathrm{M}$ and $u^{\prime \prime}=(1-P) u$ $\in N$. This shows that $P$ is the projection on $M$ along $N$.

## Problem 3.9. If $P$ is a projection, we have

$$
\begin{equation*}
\operatorname{tr} P=\operatorname{dim} P . \tag{3.25}
\end{equation*}
$$

The above results can be extended to the case in which there are several linear manifolds $M_{1}, \ldots, M_{s}$ such that

$$
\begin{equation*}
X=M_{1} \oplus \cdots \oplus M_{s} \tag{3.26}
\end{equation*}
$$

Each $u \in \mathbf{X}$ is then expressed in the form $u=u_{1}+\cdots+u_{s}, u_{j} \in M_{j}$, $j=1, \ldots, s$, in a unique way. The operator $P_{j}$ defined by $P_{j} u=u_{j}$ is the projection on $M_{j}$ along $N_{j}=M_{1} \oplus \cdots \oplus M_{j-1} \oplus M_{j+1} \oplus \cdots \oplus M_{s}$. Furthermore, we have

$$
\begin{gather*}
\sum P_{j}=1  \tag{3.27}\\
P_{k} P_{j}=\delta_{j k} P_{j} . \tag{3.28}
\end{gather*}
$$

Conversely, let $P_{1}, \ldots, P_{s}$ be operators satisfying the conditions (3.27) and (3.28) ${ }^{1}$. If we write $M_{j}=\mathrm{R}\left(P_{j}\right)$, it is easily seen that (3.26) is satisfied and the $P_{j}$ are the projections defined as above. In particular consider the case $s=3$ and set $P=P_{1}+P_{2}$. Then $P_{1}=P_{1} P=P P_{1}=P P_{1} P$; $P_{1}$ is a projection commuting with $P$ and with $\mathrm{R}\left(P_{1}\right) \subset \mathrm{R}(P)$. Such a $P_{1}$ will be called a subprojection of $P$ (a proper subprojection if $P_{\mathbf{1}} \neq P$ in addition), in symbol $P_{1} \leqq P$.

A basis $\left\{x_{j}\right\}$ of X ris said to be adapted to the decomposition (3.26) if the first several elements of $\left\{x_{j}\right\}$ belong to $M_{1}$, the following several ones belong to $\mathrm{M}_{2}$, and so on. With respect to such a basis $\left\{x_{j}\right\}$, each $P_{j}$ is represented by a diagonal matrix with diagonal elements equal to 0 or 1 , the number of 1 's being equal to $\operatorname{dim} M_{j}$. Conversely, such a matrix always represents a projection.

[^12]For each linear manifold $\mathbf{M}$ of $X$, there is a complementary manifold $N$ [such that (3.23) is true]. Thus every linear manifold has a projection on it. Such a projection is not unique, however.

A linear operator $T \in \mathscr{B}(\mathrm{X})$ is called a nilpotent (operator) if $T^{n}=0$ for some positive integer $n$. A nilpotent is necessarily singular.

Let us consider the structure of a nilpotent $T$ in more detail. Let $n$ be such that $T^{n}=0$ but $T^{n-1} \neq 0$ (we assume $\operatorname{dim} \mathrm{X}=N>0$ ). Then $\mathrm{R}\left(T^{n-1}\right) \neq 0$; let $\left\{x_{1}^{1}, \ldots, x_{p_{1}}^{1}\right\}$ be a basis of $\mathrm{R}\left(T^{n-1}\right)$. Each $x_{i}^{1}$ has the form $x_{i}^{1}=T^{n-1} x_{i}^{n}$ for some $x_{i}^{n} \in \mathrm{X}, i=1, \ldots, p_{1}$. If $n>1$, set $T^{n-2} x_{i}^{n}$ $=x_{i}^{2}$ so that $T x_{i}^{2}=x_{i}^{1}$. The vectors $x_{i}^{k}, k=1,2, i=1, \ldots, p_{1}$, belong to $\mathrm{R}\left(T^{n-2}\right)$ and are linearly independent; in fact $\sum \alpha_{i} x_{i}^{2}+\sum \beta_{i} x_{i}^{1}=0$ implies $\sum \alpha_{i} x_{i}^{1}=0$ on application of $T$ and hence $\alpha_{i}=0$ for all $i$, hence $\sum \beta_{i} x_{i}^{1}=0$ and $\beta_{i}=0$ for all $i$. Let us enlarge the family $\left\{x_{i}^{k}\right\}$ to a basis of $\mathrm{R}\left(T^{n-2}\right)$ by adding, if necessary, new vectors $x_{p_{1}+1}^{2}, \ldots, x_{p_{2}}^{2}$; here we can arrange that $T x_{i}^{2}=0$ for $i>p_{1}$.

If $n>2$ we can proceed in the same way. Finally we arrive at a basis $\left\{x_{j}^{k}\right\}$ of X with the following properties: $k=1, \ldots, n, j=1, \ldots, p_{k}$, $p_{1} \leqq p_{2} \leqq \cdots \leqq p_{n}$,

$$
T x_{j}^{k}= \begin{cases}x_{j}^{k-1}, & 1 \leqq j \leqq p_{k-1},  \tag{3.29}\\ 0, & p_{k-1}+1 \leqq j \leqq p_{k}\end{cases}
$$

where we set $p_{0}=0$.
If we arrange the basis $\left\{x_{i}^{k}\right\}$ in the order $\left\{x_{1}^{1}, \ldots, x_{1}^{n}, x_{2}^{1}, \ldots, x_{2}^{n}, \ldots\right\}$, the matrix of $T$ with respect to this basis takes the form

(all unspecified elements are zero)

Problem 3.10. If $T$ is nilpotent, then $T^{N}=0$ for $N=\operatorname{dim} X$.
Problem 3.11. If $T$ is nilpotent, then $\operatorname{tr} T=0$ and $\operatorname{det}(1+T)=1$.

## 5. Invariance. Decomposition

A linear manifold $M$ is said to be invariant under an operator $T \in \mathscr{B}(\mathrm{X})$ if $T \mathrm{M} \subset \mathrm{M}$. In this case $T$ induces a linear operator $T_{\mathrm{M}}$ on M to M , defined by $T_{\mathrm{M}} u=T u$ for $u \in \mathrm{M} . T_{\mathrm{M}}$ is called the part of $T$ in M .

Problem 3.12. $\mathrm{R}_{n}=\mathrm{R}\left(T^{n}\right), n=0,1,2, \ldots$, are invariant under $T$. If $m$ is defined as in Problem 3.7, the part of $T$ in $\mathrm{R}_{n}$ is singular if $n<m$ and nonsingular if $n \geqq m$.

Problem 3.13. If $M$ is invariant under $T, M$ is also invariant under $p(T)$ for any polynomial $p(z)$, and $p(T)_{M}=p\left(T_{M}\right)$.

If there are two invariant linear manifolds $\mathrm{M}, \mathrm{N}$ for $T$ such that $\mathrm{X}=\mathrm{M} \oplus \mathrm{N}, T$ is said to be decomposed (or reduced) by the pair $\mathrm{M}, \mathrm{N}$. More generally, $T$ is said to be decomposed by the set of linear manifolds $\mathrm{M}_{1}, \ldots, \mathrm{M}_{s}$ if (3.26) is satisfied and all the $\mathrm{M}_{j}$ are invariant under $T$ [or we say that $T$ is decomposed according to the decomposition (3.26)]. In this case $T$ is completely described by its parts $T_{M_{j}}, j=1, \ldots, s$. $T$ is called the direct sum of the $T_{M_{j} .}$. If $\left\{P_{j}\right\}$ is the set of projections corresponding to (3.26), $T$ commutes with each $P_{j}$. In fact we have, successively, $P_{j} u \in \mathrm{M}_{j}, T P_{j} u \in \mathrm{M}_{j}, P_{k} T P_{j} u=\delta_{j k} T P_{j} u$, and the addition of the last equalities for $j=1, \ldots, s$ gives $P_{k} T u=T P_{k} u$ or $P_{k} T=T P_{k}$. Conversely, it is easy to see that $T$ is decomposed by $\mathrm{M}_{1}, \ldots, \mathrm{M}_{\mathrm{s}}$ if $T$ commutes with all the $P_{j}$.

If we choose a basis $\left\{x_{j}\right\}$ adapted to the decomposition (3.26), $T$ is represented by a matrix which has non-zero elements only in $s$ smaller submatrices along the diagonal (which are the matrices of the $T_{M_{j}}$ ). Thus the matrix of $T$ is the direct sum of the matrices of the $T_{M_{j}}$.

Problem 3.14. With the above notations, we have

$$
\begin{equation*}
\operatorname{det} T=\prod_{j} \operatorname{det} T_{M_{j}}, \quad \operatorname{tr} T=\sum_{j} \operatorname{tr} T_{M_{j}} . \tag{3.31}
\end{equation*}
$$

Remark 3.15. The operator $P_{j} T=T P_{j}=P_{j} T P_{j}$ coincides with $T$ and also with $T_{M_{j}}$ when applied to a $u \in M_{j}$; it is sometimes identified with $T_{M,}$ when there is no possibility of misunderstanding.

## 6. The adjoint operator

Let $T \in \mathscr{B}(\mathbf{X}, \mathbf{Y})$. For each $g \in \mathbf{Y}^{*}$ and $u \in \mathbf{X}$, the scalar product ( $g, T u$ ) is defined and is a semilinear form in $u$. Therefore, it can be written as $f[u]=(f, u)$ with an $f \in \mathrm{X}^{*}$. Since $f$ is determined by $g$, a function $T^{*}$ on $\mathrm{Y}^{*}$ to $\mathrm{X}^{*}$ is defined by setting $t=T^{*} g$. Thus the defining equation of $T^{*}$ is

$$
\begin{equation*}
\left(T^{*} g, u\right)=(g, T u), \quad g \in Y^{*}, \quad u \in \mathbf{X} . \tag{3.32}
\end{equation*}
$$

$T^{*}$ is a linear operator on $\mathbf{Y}^{*}$ to $\mathrm{X}^{*}$, that is, $T^{*} \in \mathscr{B}\left(\mathbf{Y}^{*}, \mathrm{X}^{*}\right)$. In fact, we have $\left(T^{*}\left(\alpha_{1} g_{1}+\alpha_{2} g_{2}\right), u\right)=\left(\alpha_{1} g_{1}+\alpha_{2} g_{2}, T u\right)=\alpha_{1}\left(g_{1}, T u\right)+$ $\left.+\alpha_{2}\left(g_{2}, T u\right)=\alpha_{1} b^{*} g_{1}, u\right)+\alpha_{2}\left(T^{*} g_{2}, u\right)=\left(\alpha_{1} T^{*} g_{1}+\alpha_{2} T^{*} g_{2}, u\right)$ so that $T^{*}\left(\alpha_{1} g_{1}+\alpha_{2} g_{2}\right)=\alpha_{1} T^{*} g_{1}+\alpha_{2} T^{*} g_{2} . T^{*}$ is called the adjoint (operator) of $T$.

The operation * has the following properties:

$$
\begin{equation*}
(\alpha S+\beta T)^{*}=\bar{\alpha} S^{*}+\bar{\beta} T^{*}, \quad(T S)^{*}=S^{*} T^{*} . \tag{3.33}
\end{equation*}
$$

In the second formula it is assumed that $T \in \mathscr{B}(\mathbf{Y}, \mathrm{Z})$ and $S \in \mathscr{B}(\mathrm{X}, \mathrm{Y})$ so that $T S$ is defined and belongs to $\mathscr{B}(\mathbf{X}, \mathbf{Z})$; note that $S^{*} \in \mathscr{B}\left(\mathbf{Y}^{*}, \mathbf{X}^{*}\right)$ and $T^{*} \in \mathscr{B}\left(\mathbf{Z}^{*}, \mathrm{Y}^{*}\right)$ so that $S^{*} T^{*} \in \mathscr{B}\left(\mathbf{Z}^{*}, \mathrm{X}^{*}\right)$. The proof of $(3.33)$ is simple; for example, the second formula follows from ( $\left.(T S)^{*} h, u\right)$ $=(h, T S u)=\left(T^{*} h, S u\right)=\left(S^{*} T^{*} h, u\right)$ which is valid for all $h \in Z^{*}$ and $u \in \mathbf{X}$.

Problem 3.16. $0^{*}=0,1^{*}=1$ (the 0 on the left is the zero of $\mathscr{B}(X, Y)$ while the 0 on the right is the zero of $\mathscr{B}\left(\mathrm{Y}^{*}, \mathrm{X}^{*}\right)$; similarly for the second equality, in which we must set $\mathbf{Y}=\mathbf{X}$ ).

If $T \in \mathscr{B}(\mathrm{X}, \mathrm{Y})$, we have $T^{*} \in \mathscr{B}\left(\mathrm{Y}^{*}, \mathrm{X}^{*}\right)$ and $T^{* *} \in \mathscr{B}\left(\mathrm{X}^{* *}, \mathrm{Y}^{* *}\right)$. If we identify $X^{* *}$ and $Y^{* *}$ with $X$ and $Y$ respectively (see § 2.6), it follows from (3.32) that

$$
\begin{equation*}
T^{* *}=T . \tag{3.34}
\end{equation*}
$$

If we take bases $\left\{x_{k}\right\}$ and $\left\{y_{j}\right\}$ in $X$ and $Y$ respectively, an operator $T \in \mathscr{B}(\mathrm{X}, \mathrm{Y})$ is represented by a matrix $\left(\tau_{j k}\right)$ according to (3.5) or (3.6). If $\left\{e_{k}\right\}$ and $\left\{f_{j}\right\}$ are the adjoint bases of $\mathbf{X}^{*}$ and $Y^{*}$, respectively, the operator $T^{*} \in \mathscr{B}\left(\mathrm{Y}^{*}, \mathrm{X}^{*}\right)$ can similarly be represented by a matrix $\left(\tau_{k j}^{*}\right)$. These matrix elements are given by $\tau_{j k}=\left(T x_{k}, f_{j}\right)$ and $\tau_{k j}^{*}=\left(T^{*} f_{j}, x_{k}\right)$ $=\left(f_{j}, T x_{k}\right)$ in virtue of (3.10). Thus

$$
\begin{array}{ll}
\tau_{k j}^{*}=\overline{\tau_{j k}}, & k=1, \ldots, N=\operatorname{dim} X,  \tag{3.35}\\
j=1, \ldots, M=\operatorname{dim} Y,
\end{array}
$$

and $T$ and $T^{*}$ are represented by mutually adjoint (Hermitian conjugate) matrices with respect to the bases which are adjoint to each other.

Problem 3.17. If $T \in \mathscr{B}(\mathrm{X})$, we have

$$
\begin{equation*}
\operatorname{det} T^{*}=\overline{\operatorname{det} T}, \quad \operatorname{tr} T^{*}=\overline{\operatorname{tr} T} \tag{3.36}
\end{equation*}
$$

Let $T \in \mathscr{B}(\mathrm{X}, \mathrm{Y})$. A $g \in \mathrm{Y}^{*}$ belongs to the annihilator of $\mathrm{R}(T)$ if and only if $(g, T u)=0$ for all $u \in X$. (3.32) shows that this is equivalent to $T^{*} g=0$. Thus the annihilator of the range of $T$ is identical with the null space of $T^{*}$. In view of (3.34), the same is true when $T$ and $T^{*}$ are exchanged. In symbol, we have

$$
\begin{equation*}
\mathrm{N}\left(T^{*}\right)=\mathrm{R}(T)^{\perp}, \quad \mathrm{N}(T)=\mathrm{R}\left(T^{*}\right)^{\perp} . \tag{3.37}
\end{equation*}
$$

It follows that [see (3.2), (3.3) and (2.17)]
(3.38) $\quad \operatorname{nul} T^{*}=\operatorname{def} T, \quad \operatorname{nul} T=\operatorname{def} T^{*}, \quad \operatorname{rank} T^{*}=\operatorname{rank} T$.

If in particular $\mathbf{Y}=\mathrm{X}$, (3.38) shows that $T^{*}$ is nonsingular if and only if $T$ is; in this case we have

$$
\begin{equation*}
\left(T^{*}\right)^{-1}=\left(T^{-1}\right)^{*} . \tag{3.39}
\end{equation*}
$$

For the proof it suffices to note that $T^{*}\left(T^{-1}\right)^{*}=\left(T^{-1} T\right)^{*}=1^{*}=1$.

Problem 3.18. If $T \in \mathscr{B}(X)$, we have

$$
\begin{equation*}
\operatorname{nul} T^{*}=\operatorname{nul} T, \quad \operatorname{def} T^{*}=\operatorname{def} T \tag{3.40}
\end{equation*}
$$

If $P \in \mathscr{B}(\mathrm{X})$ is a projection, the adjoint $P^{*} \in \mathscr{B}\left(\mathrm{X}^{*}\right)$ is likewise a projection, for $P^{2}=P$ implies $P^{* 2}=P^{*}$. The decompositions of the spaces $X$ and $X^{*}$

$$
\begin{align*}
\mathrm{X} & =\mathrm{M} \oplus \mathrm{~N}, & \mathrm{M} & =\mathrm{R}(P),  \tag{3.41}\\
X^{*} & =\mathrm{M}^{*} \oplus \mathrm{~N}^{*}, \mathrm{M}^{*} & =\mathrm{R}\left(P^{*}\right), & =\mathrm{R}(1-P) \tag{3.42}
\end{align*}
$$

are related to each other through the following equalities:
(3.43) $\quad N^{*}=M \perp, \quad M^{*}=N \perp, \quad \operatorname{dim} M^{*}=\operatorname{dim} M, \quad \operatorname{dim} N^{*}=\operatorname{dim} N$,
as is seen from (3.37) and (3.40).
Similar results hold when there are several projections. If $\left\{P_{j}\right\}$ is a set of projections in $X$ satisfying (3.27-3.28), $\left\{P_{j}^{*}\right\}$ is a similar set of projections in $\mathrm{X}^{*}$. The ranges $\mathrm{M}_{j}=\mathrm{R}\left(P_{j}\right), \mathrm{M}_{j}^{*}=\mathrm{R}\left(P_{j}^{*}\right)$ are related by

$$
\begin{equation*}
M_{1}^{*}=\left(M_{2} \oplus \cdots\right)^{\perp}, \quad M_{1}^{\perp}=\left(M_{2}^{*} \oplus \cdots\right)^{\perp}, \quad \text { etc. } \tag{3.44}
\end{equation*}
$$

Problem 3.19. Let $\left\{x_{j}\right\}$ be a basis of $X$ adapted to the decomposition $X=M_{1} \oplus$ $\oplus \cdots \oplus M_{d}$, and let $\left\{e_{j}\right\}$ be the adjoint basis of $X^{*}$. Then $\left\{e_{j}\right\}$ is adapted to the decomposition $X^{*}=M_{1}^{*} \oplus \cdots \oplus M_{*}^{*}$. For any $u \in X$ we have

$$
\begin{equation*}
P_{j} u=\sum_{r=1}^{m_{j}}\left(u, e_{j r}\right) x_{j r}, \tag{3.46}
\end{equation*}
$$

where $\left\{x_{j 1}, \ldots, x_{j_{j}}\right\}$ is the part of $\left\{x_{j}\right\}$ belonging to $M_{j}$ and $m_{j}=\operatorname{dim} M_{j}$.

## §4. Analysis with operators

## 1. Convergence and norms for operators

Since the set $\mathscr{B}(\mathbf{X}, \mathrm{Y})$ of all linear operators on X to Y is an $M N$ dimensional vector space, where $N=\operatorname{dim} \mathbf{X}<\infty$ and $M=\operatorname{dim} Y<\infty$, the notion of convergence of a sequence $\left\{T_{n}\right\}$ of operators of $\mathscr{B}(\mathrm{X}, \mathrm{Y})$ is meaningful as in the case of a sequence of vectors of X . If we introduce the matrix representation ( $\tau_{n j k}$ ) of $T_{n}$ with respect to fixed bases $\left\{x_{k}\right\}$, $\left\{y_{j}\right\}$ of $\mathrm{X}, \mathrm{Y}$, respectively, $T_{n} \rightarrow T$ is equivalent to $\tau_{n j k} \rightarrow \tau_{j k}$ for each $j, k$, for the $\tau_{n j k}$ are the coefficients of $T_{n}$ for the basis $\left\{P_{j k}\right\}$ of $\mathscr{B}(\mathrm{X}, \mathrm{Y})$ (see § 3.2). But the $\tau_{n j k}$ are the coefficients of $T x_{k}$ with respect to the basis $\left\{y_{j}\right\}$; hence $T_{n} \rightarrow T$ is equivalent to $T_{n} x_{k} \rightarrow T x_{k}$ for all $k$ and therefore to $T_{n} u \rightarrow T u$ for all $u \in \mathrm{X}$. This could have been used as the definition of $T_{n} \rightarrow T$.

As it was convenient to express the convergence of vectors by means of a norm, so it is with operators. But an operator-norm is usually
introduced only in correlation with the vector-norms. More precisely, when $\mathbf{X}$ and Y are normed spaces $\mathscr{B}(\mathrm{X}, \mathrm{Y})$ is defined to be a normed space with the norm given by

$$
\begin{equation*}
\|T\|=\sup _{0 \neq u \in \mathrm{X}} \frac{\|T u\|}{\|u\|}=\sup _{\|u\|=1}\|T u\|=\sup _{\|u\| \leqq 1}\|T u\|, \quad T \in \mathscr{B}(\mathrm{X}, \mathrm{Y}) . \tag{4.1}
\end{equation*}
$$

The equality of the various expressions in (4.1) is easily verified ${ }^{1}$. We can replace "sup" by "max" in (4.1) because the set of $u$ with $\|u\|=1$ or $\|u\| \leqq 1$ is compact (see a similar remark for the norm of an $t \in \mathrm{X}^{*}$ in $\S 2.4)$; this shows that $\|T\|$ is finite. It is easy to verify that $\|T\|$ defined on $\mathscr{B}(\mathrm{X}, \mathrm{Y})$ by (4.1) satisfies the conditions (1.18) of a norm. Hence it follows that $T_{n} \rightarrow T$ is equivalent to $\left\|T_{n}-T\right\| \rightarrow 0$. A necessary and sufficient condition that $\left\{T_{n}\right\}$ converge to some $T$ is given by the Cauchy condition $\left\|T_{n}-T_{m}\right\| \rightarrow 0, n, m \rightarrow \infty$.

Another convenient expression for $\|T\|$ is ${ }^{2}$

$$
\begin{equation*}
\|T\|=\sup _{\substack{0 \neq u \in \mathrm{x} \\ 0 \neq f \in \mathrm{Y}^{*}}} \frac{|(T u, f)|}{\|f\|\|u\|}=\sup _{\substack{\|u\|=1 \\\|f t\|=1}}|(T u, f)| . \tag{4.2}
\end{equation*}
$$

The equivalence of (4.2) with (4.1) follows from (2.26).
If we introduce different norms in the given vector spaces $X$ and $Y$, $\mathscr{B}(\mathrm{X}, \mathrm{Y})$ acquires different norms accordingly. As in the case of norms in $\mathbf{X}$, however, all these norms in $\mathscr{B}(\mathbf{X}, \mathrm{Y})$ are equivalent, in the sense that for any two norms $\|\|$ and $\| \|^{\prime}$, there are positive constants $\alpha^{\prime}, \beta^{\prime}$ such that

$$
\begin{equation*}
\alpha^{\prime}\|T\| \leqq\|T\|^{\prime} \leqq \beta^{\prime}\|T\| . \tag{4.3}
\end{equation*}
$$

This is a special case of (1.20) applied to $\mathscr{B}(\mathrm{X}, \mathrm{Y})$ regarded as a normed space. Similarly, the inequalities (1.21) and (1.22) give the following inequalities:

$$
\begin{gather*}
\left|\tau_{j k}\right| \leqq \gamma\|T\|, \quad j=1, \ldots, M ; k=1, \ldots, N,  \tag{4.4}\\
\|T\| \leqq \gamma^{\prime} \max \left|\tau_{j k}\right| \tag{4.5}
\end{gather*}
$$

where $\left(\tau_{j k}\right)$ is the matrix of $T$ with respect to the bases of X and Y . The constants $\gamma$ and $\gamma^{\prime}$ depend on these bases and the norm employed, but are independent of the operator $T$.

As in the case of vectors, $\alpha S+\beta T$ is a continuous function of the scalars $\alpha, \beta$ and the operators $S, T \in \mathscr{B}(\mathrm{X}, \mathrm{Y})$, and $\|T\|$ is a continuous function of $T$. As a new feature of the norm of operators, we should note the inequality (4.6) $\quad\|T S\| \leqq\|T\|\|S\| \quad$ for $\quad T \in \mathscr{B}(\mathrm{Y}, \mathrm{Z})$ and $\quad S \in \mathscr{B}(\mathrm{X}, \mathrm{Y})$.

[^13]This follows from $\|T S u\| \leqq\|T\|\|S u\| \leqq\|T\|\|S\|\|u\|$; note also that (4.6) would not be valid if we chose arbitrary norms in $\mathscr{B}(\mathrm{X}, \mathrm{Y})$ etc. regarded simply as vector spaces.

Problem 4.1. $\|1\|=1(1 \in \mathscr{B}(X)$ is the identity operator, $\operatorname{dim} X>0)$. If $P \in \mathscr{F}(X)$ is a projection and $P \neq 0$, then $\|P\| \geqq 1$.
$T S$ is a continuous function of $S$ and $T$. In other words, $T_{n} \rightarrow T$ and $S_{n} \rightarrow S$ imply $T_{n} S_{n} \rightarrow T S$. The proof is similar to (2.28); it suffices to use (4.6). In the same way, it can be shown that $T u$ is a continuous function of $T$ and $u$. In particular $u_{n} \rightarrow u$ implies $T u_{n} \rightarrow T u$. In this sense a linear operator $T$ is a continuous function. It is permitted, for example, to operate with $T$ term by term on a convergent series of vectors:

$$
\begin{equation*}
T\left(\sum_{n} u_{n}\right)=\sum_{n} T u_{n} . \tag{4.7}
\end{equation*}
$$

If X is a normed space, $\mathscr{B}(\mathrm{X})=\mathscr{B}(\mathrm{X}, \mathrm{X})$ is a normed algebra (or ring) with the norm given by (4.2). In particular, (4.6) is true for $T, S \in \mathscr{B}(\mathrm{X})$.

If $T \in \mathscr{B}(\mathrm{X}, \mathrm{Y})$, then $T^{*}=\mathscr{B}\left(\mathrm{Y}^{*}, \mathrm{X}^{*}\right)$ and

$$
\begin{equation*}
\left\|T^{*}\right\|=\|T\| \tag{4.8}
\end{equation*}
$$

This follows from (4.2), according to which $\left\|T^{*}\right\|=\sup \left|\left(T^{*} f, u\right)\right|$ $=\sup |(f, T u)|=\|T\|$ where $u \in \mathbf{X}^{* *}=\mathbf{X},\|u\|=1$ and $f \in \mathbf{X}^{*},\|f\|=1$.

## 2. The norm of $\mathbf{T}^{\boldsymbol{n}}$

As an example of the use of the norm and also with a view to later applications, we consider the norm $\left\|T^{n}\right\|$ for $T \in \mathscr{B}(\mathrm{X})$. It follows from (4.6) that

$$
\begin{equation*}
\left\|T^{m+n}\right\| \leqq\left\|T^{m}\right\|\left\|T^{n}\right\|, \quad\left\|T^{n}\right\| \leqq\|T\|^{n}, \quad m, n=0,1,2, \ldots . \tag{4.9}
\end{equation*}
$$

We shall show that $\lim _{n \rightarrow \infty}\left\|T^{n}\right\|^{1 / n}$ exists and is equal to $\inf _{n=1,2, \ldots}\left\|T^{n}\right\|^{1 / n}$. This limit is called the spectral radius of $T$ and will be denoted by $\operatorname{spr} T$. As is seen later, $\mathrm{spr} T$ is independent of the norm employed in its definition.

Set $a_{n}=\log \left\|T^{n}\right\|$. What is to be proved is that

$$
\begin{equation*}
a_{n} / n \rightarrow b \equiv \inf _{n=1,2, \ldots} a_{n} / n \tag{4.10}
\end{equation*}
$$

The inequality (4.9) gives

$$
\begin{equation*}
a_{m+n} \leqq a_{m}+a_{n} \tag{4.11}
\end{equation*}
$$

(Such a sequence $\left\{a_{n}\right\}$ is said to be subadditive.) For a fixed positive integer $m$, set $n=m q+r$, where $q, r$ are nonnegative integers with $0 \leqq r<m$. Then (4.11) gives $a_{n} \leqq q a_{m}+a_{r}$ and

$$
\frac{a_{n}}{n} \leqq \frac{q}{n} a_{m}+\frac{1}{n} a_{r} .
$$

If $n \rightarrow \infty$ for a fixed $m, q / n \rightarrow 1 / m$ whereas $r$ is restricted to one of the numbers $0,1, \ldots, m-1$ ．Hence $\lim \sup a_{n} / n \leqq a_{m} / m$ ．Since $m$ is arbi－ $n \rightarrow \infty$
trary，we have $\lim \sup a_{n} / n \leqq b$ ．On the other hand，we have $a_{n} / n \geqq b$ and so $\lim \inf a_{n} / n \geqq b$ ．This proves（4．10）${ }^{1}$ ．

Remark 4．2．The above result may lead one to conjecture that $\left\|T^{n}\right\|^{1 / n}$ is mono－ tone nonincreasing．This is not true，however，as is seen from the following example． Let $X=C^{2}$ with the norm given by（1．17）（ $X$ is a two－dimensional unitary space， see § 6 ）．Let $T$ be given by the matrix

$$
T=\left(\begin{array}{cc}
0 & a^{2} \\
b^{2} & 0
\end{array}\right), \quad a>b>0
$$

It is easily seen that（ 1 is the unit matrix）

$$
\begin{aligned}
& T^{2 n}=a^{2 n} b^{2 n} 1, \quad T^{2 n+1}=a^{2 n} b^{2 n} T, \quad\left\|T^{2 n}\right\|^{1 / 2 n}=a b, \\
& \|T\|=a^{2}, \quad\left\|T^{2 n+1}\right\|^{1 /(2 n+1)}=a b(a / b)^{1 /(2 n+1)}>a b .
\end{aligned}
$$

Next let us consider $\left\|T^{-1}\right\|$ and deduce an inequality estimating $\left\|T^{-1}\right\|$ in terms of $\|T\|$ and $\operatorname{det} T$ ，assuming that $T$ is nonsingular．The relation $T u=v$ is expressed by the linear equations（3．6）．Solving these equations for $\xi_{k}$ ，we obtain a fractional expression of which the denomina－ tor is $\operatorname{det} T$ and the numerator is a linear combination of the $\eta_{k}$ with coefficients that are equal to minors of the matrix $\left(\tau_{j k}\right)$ ．These minors are polynomials in the $\tau_{j k}$ of degree $N-1$ where $N=\operatorname{dim} X$ ．In virtue of the inequalities $\|u\| \leqq \gamma^{\prime} \max \left|\xi_{j}\right|$［see（1．22）］，$\left|\tau_{j k}\right| \leqq \gamma^{\prime \prime}\|T\|$［see （4．4）］and $\left|\eta_{j}\right| \leqq \gamma^{\prime \prime \prime}\|v\|$［see（1．21）］，it follows that there is a constant $\gamma$ such that $\|u\| \leqq \gamma\|v\|\|T\|^{N-1} /|\operatorname{det} T|$ or

$$
\begin{equation*}
\left\|T^{-1}\right\| \leqq \gamma \frac{\|T\|^{N-1}}{|\operatorname{det} T|} . \tag{4.12}
\end{equation*}
$$

The constant $\gamma$ is independent of $T$ ，depending only on the norm employed ${ }^{2}$ ．

## 3．Examples of norms

Since the norm $\|T\|$ of an operator $T$ is determined in correlation with the norms adopted in the domain and the range spaces $X, Y$ ，there is not so much freedom in the choice of $\|T\|$ as in the choice of the norms for vectors．For the same reason it is not always easy to compute the exact value of $\|T\|$ ．It is often required，how－ ever，to estimate an upper bound of $\|T\|$ ．We shall illustrate by examples how such an estimate is obtained．

Most commonly used among the norms of vectors is the p－norm defined by

$$
\begin{equation*}
\|u\|=\|u\|_{p}=\left(\sum_{j}\left|\xi_{j}\right|^{p}\right)^{1 / p} \tag{4.13}
\end{equation*}
$$

with a fixed $p \geqq 1$ ，where the $\xi$ ，are the coefficients of $u$ with respect to a fixed basis $\left\{x_{j}\right\}$（which will be called the canonical basis）．The conditions（1．18）for a

[^14]norm are satisfied by this $p$－norm［the third condition of（1．18）is known as the Minkowski inequality ${ }^{1}$ ］．The special cases $p=1$ and 2 were mentioned before； see（1．16）and（1．17）．The norm $\|u\|=\max \left|\xi_{j}\right|$ given by（1．15）can be regarded as the limiting case of（4．13）for $p=\infty$ ．

Suppose now that the $p$－norm is given in $X$ and $Y$ with the same $p$ ．We shall estimate the corresponding norm $\|T\|$ of an operator $T$ on $X$ to $Y$ in terms of the matrix（ $\tau_{j k}$ ）of $T$ with respect to the canonical bases of $X$ and Y ．If $v=T u$ ，the coefficients $\xi_{k}$ and $\eta_{j}$ of $u$ and $v$ ，respectively，are related by the equations（3．6）．Let

$$
\begin{equation*}
\tau_{j}^{\prime}=\sum_{k}\left|\tau_{j k}\right|, \quad \tau_{k}^{\prime \prime}=\sum_{j}\left|\tau_{j_{k}}\right| \tag{4.14}
\end{equation*}
$$

be the row sums and the column sums of the matrix $\left(\left|\tau_{j k}\right|\right)$ ．（3．6）then gives

$$
\frac{\left|\eta_{j}\right|}{\tau_{j}^{\prime}} \leqq \sum_{k} \frac{\left|\tau_{j k}\right|}{\tau_{j}^{\prime}}\left|\xi_{k}\right|
$$

Since the nonnegative numbers $\left|\tau_{j k}\right| \tau_{j}^{\prime}$ for $k=1, \ldots, N$ with a fixed $j$ have the sum 1 ，the right member is a weighted average of the $\left|\xi_{k}\right|$ ．Since $\lambda^{p}$ is a convex function of $\lambda \geqq 0$ ，the $p$－th power of the right member does not exceed the weighted average of the $\left|\xi_{k}\right|^{p}$ with the same weights ${ }^{2}$ ．Thus

$$
\left(\frac{\left|\eta_{j}\right|}{\tau_{j}^{\prime}}\right)^{p} \leqq \sum_{k} \frac{\left|\tau_{j k}\right|}{\tau_{j}^{\prime}}\left|\xi_{k}\right|^{p},
$$

and we have successively

$$
\begin{aligned}
& \left|\eta_{j}\right|^{p} \leqq \tau_{j}^{\prime} p-1 \sum_{k}\left|\tau_{j k}\right|\left|\xi_{k}\right|^{p} \leqq\left(\max _{j} \tau_{j}^{\prime}\right)^{p-1} \sum_{k}\left|\tau_{j k}\right|^{\mid}\left|\xi_{k}\right|^{p}, \\
& \|v\|^{p}=\sum_{j}\left|\eta_{j}\right|^{p} \leqq\left(\max _{j} \tau_{j}^{\prime}\right)^{p-1} \sum_{k} \tau_{k}^{\prime \prime}\left|\xi_{k}\right|^{p} \leqq\left(\max _{j}^{\prime} \tau_{j}^{\prime}\right)^{p-1}\left(\underset{k}{\max \tau_{k}^{\prime \prime}}\right)\|u\|^{p},
\end{aligned}
$$

hence

This shows that ${ }^{3}$

$$
\begin{equation*}
\|T u\|=\|v\| \leqq\left(\max _{j} \tau_{j}^{\prime}\right)^{1-\frac{1}{p}}\left(\max _{k} \tau_{k}^{\prime \prime}\right)^{\frac{1}{p}}\|u\| . \tag{4.15}
\end{equation*}
$$

，$\left.{ }_{j}\right) \quad\left({ }_{k}\right)$
If $p=1$ ，the first factor on the right of（4．16）is equal to 1 and does not depend on the $\tau_{j}^{\prime}$ ．On letting $p \rightarrow \infty$ ，it is seen that（4．16）is true also for $p=\infty$ ；then the second factor on the right is 1 and does not depend on the $\tau_{k}^{\prime \prime}$ ．

Problem 4．3．If $\left(\tau_{j k}\right)$ is a diagonal matrix（ $\tau_{j k}=0$ for $j \neq k$ ），we have for any $p$

$$
\begin{equation*}
\|T\| \leqq \max _{j}\left|\tau_{j j}\right| \tag{4.17}
\end{equation*}
$$

## 4．Infinite series of operators

The convergence of an infinite series of operators $\Sigma T_{n}$ can be defined as for infinite series of vectors and need not be repeated here． Similarly，the absolute convergence of such a series means that the series

[^15]$\Sigma\left\|T_{n}\right\|$ is convergent for some (and hence for any) norm $\|\|$. In this case $\sum T_{n}$ is convergent with $\left\|\Sigma T_{n}\right\| \leqq \Sigma\left\|T_{n}\right\|$.

Owing to the possibility of multiplication of operators, there are certain formulas for series of operators that do not exist for vectors. For example, we have

$$
\begin{equation*}
S\left(\Sigma T_{n}\right)=\sum S T_{n}, \quad\left(\Sigma T_{n}\right) S=\sum T_{n} S \tag{4.18}
\end{equation*}
$$

whenever $\sum T_{n}$ is convergent and the products are meaningful. This follows from the continuity of $S T$ as function of $S$ and $T$. Two absolutely convergent series can be multiplied term by term, that is

$$
\begin{equation*}
\left(\Sigma S_{m}\right)\left(\Sigma T_{n}\right)=\Sigma S_{m} T_{n} \tag{4.19}
\end{equation*}
$$

if the products are meaningful. Here the order of the terms on the right is arbitrary (or it may be regarded as a double series). The proof is not essentially different from the case of numerical series and may be omitted.

Example 4.4 (Exponential function)

$$
\begin{equation*}
e^{t T}=\exp (t T)=\sum_{n=0}^{\infty} \frac{1}{n!} t^{n} T^{n}, \quad T \in \mathscr{B}(\mathbf{X}) . \tag{4.20}
\end{equation*}
$$

This series is absolutely convergent for every complex number $t$, for the $n$-th term is majorized by $|t|^{n}\|T\|^{n} / n!$ in norm. We have

$$
\begin{equation*}
\left\|e^{t} T\right\| \leqq e^{|t|}\|T\| \tag{4.21}
\end{equation*}
$$

Example 4.5 (Neumann series)

$$
\begin{equation*}
(1-T)^{-1}=\sum_{n=0}^{\infty} T^{n},\left\|(1-T)^{-1}\right\| \leqq(1-\|T\|)^{-1}, T \in \mathscr{B}(\mathrm{X}) . \tag{4.22}
\end{equation*}
$$

This series is absolutely convergent for $\|T\|<1$ in virtue of $\left\|T^{n}\right\| \leqq\|T\|^{n}$. Denoting the sum by $S$, we have $T S=S T=S-1$ by term by term multiplication. Hence $(1-T) S=S(1-T)=1$ and $S=(1-T)^{-1}$. It follows that an operator $R \in \mathscr{B}(\mathrm{X})$ is nonsingular if $\|1-R\|<1$.

It should be noted that whether or not $\|T\|<1$ (or $\|1-R\|<1$ ) may depend on the norm employed in X ; it may well happen that $\|T\|<1$ holds for some norm but not for another.

Problem 4.6. The series (4.22) is absolutely convergent if $\left\|T^{m}\right\|<1$ for some positive integer $m$ or, equivalently, if $\operatorname{spr} T<1$ (for $\operatorname{spr} T$ see $\S 4.2$ ), and the sum is again equal to $(1-T)^{-1}$.

In the so-called iteration method in solving the linear equation $(1-T) u=v$ for $u$, the partial sums $S_{n}=\sum_{k=0}^{n} T^{k}$ are taken as approximations for $S=(1-T)^{-1}$ and $u_{n}=S_{n} v$ as approximations for the solution $u=S v$. The errors incurred in such approximations can be
estimated by

$$
\begin{equation*}
\left\|S-S_{n}\right\|=\left\|\sum_{k=n+1}^{\infty} T^{k}\right\| \leqq \sum_{k=n+1}^{\infty}\|T\|^{k}=\frac{\|T\|^{n+1}}{1-\|T\|} . \tag{4.23}
\end{equation*}
$$

For $n=0$ (4.23) gives $\left\|(1-T)^{-1}-1\right\| \leqq\|T\|(1-\|T\|)^{-1}$. With $R=1-T$, this shows that $R \rightarrow 1$ implies $R^{-1} \rightarrow 1$. In other words, $R^{-1}$ is a continuous function of $R$ at $R=1$. This is a special case of the theorem that $T^{-1}$ is a continuous function of $T$. More precisely, if $T \in \mathscr{B}(\mathrm{X}, \mathrm{Y})$ is nonsingular, any $S \in \mathscr{B}(\mathrm{X}, \mathrm{Y})$ with sufficiently small $\|S-T\|$ is also nonsingular, and $\left\|S^{-1}-T^{-1}\right\| \rightarrow 0$ for $\|T-S\| \rightarrow 0$. In particular, the set of all nonsingular elements of $\mathscr{B}(\mathrm{X}, \mathrm{Y})$ is open. [Of course $X$ and $Y$ must have the same dimension if there exist nonsingular elements of $\mathscr{B}(\mathrm{X}, \mathrm{Y})$.]

To see this we set $A=S-T$ and assume that $\|A\|<1 /\left\|T^{-1}\right\|$. Then $\left\|A T^{-1}\right\| \leqq\|A\|\left\|T^{-1}\right\|<1$, and so $1+A T^{-1}$ is a nonsingular operator of $\mathscr{B}(\mathrm{Y})$ by the above result. Since $S=T+A=\left(1+A T^{-1}\right) T, S$ is also nonsingular with $S^{-1}=T^{-1}\left(1+A T^{-1}\right)^{-1}$.

Using the estimates for $\left\|\left(1+A T^{-1}\right)^{-1}\right\|$ and $\left\|\left(1+A T^{-1}\right)^{-1}-1\right\|$ given by (4.22) and (4.23), we obtain the following estimates for $\left\|S^{-1}\right\|$ and $\left\|S^{-1}-T^{-1}\right\|$ :

$$
\begin{align*}
&\left\|S^{-1}\right\| \leqq \frac{\left\|T^{-1}\right\|}{1-\|A\|\left\|T^{-1}\right\|}, \quad\left\|S^{-1}-T^{-1}\right\| \leqq \frac{\|A\|\left\|T^{-1}\right\|^{2}}{1-\|A\|\left\|T^{-1}\right\|}  \tag{4.24}\\
& \text { for } S=T+A, \quad\|A\|<1 /\left\|T^{-1}\right\| .
\end{align*}
$$

Remark 4.7. We assumed above that $\|A\|<\left\|T^{-1}\right\|$ to show the existence of $S^{-1}$. This condition can be weakened if $\mathrm{X}=\mathrm{Y}$ and $T S=S T$. In this case $A$ commutes with $T$ and hence with $T^{-1}$. Therefore

$$
\begin{align*}
\operatorname{spr} A T^{-1} & =\lim \left\|\left(A T^{-1}\right)^{n}\right\|^{1 / n}=\lim \left\|A^{n} T^{-n}\right\|^{1 / n} \leqq  \tag{4.25}\\
& \leqq\left[\lim \left\|A^{n}\right\|^{1 / n}\right]\left[\lim \left\|T^{-n}\right\|^{1 / n}\right]=(\operatorname{spr} A)\left(\operatorname{spr} T^{-1}\right) .
\end{align*}
$$

It follows that $S^{-1}=T^{-1}\left(1+A T^{-1}\right)^{-1}$ exists if

$$
\begin{equation*}
\operatorname{spr} A<\left(\operatorname{spr} T^{-1}\right)^{-1} . \tag{4.26}
\end{equation*}
$$

## 5. Operator-valued functions

Operator-valued functions $T_{t}=T(t)$ defined for a real or complex variable $t$ and taking values in $\mathscr{B}(\mathrm{X}, \mathrm{Y})$ can be defined and treated just as vector-valued functions $u(t)$ were in § 1.7. A new feature for $T(t)$ appears again since the products $T(t) u(t)$ and $S(t) T(t)$ are defined. Thus we have, for example, the formulas

$$
\begin{align*}
& \frac{d}{d t} T(t) u(t)=T^{\prime}(t) u(t)+T(t) u^{\prime}(t), \\
& \frac{d}{d t} T(t) S(t)=T^{\prime}(t) S(t)+T(t) S^{\prime}(t), \tag{4.27}
\end{align*}
$$

whenever the products are meaningful and the derivatives on the right exist. Also we have

$$
\begin{equation*}
\frac{d}{d t} T(t)^{-1}=-T(t)^{-1} T^{\prime}(t) T(t)^{-1} \tag{4.28}
\end{equation*}
$$

whenever $T(t)^{-1}$ and $T^{\prime}(t)$ exist. This follows from the identity

$$
\begin{equation*}
S^{-1}-T^{-1}=-S^{-1}(S-T) T^{-1} \tag{4.29}
\end{equation*}
$$

and the continuity of $T^{-1}$ as function of $T$ proved in par. 4.
For the integrals of operator-valued functions, we have formulas similar to (1.30). In addition, we have

$$
\begin{array}{ll}
\int S u(t) d t=S \int u(t) d t, & \int T(t) u d t=\left(\int T(t) d t\right) u, \\
\int S T(t) d t=S \int T(t) d t, & \int T(t) S d t=\left(\int T(t) d t\right) S . \tag{4.30}
\end{array}
$$

Of particular importance again are holomorphic functions $T(t)$ of a complex variable $t$; here the same remarks apply as those given for vector-valued functions (see § 1.7). It should be added that $S(t) T(t)$ and $T(t) u(t)$ are holomorphic if all factors are holomorphic, and that $T(t)^{-1}$ is holomorphic whenever $T(t)$ is holomorphic and $T(t)^{-1}$ exists [the latter follows from (4.28)].

Example 4.8. The exponential function $e^{t T}$ defined by (4.20) is an entive function of $t$ (holomorphic in the whole complex plane), with

$$
\begin{equation*}
\frac{d}{d t} e^{t T}=T e^{t T}=e^{t T} T \tag{4.31}
\end{equation*}
$$

Example 4.9. Consider the Neumann series

$$
\begin{equation*}
S(t)=(1-t T)^{-1}=\sum_{n=0}^{\infty} t^{n} T^{n} \tag{4.32}
\end{equation*}
$$

with a complex parameter $t$. By Problem 4.6 this series is absolutely convergent for $|t|<1 / \mathrm{spr} T$. Actually, the convergence radius $r$ of (4.32) is exactly equal to $1 / \mathrm{spr} T$. Since $S(t)$ is holomorphic for $|t|<r$, the Cauchy inequality gives $\left\|T^{n}\right\| \leqq M_{r^{\prime}} r^{\prime-n}$ for all $n$ and $r^{\prime}<r$ as in the case of numerical power series ${ }^{1}$ ( $M_{r^{\prime}}$ is independent of $n$ ). Hence spr $T$ $=\lim \left\|T^{n}\right\|^{1 / n} \leqq r^{\prime-1}$ and, going to the limit $r^{\prime} \rightarrow r$, we have spr $T \leqq r^{-1}$ or $r \leqq 1 / \mathrm{spr} T$. Since the opposite inequality was proved above, this gives the proof of the required result. Incidentally, it follows that $\mathrm{spr} T$ is independent of the norm used in its definition.

## 6. Pairs of projections

As an application of analysis with operators and also with a view to later applications, we shall prove some theorems concerning a pair of

[^16]projections (idempotents) ${ }^{1}$. As defined in § 3.4, a projection $P$ is an operator of $\mathscr{B}(\mathrm{X})$ such that $P^{\mathbf{2}}=P .1-P$ is a projection with $P$.

Let $P, Q \in \mathscr{B}(\mathbf{X})$ be two projections. Then

$$
\begin{equation*}
R=(P-Q)^{2}=P+Q-P Q-Q P \tag{4.33}
\end{equation*}
$$

commutes with $P$ and $Q$; this is seen by noting that $P R=P-P Q P$ $=R P$ and similarly for $Q$. For the same reason $(1-P-Q)^{2}$ commutes with $P$ and $Q$ because $1-P$ is a projection. Actually we have the identity

$$
\begin{equation*}
(P-Q)^{2}+(1-P-Q)^{2}=1 \tag{4.34}
\end{equation*}
$$

as is verified by direct computation. Another useful identity is

$$
\begin{equation*}
(P Q-Q P)^{2}=(P-Q)^{4}-(P-Q)^{2}=R^{2}-R \tag{4.35}
\end{equation*}
$$

the proof of which is again straightforward and will be left to the reader.
Set

$$
\begin{equation*}
U^{\prime}=Q P+(1-Q)(1-P), \quad V^{\prime}=P Q+(1-P)(1-Q) . \tag{4.36}
\end{equation*}
$$

$U^{\prime}$ maps $\mathrm{R}(P)=P \mathrm{X}$ into $Q \mathrm{X}$ and $(1-P) \mathrm{X}$ into $(1-Q) \mathrm{X}$, whereas $V^{\prime}$ maps $Q \mathrm{X}$ into $P \mathrm{X}$ and $(1-Q) \mathrm{X}$ into $(1-P) \mathrm{X}$. But these mappings are not inverse to each other; in fact it is easily seen that

$$
\begin{equation*}
V^{\prime} U^{\prime}=U^{\prime} V^{\prime}=1-R . \tag{4.37}
\end{equation*}
$$

A pair of mutually inverse operators $U, V$ with the mapping properties stated above can be constructed easily, however, since $R$ commutes with $P, Q$ and therefore with $U^{\prime}, V^{\prime}$ too. It suffices to set

$$
\begin{align*}
& U=U^{\prime}(1-R)^{-1 / 2}=(1-R)^{-1 / 2} U^{\prime}, \\
& V=V^{\prime}(1-R)^{-1 / 2}=(1-R)^{-1 / 2} V^{\prime}, \tag{4.38}
\end{align*}
$$

provided the inverse square root $(1-R)^{-1 / 2}$ of $1-R$ exists. A natural definition of this operator is given by the binomial series

$$
\begin{equation*}
(1-R)^{-1 / 2}=\sum_{n=0}^{\infty}\binom{-1 / 2}{n}(-R)^{n} . \tag{4.39}
\end{equation*}
$$

This series is absolutely convergent if $\|R\|<1$ or, more generally, if

$$
\begin{equation*}
\operatorname{spr} R<1, \tag{4.40}
\end{equation*}
$$

[^17]and the sum $T$ of this series satisfies the relation $T^{2}=(1-R)^{-1}$ just as in the numerical binomial series. Thus ${ }^{1}$
\[

$$
\begin{equation*}
V U=U V=1, \quad V=U^{-1}, \quad U=V^{-1} \tag{4.41}
\end{equation*}
$$

\]

Since $U^{\prime} P=Q P=Q U^{\prime}$ and $P V^{\prime}=P Q=V^{\prime} Q$ as is seen from (4.36), we have $U P=Q U$ and $P V=V Q$ by the commutativity of $R$ with all other operators here considered. Thus we have

$$
\begin{equation*}
Q=U P U^{-1}, \quad P=U^{-1} Q U . \tag{4.42}
\end{equation*}
$$

Thus $P$ and $Q$ are similar to each other (see § 5.7). They are isomorphic to each other in the sense that any linear relationship such as $v=P u$ goes over to $v^{\prime}=Q u^{\prime}$ by the one-to-one linear mapping $U: u^{\prime}=U u$, $v^{\prime}=U v$. In particular their ranges $P \mathrm{X}, Q \mathrm{X}$ are isomorphic, being mapped onto each other by $U$ and $U^{-1}$. Thus

$$
\begin{equation*}
\operatorname{dim} P=\operatorname{dim} Q, \quad \operatorname{dim}(1-P)=\operatorname{dim}(1-Q) \tag{4.43}
\end{equation*}
$$

An immediate consequence of this result is
Lemma 4.10. Let $P(t)$ be a projection depending continuously on a parameter $t$ varying in a (connected) region of real or complex numbers. Then the ranges $P(t) \times$ for different $t$ are isomorphic to one another. In particular $\operatorname{dim} P(t) \mathrm{X}$ is constant.

To see this, it suffices to note that $\left\|P\left(t^{\prime}\right)-P\left(t^{\prime \prime}\right)\right\|<1$ for sufficiently small $\left|t^{\prime}-t^{\prime \prime}\right|$ so that the above result applies to the pair $P\left(t^{\prime}\right), P\left(t^{\prime \prime}\right)$.

Problem 4.11. Under the assumption (4.40), we have $P Q \mathrm{X}=P \mathrm{X}, Q P \mathrm{X}=Q \mathrm{X}$ [hint: $\left.P Q=P V^{\prime}=P U^{-1}(1-R)^{1 / 2}\right]$.

Problem 4.12. For any two projections $P, Q$, we have

$$
\begin{align*}
& (1-P+Q P)(1-Q+P Q)=1-R \quad[R \text { is given by }(4.33)],  \tag{4.44}\\
& (1-P+Q P)^{-1}=(1-R)^{-1}(1-Q+P Q) \text { if } \operatorname{spr} R<1 . \tag{4.45}
\end{align*}
$$

If $\operatorname{spr} R<1, W=1-P+Q P$ maps $P \times$ onto $Q \times$ and $W u=u$ for $u \in(1-P) \mathrm{X}$, while $W^{-1}$ maps $Q \mathrm{X}$ onto $P \mathrm{X}$ and $W^{-1} u=u$ for $u \in(1-P) \mathrm{X}$, and we have $\mathbf{X}=Q \mathbf{X} \oplus(1-P) \mathbf{X}$.

Problem 4.13. For any two projections $P, Q$ such that $\operatorname{spr}(P-Q)^{2}<1$, there is a family $P(t), 0 \leqq t \leqq 1$, of projections depending holomorphically on $t$ such that $P(0)=P, P(1)=Q$. hint: set $2 P(t)=1+(2 P-1+2 t(Q-P!)$. $\cdot(1-4 t(1-t) R)^{-1 / 2}$.]

## § 5. The eigenvalue problem

## 1. Definitions

In this section $X$ denotes a given vector space with $0<\operatorname{dim} X$ $=N<\infty$, but we shall consider X a normed space whenever convenient by introducing an appropriate norm.

[^18]Let $T \in \mathscr{B}(\mathrm{X})$. A complex number $\lambda$ is called an eigenvalue (proper value, characteristic value) of $T$ if there is a non-zero vector $u \in \mathbf{X}$ such that

$$
\begin{equation*}
T u=\lambda u . \tag{5.1}
\end{equation*}
$$

$u$ is called an eigenvector (proper vector, characteristic vector) of $T$ belonging to (associated with, etc.) the eigenvalue $\lambda$. The set $N_{\lambda}$ of all $u \in X$ such that $T u=\lambda u$ is a linear manifold of X ; it is called the (geometric) eigenspace of $T$ for the eigenvalue $\lambda$, and $\operatorname{dim} \mathrm{N}_{\lambda}$ is called the (geometric) multiplicity of $\lambda$. $\mathrm{N}_{\lambda}$ is defined even when $\lambda$ is not an eigenvalue; then we have $N_{\lambda}=0$. In this case it is often convenient to say that $N_{\lambda}$ is the eigenspace for the eigenvalue $\lambda$ with multiplicity zero, though this is not in strict accordance with the definition of an eigenvalue ${ }^{1}$.

Problem 5.1. $\lambda$ is an eigenvalue of $T$ if and only if $\lambda-\zeta$ is an eigenvalue of $T-\zeta$. $N_{\lambda}$ is the null space of $T-\lambda$, and the geometric multiplicity of the eigenvalue $\lambda$ of $T$ is the nullity of $T-\lambda$. $T-\lambda$ is singular if and only if $\lambda$ is an eigenvalue of $T$.

It can easily be proved that eigenvectors of $T$ belonging to different eigenvalues are linearly independent. It follows that there are at most $N$ eigenvalues of $T$. The set of all eigenvalues of $T$ is called the spectrum of $T$; we denote it by $\Sigma(T)$. Thus $\Sigma(T)$ is a finite set with not more than $N$ points.

The eigenvalue problem consists primarily in finding all eigenvalues and eigenvectors (or eigenspaces) of a given operator $T$. A vector $u \neq 0$ is an eigenvector of $T$ if and only if the one-dimensional linear manifold [ $u$ ] spanned by $u$ is invariant under $T$ (see § 3.5). Thus the eigenvalue problem is a special case of the problem of determining all invariant linear manifolds for $T$ (a generalized form of the eigenvalue problem).

If M is an invariant subspace of $T$, the part $T_{\mathrm{M}}$ of $T$ in M is defined. As is easily seen, any eigenvalue [eigenvector] of $T_{M}$ is an eigenvalue [eigenvector] for $T$. For convenience an eigenvalue of $T_{M}$ is called an eigenvalue of $T$ in M .

If there is a projection $P$ that commutes with $T, T$ is decomposed according to the decomposition $\mathrm{X}=\mathrm{M} \oplus \mathrm{N}, \mathrm{M}=P \mathrm{X}, \mathrm{N}=(1-P) \mathrm{X}$ (see § 3.5). To solve the eigenvalue problem for $T$, it is then sufficient to consider the eigenvalue problem for the parts of $T$ in $M$ and in $N^{2}$.
${ }^{1}$ There are generalized eigenvalue problems (sometimes called nonlinear eigenvalue problems) in which one seeks solutions of an equation $T(\lambda) u=0$, where $T(\lambda)$ is a linear operator depending on a parameter $\lambda$; for example, $T(\lambda)=T_{0}+$ $+\lambda T_{1}+\cdots+\lambda^{n} T_{n}$. In general a solution $u \neq 0$ will exist only for some particular values of $\lambda$ (eigenvalues). A special problem of this kind will be considered later (VII, § 1.3).
${ }^{2}$ If $T u=\lambda u$, then $T P u=P T u=\lambda P u$ so that $P u \in M$ is, if not 0 , an eigenvector of $T$ (and of $T_{M}$ ) for the eigenvalue $\lambda$, and similarly for $(1-P) u$. Thus any eigenvalue of $T$ must be an eigenvalue of at least one of $T_{M}$ and $T_{N}$, and any eigenvector of $T$ is the sum of eigenvectors of $T_{M}$ and $T_{N}$ for the same eigenvalue. The eigenspace of $T$ for $\lambda$ is the direct sum of the eigenspaces of $T_{M}$ and $T_{N}$ for $\lambda$.

The part $T_{\mathrm{M}}$ of $T$ in M may be identified with the operator $P T=T P$ $=P T P$ in the sense stated in Remark 3.15. It should be noticed, however, that $T P$ has an eigenvalue zero with the eigenspace N and therefore with multiplicity $N-m$ (where $m=\operatorname{dim} P \mathbf{X}$ ) in addition to the eigenvalues of $T_{M}{ }^{1}$.

Problem 5.2. No eigenvalue of $T$ exceeds $\|T\|$ in absolute value, where $\|\|$ is the norm of $\mathscr{B}(\mathrm{X})$ associated with any norm of X .

Problem 5.3. If $T$ has a diagonal matrix with respect to a basis, the eigenvalues of $T$ coincide with (the different ones among) all its diagonal elements.

## 2. The resolvent

Let $T \in \mathscr{B}(\mathrm{X})$ and consider the inhomogeneous linear equation

$$
\begin{equation*}
(T-\zeta) u=v, \tag{5.2}
\end{equation*}
$$

where $\zeta$ is a given complex number, $v \in \mathbf{X}$ is given and $u \in \mathbf{X}$ is to be found. In order that this equation have a solution $u$ for every $v$, it is necessary and sufficient that $T-\zeta$ be nonsingular, that is, $\zeta$ be different from any eigenvalue $\lambda_{h}$ of $T$. Then the inverse $(T-\zeta)^{-1}$ exists and the solution $u$ is given by

$$
\begin{equation*}
u=(T-\zeta)^{-1} v \tag{5.3}
\end{equation*}
$$

The operator-valued function

$$
\begin{equation*}
R(\zeta)=R(\zeta, T)=(T-\zeta)^{-1} \tag{5.4}
\end{equation*}
$$

is called the resolvent ${ }^{2}$ of $T$. The complementary set of the spectrum $\Sigma(T)$ (that is, the set of all complex numbers different from any of the eigenvalues of $T$ ) is called the resolvent set of $T$ and will be denoted by $\mathrm{P}(T)$. The resolvent $R(\zeta)$ is thus defined for $\zeta \in \mathrm{P}(T)$.

Problem 5.4. $R(\zeta)$ commutes with $T . R(\zeta)$ has exactly the eigenvalues $\left(\lambda_{h}-\zeta\right)^{-1}$.
An important property of the resolvent is that it satisfies the (first) resolvent equation

$$
\begin{equation*}
R\left(\zeta_{1}\right)-R\left(\zeta_{2}\right)=\left(\zeta_{1}-\zeta_{2}\right) R\left(\zeta_{1}\right) R\left(\zeta_{2}\right) . \tag{5.5}
\end{equation*}
$$

This is seen easily if one notes that the left member is equal to $R\left(\zeta_{1}\right) \cdot$ $\cdot\left(T-\zeta_{2}\right) R\left(\zeta_{2}\right)-R\left(\zeta_{1}\right)\left(T-\zeta_{1}\right) R\left(\zeta_{2}\right)$. In particular, (5.5) implies that $R\left(\zeta_{1}\right)$ and $R\left(\zeta_{2}\right)$ commute. Also we have $R\left(\zeta_{1}\right)=\left[1-\left(\zeta_{2}-\zeta_{1}\right) R\left(\zeta_{1}\right)\right]$.

[^19]$\cdot R\left(\zeta_{2}\right)$ ．According to the results on the Neumann series（see Example 4．5）， this leads to the expansion
\[

$$
\begin{equation*}
R(\zeta)=\left[1-\left(\zeta-\zeta_{0}\right) R\left(\zeta_{0}\right)\right]^{-1} R\left(\zeta_{0}\right)=\sum_{n=0}^{\infty}\left(\zeta-\zeta_{0}\right)^{n} R\left(\zeta_{0}\right)^{n+1} \tag{5.6}
\end{equation*}
$$

\]

the series being absolutely convergent at least if

$$
\begin{equation*}
\left|\zeta-\zeta_{0}\right|<\left\|R\left(\zeta_{0}\right)\right\|^{-1} \tag{5.7}
\end{equation*}
$$

for some norm．We shall refer to（5．6）as the first Neumann series for the resolvent．
（5．6）shows that $R(\zeta)$ is holomorphic in $\zeta$ with the Taylor series ${ }^{1}$ shown on the right；hence

$$
\begin{equation*}
\left(\frac{d}{d \zeta}\right)^{n} R(\zeta)=n!R(\zeta)^{n+1}, \quad n=1,2,3, \ldots \tag{5.8}
\end{equation*}
$$

According to Example 4．9，the convergence radius of the series of（5．6） is equal to $1 / \operatorname{spr} R\left(\zeta_{0}\right)$ ．Hence this series is convergent if and only if

$$
\begin{equation*}
\left|\zeta-\zeta_{0}\right|<1 / \operatorname{spr} R\left(\zeta_{0}\right)=\left(\lim \left\|R\left(\zeta_{0}\right)^{n}\right\|^{1 / n}\right)^{-1} \tag{5.9}
\end{equation*}
$$

For large $|\zeta|, R(\zeta)$ has the expansion

$$
\begin{equation*}
R(\zeta)=-\zeta^{-1}\left(1-\zeta^{-1} T\right)^{-1}=-\sum_{n=0}^{\infty} \zeta^{-n-1} T^{n} \tag{5.10}
\end{equation*}
$$

which is convergent if and only if $|\zeta|>\operatorname{spr} T$ ；thus $R(\zeta)$ is holomorphic at infinity．

Problem 5．5．We have

$$
\begin{gather*}
\|R(\zeta)\| \leqq(|\zeta|-\|T\|)^{-1}, \quad\left\|R(\zeta)+\zeta^{-1}\right\| \leqq|\zeta|^{-1}(|\zeta|-\|T\|)^{-1}\|T\|  \tag{5.11}\\
\text { for }|\zeta|>\|T\| .
\end{gather*}
$$

The spectrum $\Sigma(T)$ is never empty；$T$ has at least one eigenvalue． Otherwise $R(\zeta)$ would be an entire function such that $R(\zeta) \rightarrow 0$ for $\zeta \rightarrow \infty$ ［see（5．11）］；then we must have $R(\zeta)=0$ by Liouville＇s theorem ${ }^{2}$ ．But this gives the contradiction $1=(T-\zeta) R(\zeta)=0^{3}$ ．

It is easily seen that each eigenvalue of $T$ is a singularity ${ }^{4}$ of the analytic function $R(\zeta)$ ．Since there is at least one singularity of $R(\zeta)$ on the convergence circle ${ }^{5}|\zeta|=\operatorname{spr} T$ of（5．10），spr $T$ coincides with the

[^20]largest (in absolute value) eigenvalue of $T$ :
\[

$$
\begin{equation*}
\operatorname{spr} T=\max _{h}\left|\lambda_{h}\right| \tag{5.12}
\end{equation*}
$$

\]

This shows again that $\operatorname{spr} T$ is independent of the norm used in its definition.

Problem 5.6. spr $T=0$ if and only if $T$ is nilpotent. [hint for "only if" part: If $\operatorname{spr} T=0$, we have also $\operatorname{spr} T_{M}=0$ for any part $T_{M}$ of $T$ in an invariant subspace $M$, so that $T_{M}$ is singular. Thus the part of $T$ in each of the invariant subspaces $T^{n} X$ (see Problem 3.12) is singular. Hence $X \supset T X \supset T^{2} X \supset \cdots$ with all inclusions $\supset$ being proper until 0 is reached.]

## 3. Singularities of the resolvent

The singularities of $R(\zeta)$ are exactly the eigenvalues $\lambda_{h}, h=1, \ldots, s$, of $T$. Let us consider the Laurent series ${ }^{1}$ of $R(\zeta)$ at $\zeta=\lambda_{h}$. For simplicity we may assume for the moment that $\lambda_{h}=0$ and write

$$
\begin{equation*}
R(\zeta)=\sum_{n=-\infty}^{\infty} \zeta^{n} A_{n} . \tag{5.13}
\end{equation*}
$$

The coefficients $A_{n}$ are given by

$$
\begin{equation*}
A_{n}=\frac{1}{2 \pi i} \int_{\Gamma} \zeta^{-n-1} R(\zeta) d \zeta, \tag{5.14}
\end{equation*}
$$

where $\Gamma$ is a positively-oriented small circle enclosing $\zeta=0$ but excluding other eigenvalues of $T$. Since $\Gamma$ may be expanded to a slightly larger circle $\Gamma^{\prime}$ without changing (5.14), we have

$$
\begin{aligned}
A_{n} A_{m} & =\left(\frac{1}{2 \pi i}\right)^{2} \iint_{\Gamma^{\prime}} \zeta^{-n-1} \zeta^{\prime-m-1} R(\zeta) R\left(\zeta^{\prime}\right) d \zeta d \zeta^{\prime} \\
& =\left(\frac{1}{2 \pi i}\right)^{2} \iint_{\Gamma^{\prime}} \zeta^{-n-1} \zeta^{\prime-m-1}\left(\zeta^{\prime}-\zeta\right)^{-1}\left[R\left(\zeta^{\prime}\right)-R(\zeta)\right] d \zeta d \zeta^{\prime},
\end{aligned}
$$

where the resolvent equation (5.5) has been used. The double integral on the right may be computed in any order. Considering that $\Gamma^{\prime}$ lies outside $\Gamma$, we have

$$
\begin{align*}
& \frac{1}{2 \pi i} \int_{\Gamma} \zeta^{-n-1}\left(\zeta^{\prime}-\zeta\right)^{-1} d \zeta=\eta_{n} \zeta^{\prime-n-1} \\
& \frac{1}{2 \pi i} \int_{\Gamma^{\prime}} \zeta^{\prime-m-1}\left(\zeta^{\prime}-\zeta\right)^{-1} d \zeta^{\prime}=\left(1-\eta_{m}\right) \zeta^{-m-1} \tag{5.15}
\end{align*}
$$

where the symbol $\eta_{n}$ is defined by

$$
\begin{equation*}
\eta_{n}=1 \text { for } n \geqq 0 \text { and } \eta_{n}=0 \text { for } n<0 . \tag{5.16}
\end{equation*}
$$

[^21]Thus

$$
\begin{equation*}
A_{n} A_{m}=\frac{\eta_{n}+\eta_{m}-1}{2 \pi i} \int_{\Gamma} \zeta^{-n-m-2} R(\zeta) d \zeta=\left(\eta_{n}+\eta_{m}-1\right) A_{n+m+1} \tag{5.17}
\end{equation*}
$$

For $n=m=-1$ this gives $A_{-1}^{2}=-A_{-1}$. Thus $-A_{-1}$ is a projection, which we shall denote by $P$. For $n, m<0$, (5.17) gives $A_{-2}^{2}=-A_{-3}$, $A_{-2} A_{-3}=-A_{-4}, \ldots$. On setting $-A_{-2}=D$, we thus obtain $A_{-k}$ $=-D^{k-1}$ for $k \geqq 2$. Similarly we obtain $A_{n}=S^{n+1}$ for $n \geqq 0$ with $S=A_{0}$.

Returning to the general case in which $\zeta=\lambda_{h}$ is the singularity instead of $\zeta=0$, we see that the Laurent series takes the form

$$
\begin{align*}
R(\zeta)= & -\left(\zeta-\lambda_{h}\right)^{-1} P_{h}-\sum_{n=1}^{\infty}\left(\zeta-\lambda_{h}\right)^{-n-1} D_{h}^{n}+  \tag{5.18}\\
& +\sum_{n=0}^{\infty}\left(\zeta-\lambda_{h}\right)^{n} S_{h}^{n+1}
\end{align*}
$$

Setting in (5.17) $n=-1, m=-2$ and then $n=-1, m=0$, we see that

$$
\begin{equation*}
P_{h} D_{h}=D_{h} P_{h}=D_{h}, \quad P_{h} S_{h}=S_{h} P_{h}=0 \tag{5.19}
\end{equation*}
$$

Thus the two lines on the right of (5.18) represent a decomposition of the operator $R(\zeta)$ according to the decomposition $\mathrm{X}=\mathrm{M}_{h} \oplus \mathrm{M}_{h}^{\prime}$, where $M_{h}=P_{h} \mathrm{X}$ and $\mathrm{M}_{h}^{\prime}=\left(1-P_{h}\right) \mathrm{X}$. As the principal part of a Laurent series at an isolated singularity, the first line of (5.18) is convergent for $\zeta-\lambda_{h} \neq 0$, so that the part of $R(\zeta)$ in $M_{h}$ has only the one singularity $\zeta=\lambda_{h}$, and the spectral radius of $D_{h}$ must be zero. According to Problem 5.6, it follows that $D_{h}$ is nilpotent and therefore (see Problem 3.10)

$$
\begin{equation*}
D_{h}^{m_{h}}=0, \quad m_{h}=\operatorname{dim} \mathrm{M}_{h}=\operatorname{dim} P_{h} \tag{5.20}
\end{equation*}
$$

Thus the principal part in the Laurent expansion (5.18) of $R(\zeta)$ is finite, $\zeta=\lambda_{h}$ being a pole of order not exceeding $m_{h}$. Since the same is true of all singularities $\lambda_{h}$ of $R(\zeta), R(\zeta)$ is a meromorphic function ${ }^{1}$.

The $P_{h}$ for different $h$ satisfy the following relations:

$$
\begin{equation*}
P_{h} P_{k}=\delta_{h k} P_{h}, \sum_{h=1}^{s} P_{h}=1, \quad P_{h} T=T P_{h} \tag{5.21}
\end{equation*}
$$

The first relation can be proved in the same way as we proved $P_{h}^{2}=P_{h}$ above [which is a special case of (5.17)]; it suffices to notice that

$$
\begin{equation*}
P_{h}=-\frac{1}{2 \pi i} \int_{\Gamma_{h}} R(\zeta) d \zeta \tag{5.22}
\end{equation*}
$$

where the circles $\Gamma_{h}$ for different $h$ lie outside each other. The second equality of (5.21) is obtained by integrating $R(\zeta)$ along a large circle enclosing all the eigenvalues of $T$ and noting the expansion (5.10) of $R(\zeta)$ at infinity. The commutativity of $P_{h}$ with $T$ follows immediately from (5.22).

[^22]Since $R(\zeta)$ is meromorphic and regular at infinity, the decomposition of $R(\zeta)$ into partial fractions ${ }^{1}$ takes the form

$$
\begin{equation*}
R(\zeta)=-\sum_{h=1}^{s}\left[\left(\zeta-\lambda_{h}\right)^{-1} P_{h}+\sum_{n=1}^{m_{n}-1}\left(\zeta-\lambda_{h}\right)^{-n-1} D_{h}^{n}\right] . \tag{5.23}
\end{equation*}
$$

Problem 5.7. $\operatorname{spr} R(\zeta)=\left[\underset{h}{\min }\left|\zeta-\lambda_{h}\right|\right]^{-1}=[\operatorname{dist}(\zeta, \Sigma(T))]^{-1}$.

## Problem 5.8. We have

$$
\begin{equation*}
P_{h} D_{k}=D_{k} P_{h}=\delta_{h k} D_{h} ; \quad D_{h} D_{k}=0, \quad h \neq k . \tag{5.24}
\end{equation*}
$$

Problem 5.9. For any simple closed (rectifiable) curve $\Gamma$ with positive direction and not passing through any eigenvalue $\lambda_{k}$, we have

$$
\begin{equation*}
\frac{1}{2 \pi i} \int_{\Gamma} R(\zeta) d \zeta=-\Sigma P_{h}, \tag{5.25}
\end{equation*}
$$

where the sum is taken for those $h$ for which $\lambda_{h}$ is inside $\Gamma$.
Multiplying (5.14) by $T$ from the left or from the right and noting that $T R(\zeta)=R(\zeta) T=1+\zeta R(\zeta)$, we obtain $T A_{n}=A_{n} T=\delta_{n 0}+A_{n-1}$. If the singularity is at $\zeta=\lambda_{h}$ instead of $\zeta=0$, this gives for $n=0$ and $n=-1$

$$
\begin{align*}
& \left(T-\lambda_{h}\right) S_{h}=S_{h}\left(T-\lambda_{h}\right)=1-P_{h}, \\
& P_{h}\left(T-\lambda_{h}\right)=\left(T-\lambda_{h}\right) P_{h}=D_{h} . \tag{5.26}
\end{align*}
$$

For each $h=1, \ldots, s$, the holomorphic part in the Laurent expansion (5.18) will be called the reduced resolvent of $T$ with respect to the eigenvalue $\lambda_{h}$; we denote it by $S_{h}(\zeta)$ :

$$
\begin{equation*}
S_{h}(\zeta)=\sum_{n=0}^{\infty}\left(\zeta-\lambda_{h}\right)^{n} S_{h}^{n+1} . \tag{5.27}
\end{equation*}
$$

It follows from (5.19) and (5.26) that

$$
\begin{align*}
& S_{h}=S_{h}\left(\lambda_{h}\right), \quad S_{h}(\zeta) P_{h}=P_{h} S_{h}(\zeta)=0  \tag{5.28}\\
& (T-\zeta) S_{h}(\zeta)=S_{h}(\zeta)(T-\zeta)=1-P_{h} \tag{5.29}
\end{align*}
$$

The last equalities show that the parts of $T-\zeta$ and of $S_{h}(\zeta)$ in the invariant subspace $\mathrm{M}_{h}^{\prime}=\left(1-P_{h}\right) \mathrm{X}$ are inverse to each other.

Problem 5.10. We have

$$
\begin{gather*}
\left(T-\lambda_{k}\right) D_{h}^{n}=D_{h}^{n+1}, \quad n=1,2, \ldots  \tag{5.30}\\
\left(T-\lambda_{h}\right)^{m_{h}} P_{h}=0 .  \tag{5.31}\\
S_{h}(\zeta)=-\sum_{k \neq h}\left[\left(\zeta-\lambda_{k}\right)^{-1} P_{k}+\sum_{n=1}^{m_{k}-1}\left(\zeta-\lambda_{k}\right)^{-n-1} D_{k}^{n}\right] . \tag{5.32}
\end{gather*}
$$

Problem 5.11. Each $S_{h}(\zeta)$ satisfies the resolvent equation [see (5.5)] and

$$
\begin{equation*}
\left(\frac{d}{d \zeta}\right)^{n} S_{h}(\zeta)=n!S_{h}(\zeta)^{n+1}, \quad n=1,2, \ldots \tag{5.33}
\end{equation*}
$$

## 4. The canonical form of an operator

The result of the preceding paragraph leads to the canonical form of the operator $T$. Denoting as above by $M_{h}$ the range of the projection

[^23]$P_{h}, h=1, \ldots, s$, we have
\[

$$
\begin{equation*}
X=M_{1} \oplus \cdots \oplus M_{s} . \tag{5.34}
\end{equation*}
$$

\]

Since the $P_{h}$ commute with $T$ and with one another, the $M_{h}$ are invariant subspaces for $T$ and $T$ is decomposed according to the decomposition (5.34) (see §3.5). $\mathrm{M}_{h}$ is called the algebraic eigenspace (or principal subspace) for the eigenvalue $\lambda_{h}$ of $T$, and $m_{h}=\operatorname{dim} M_{h}$ is the algebraic multiplicity of $\lambda_{h}$. In what follows $P_{h}$ will be called the eigenprojection and $D_{h}$ the eigennilpotent for the eigenvalue $\lambda_{h}$ of $T$. Any vector $u \neq 0$ of $M_{h}$ is called a generalized eigenvector (or principal vector) for the eigenvalue $\lambda_{h}$ of $T$.

It follows from (5.26) that

$$
\begin{equation*}
T P_{h}=P_{h} T=P_{h} T P_{h}=\lambda_{h} P_{h}+D_{h}, \quad h=1, \ldots, s . \tag{5.35}
\end{equation*}
$$

Thus the part $T_{M_{h}}$ of $T$ in the invariant subspace $M_{h}$ is the sum of the scalar operator $\lambda_{h}$ and a nilpotent $D_{h, M_{h}}$, the part of $D_{h}$ in $M_{h}$. As is easily seen, $T_{M_{h}}$ has one and only one eigenvalue $\lambda_{h}$.

Addition of the $s$ equations (5.35) gives by (5.21)

$$
\begin{equation*}
T=S+D \tag{5.36}
\end{equation*}
$$

where

$$
\begin{align*}
S & =\sum_{h} \lambda_{h} P_{h}  \tag{5.37}\\
D & =\sum_{h} D_{h} . \tag{5.38}
\end{align*}
$$

An operator $S$ of the form (5.37) where $\lambda_{h} \neq \lambda_{k}$ for $h \neq k$ and the $P_{h}$ satisfy (3.27-3.28) is said to be diagonalizable (or diagonable or semisimple). $S$ is the direct sum (see § 3.5) of scalar operators. $D$ is nilpotent, for it is the direct sum of nilpotents $D_{h}$ and so $D^{n}=\sum D_{h}^{n}=0$ for $n \geqq \max m_{h}$. It follows from (5.24) that $D$ commutes with $S$.
(5.36) shows that every operator $T \in \mathscr{B}(\mathrm{X})$ can be expressed as the sum of a diagonable operator $S$ and a nilpotent $D$ that commutes with $S$.

The eigenvalue $\lambda_{h}$ of $T$ will also be said to be semisimple if the associated eigennilpotent $D_{h}$ is zero, and simple ${ }^{1}$ if $m_{h}=1$ (note that $m_{h}=1$ implies $D_{h}=0$ ). $T$ is diagonable if and only if all its eigenvalues are semisimple. $T$ is said to be simple if all the eigenvalues $\lambda_{h}$ are simple; in this case $T$ has $N$ eigenvalues.
(5.36) is called the spectral representation of $T$. The spectral representation is unique in the following sense: if $T$ is the sum of a diagonable operator $S$ and a nilpotent $D$ that commutes with $S$, then $S$ and $D$ must be given by (5.37) and (5.38) respectively. To show this, we first note that any operator $R$ that commutes with a diagonable operator $S$ of the form (5.37) commutes with every $P_{h}$ so that $\mathrm{M}_{h}$ is invariant under $R$.

[^24]In fact, multiplying $R S=S R$ from the left by $P_{h}$ and from the right by $P_{k}$, we have by $P_{h} P_{k}=\delta_{h k}$

$$
\lambda_{k} P_{h} R P_{k}=\lambda_{h} P_{h} R P_{k} \quad \text { or } \quad P_{h} R P_{k}=0 \quad \text { for } \quad h \neq k .
$$

Addition of the results for all $k \neq h$ for fixed $h$ gives $P_{h} R\left(1-P_{h}\right)=0$ or $P_{h} R=P_{h} R P_{h}$. Similarly we obtain $R P_{h}=P_{h} R P_{h}$ and therefore $R P_{h}=P_{h} R$.

Suppose now that

$$
T=S^{\prime}+D^{\prime}, \quad S^{\prime}=\sum_{h=1}^{s^{\prime}} \lambda_{h}^{\prime} P_{h}^{\prime}, \quad D^{\prime} S^{\prime}=S^{\prime} D^{\prime}
$$

is a second expression of $T$ in the form (5.36). By what was just proved, we have $D^{\prime}=\sum D_{h}^{\prime}$ with $D_{h}^{\prime}=P_{h}^{\prime} D^{\prime}=D^{\prime} P_{h}^{\prime}$. Hence $T-\zeta$ $=\sum\left[\left(\lambda_{h}^{\prime}-\zeta\right) P_{h}^{\prime}+D_{h}^{\prime}\right]$ and therefore

$$
\begin{align*}
&(T-\zeta)^{-1}=-\sum_{h=1}^{s^{\prime}}\left[\left(\zeta-\lambda_{h}^{\prime}\right)^{-1} P_{h}^{\prime}+\left(\zeta-\lambda_{h}^{\prime}\right)^{-2} D_{h}^{\prime}+\right.  \tag{5.39}\\
&\left.+\cdots+\left(\zeta-\lambda_{h}^{\prime}\right)^{-N} D_{h}^{\prime N-1}\right]
\end{align*}
$$

this is easily verified by multiplying (5.39) from the left or the right by the expression for $T-\zeta$ given above (note that $D_{h}^{\prime N}=D^{\prime N}=0$ since $D^{\prime}$ is nilpotent). Since the decomposition of an operator-valued meromorphic function into the sum of partial fractions is unique (just as for numerical functions), comparison of (5.39) with (5.23) shows that $s^{\prime}$, $\lambda_{h}^{\prime}, P_{h}^{\prime}$ and $D_{h}^{\prime}$ must coincide with $s, \lambda_{h}, P_{h}$ and $D_{h}$ respectively. This completes the proof of the uniqueness of the spectral representation.

The spectral representation (5.36) leads to the Jordan canonical form of $T$. For this it is only necessary to recall the structure of the nilpotents $D_{h}$ (see § 3.4). If we introduce a suitable basis in each $M_{h}$, the part $D_{h, M_{h}}$ of $D_{h}$ in $M_{h}$ is represented by a matrix of the form (3.30). Thus $T_{M_{h}}$ is represented by a triangular matrix $\left(\tau_{j k}^{(h)}\right)$ of the form (3.30) with all the diagonal elements replaced by $\lambda_{h}$. If we collect all the basis elements of $M_{1}, \ldots, M_{s}$ to form a basis of X , the matrix of $T$ is the direct sum of submatrices ( $\tau_{j k}^{(h)}$ ). In particular, it follows that (see Problem 3.14)

$$
\begin{equation*}
\operatorname{det}(T-\zeta)=\prod_{h=1}^{s}\left(\lambda_{h}-\zeta\right)^{m_{h}}, \quad \operatorname{tr} T=\sum_{h=1}^{s} m_{h} \lambda_{h} \tag{5.40}
\end{equation*}
$$

It is often convenient to count each eigenvalue $\lambda_{h}$ of $T$ repeatedly $m_{h}$ times ( $m_{h}$ is the algebraic multiplicity of $\lambda_{h}$ ) and thus to denote the eigenvalues by $\mu_{1}, \mu_{2}, \ldots, \mu_{N}$ (for example $\mu_{1}=\cdots=\mu_{m_{1}}=\lambda_{1}, \mu_{m_{1}+1}$ $=\cdots=\mu_{m_{1}+m_{2}}=\lambda_{2}, \ldots$.). For convenience we shall call $\mu_{1}, \ldots, \mu_{N}$ the repeated eigenvalues of $T$. Thus every operator $T \in \mathscr{B}(\mathrm{X})$ has exactly $N$ repeated eigenvalues. (5.40) can be written

$$
\begin{equation*}
\operatorname{det}(T-\zeta)=\prod_{k=1}^{N}\left(\mu_{k}-\zeta\right), \quad \operatorname{tr} T=\sum_{k=1}^{N} \mu_{k} . \tag{5.41}
\end{equation*}
$$

Problem 5.12. The geometric eigenspace $N_{h}$ of $T$ for the eigenvalue $\lambda_{h}$ is a subset of the algebraic eigenspace $M_{h} . N_{h}=M_{h}$ holds if and only if $\lambda_{h}$ is semisimple.

Problem 5.13. $\lambda_{h}$ is semisimple if and only if $\zeta=\lambda_{h}$ is a simple pole (pole of order 1) of $R(\zeta)$.

Problem 5.14. If $n$ is sufficiently large ( $n \geqq m$, say), $\operatorname{rank} T^{n}$ is equal to $N-m$, where $m$ is the algebraic multiplicity of the eigenvalue 0 of $T$ (it being agreed to set $m=0$ if 0 is not an eigenvalue of $T$, see $\S 1.1$ ).

Problem 5.15. We have

$$
\begin{equation*}
|\operatorname{tr} T| \leqq(\operatorname{rank} T)\|T\| \leqq N\|T\| \tag{5.42}
\end{equation*}
$$

Problem 5.16. The eigenvalues $\lambda_{h}$ of $T$ are identical with the roots of the algebraic equation of degree $N$ (chavacterictic equation)
$\operatorname{det}(T-\zeta)=0$.
The multiplicity of $\lambda_{h}$ as the root of this equation is equal to the algebraic multiplicity of the eigenvalue $\lambda_{h}$.

Let $\left(\tau_{j k}\right)$ be an $N \times N$ matrix. It can be regarded as the representation of a linear operator $T$ in a vector space X , say the space $\mathrm{C}^{N}$ of $N$-dimensional numerical vectors. This means that the matrix representing $T$ with respect to the canonical basis $\left\{x_{j}\right\}$ of $X$ coincides with $\left(\tau_{j k}\right)$. Let (5.36) be the spectral representation of $T$, and let $\left\{x_{j}^{\prime}\right\}$ be the basis of X used in the preceding paragraph to bring the associated matrix $\left(\tau_{j k}^{\prime}\right)$ of $T$ into the canonical form.

The relationship between the bases $\left\{x_{j}\right\}$ and $\left\{x_{j}^{\prime}\right\}$ is given by (1.2) and (1.4). Since the $x_{k}^{\prime}$ are eigenvectors of $T$ in the generalized sense, the numerical vectors $\left(\hat{\gamma}_{1 k}, \ldots, \hat{\gamma}_{N k}\right), k=1, \ldots, N$, are generalized eigenvectors of the matrix $\left(\tau_{j k}\right)$. The relationship between the matrices $\left(\tau_{j k}\right)$ and $\left(\tau_{j k}^{\prime}\right)$ is given by (3.8). Thus the transformation of $\left(\tau_{j k}\right)$ into the simpler form $\left(\tau_{j k}^{\prime}\right)$ is effected by the matrix $\left(\hat{\gamma}_{j k}\right)$, constructed from the generalized eigenvectors of $\left(\tau_{j k}\right)$, according to the formula $\left(\tau_{j k}^{\prime}\right)=$ $=\left(\hat{\gamma}_{j k}\right)^{-1}\left(\tau_{j_{k}}\right)\left(\hat{\gamma}_{j k}\right)$.

If the eigenvalue $\lambda_{h}$ is semisimple, the $h$-th submatrix of $\left(\tau_{j k}^{\prime}\right)$ is a diagonal matrix with all diagonal elements equal to $\lambda_{h}$. If $T$ is diagonable, $\left(\tau_{j k}^{\prime}\right)$ is itself a diagonal matrix with the diagonal elements $\lambda_{1}$, $\ldots, \lambda_{s}$, where $\lambda_{h}$ is repeated $m_{h}$ times (that is, with the diagonal elements $\mu_{1}, \ldots, \mu_{N}$, where the $\mu_{j}$ are the repeated eigenvalues). In this case $\left(\hat{\gamma}_{1 k}, \ldots, \hat{\gamma}_{N k}\right), k=1, \ldots, N$, are eigenvectors of $\left(\tau_{j k}\right)$ in the proper sense.

Problem 5.17. $\left(\gamma_{i 1}, \ldots, \gamma_{i_{N}}\right), j=1, \ldots, N$, are generalized eigenvectors of the transposed matrix of $\left(\tau_{j k}\right)$.

## 5. The adjoint problem

If $T \in \mathscr{B}(\mathrm{X})$, then $T^{*} \in \mathscr{B}\left(\mathrm{X}^{*}\right)$. There is a simple relationship between the spectral representations of the two operators $T, T^{*}$. If (5.36) is the spectral representation of $T$, then that of $T^{*}$ is given by

$$
\begin{equation*}
T^{*}=S^{*}+D^{*}=\sum_{h=1}^{s}\left(\bar{\lambda}_{h} P_{h}^{*}+D_{h}^{*}\right) \tag{5.44}
\end{equation*}
$$

for the $P_{h}^{*}$ as well as the $P_{h}$ satisfy the relations (3.27-3.28) and the $D_{h}^{*}$ are nilpotents commuting with the $P_{k}^{*}$ and with one another (note the uniqueness of the spectral representation, par. 4). In particular, it follows that the eigenvalues of $T^{*}$ are the complex conjugates of the eigenvalues of $T$, with the same algebraic multiplicities. The corresponding geometric multiplicities are also equal; this is a consequence of (3.40).

Problem 5.18. $R^{*}(\zeta)=R\left(\zeta, T^{*}\right)=\left(T^{*}-\zeta\right)^{-1}$ has the following properties:

$$
\begin{align*}
& R(\zeta)^{*}=R^{*}(\bar{\zeta}),  \tag{5.45}\\
& R^{*}(\zeta)=-\sum_{h=1}^{s}\left[\left(\zeta-\bar{\lambda}_{n}\right)^{-1} P_{h}^{*}+{ }_{n=1}^{m_{n}-1}\left(\zeta-\bar{\lambda}_{h}\right)^{-n-1} D_{n}^{* n}\right] . \tag{5.46}
\end{align*}
$$

## 6. Functions of an operator

If $p(\zeta)$ is a polynomial in $\zeta$, the operator $p(T)$ is defined for any $T \in \mathscr{B}(\mathrm{X})$ (see §3.3). Making use of the resolvent $R(\zeta)=(T-\zeta)^{-1}$, we can now define functions $\phi(T)$ of $T$ for a more general class of functions $\phi(\zeta)$. It should be noted that $R\left(\zeta_{0}\right)$ is itself equal to $\phi(T)$ for $\phi(\zeta)$ $=\left(\zeta-\zeta_{0}\right)^{-1}$.

Suppose that $\phi(\zeta)$ is holomorphic in a domain $\Delta$ of the complex plane containing all the eigenvalues $\lambda_{h}$ of $T$, and let $\Gamma \subset \Delta$ be a simple closed smooth curve with positive direction enclosing all the $\lambda_{h}$ in its interior. Then $\phi(T)$ is defined by the Dunford-Taylor integral

$$
\begin{equation*}
\phi(T)=-\frac{1}{2 \pi i} \int_{\Gamma} \phi(\zeta) R(\zeta) d \zeta=\frac{1}{2 \pi i} \int_{\Gamma} \phi(\zeta)(\zeta-T)^{-1} d \zeta . \tag{5.47}
\end{equation*}
$$

This is an analogue of the Cauchy integral formula ${ }^{1}$ in function theory. More generally, $\Gamma$ may consist of several simple closed curves $\Gamma_{k}$ with interiors $\Delta_{k}^{\prime}$ such that the union of the $\Delta_{k}^{\prime}$ contains all the eigenvalues of $T$. Note that (5.47) does not depend on $\Gamma$ as long as $\Gamma$ satisfies these conditions.

It is easily verified that (5.47) coincides with (3.18) when $\phi(\zeta)$ is a polynomial. It suffices to verify this for monomials $\phi(\zeta)=\zeta^{n}, n=0,1$, $2, \ldots$ The proof for the case $n=0$ is contained in (5.25). For $n \geqq 1$, write $\zeta^{n}=(\zeta-T+T)^{n}=(\zeta-T)^{n}+\cdots+T^{n}$ and substitute it into (5.47); all terms except the last vanish on integration by Cauchy's theorem, while the last term gives $T^{n}$.

Problem 5.19. If $\phi(\zeta)=\Sigma \alpha_{n} \zeta^{n}$ is an entire function, then $\phi(T)=\Sigma \alpha_{n} T^{n}$.
The correspondence $\phi(\zeta) \rightarrow \phi(T)$ is a homomorphism of the algebra of holomorphic functions on $\Delta$ into the algebra $\mathscr{B}(\mathrm{X})$ :

$$
\begin{align*}
& \phi(\zeta)=\alpha_{1} \phi_{1}(\zeta)+\alpha_{2} \phi_{2}(\zeta) \text { implies } \phi(T)=\alpha_{1} \phi_{1}(T)+\alpha_{2} \phi_{2}(T),  \tag{5.48}\\
& \phi(\zeta)=\phi_{1}(\zeta) \phi_{2}(\zeta) \text { implies } \phi(T)=\phi_{1}(T) \phi_{2}(T) .
\end{align*}
$$

[^25]This justifies the notation $\phi(T)$ for the operator defined by (5.47). The proof of (5.48) is obvious. For (5.49), it suffices to note that the proof is exactly the same as the proof of (5.17) for $n, m<0$ (so that $\eta_{n}+\eta_{m}-$ $-1=-1$ ). In fact (5.17) is a special case of (5.49) for $\phi_{1}(\zeta)=\zeta^{-n-1}$ and $\phi_{2}(\zeta)=\zeta^{-m-1}$.

The spectral representation of $\phi(T)$ is obtained by substitution of (5.23) into (5.47). If $T=\sum\left(\lambda_{h} P_{h}+D_{h}\right)$ is the spectral representation of $T$, the result is

$$
\begin{equation*}
\phi(T)=\sum_{h=1}^{s}\left[\phi\left(\lambda_{h}\right) P_{h}+D_{h}^{\prime}\right] \tag{5.50}
\end{equation*}
$$

where ${ }^{1}$

$$
\begin{equation*}
D_{h}^{\prime}=\phi^{\prime}\left(\lambda_{h}\right) D_{h}+\cdots+\frac{\phi^{\left(m_{h}-1\right)}\left(\lambda_{h}\right)}{\left(m_{h}-1\right)!} D_{h}^{m_{h}-1} \tag{5.51}
\end{equation*}
$$

Since the $D_{h}^{\prime}$ are nilpotents commuting with each other and with the $P_{k}$, it follows from the uniqueness of the spectral representation that (5.50) is the spectral representation of $\phi(T)$.

Thus $\phi(T)$ has the same eigenprojections $P_{h}$ as $T$, and the eigenvalues of $\phi(T)$ are $\phi\left(\lambda_{h}\right)$ with multiplicities $m_{h}$. Strictly speaking, these statements are true only if the $\phi\left(\lambda_{k}\right)$ are different from one another. If $\phi\left(\lambda_{1}\right)=\phi\left(\lambda_{2}\right)$, for example, we must say that $\phi\left(\lambda_{1}\right)$ is an eigenvalue of $\phi(T)$ with the eigenprojection $P_{1}+P_{2}$ and multiplicity $m_{1}+m_{2}$.

That the $\phi\left(\lambda_{h}\right)$ are exactly the eigenvalues of $\phi(T)$ is a special case of the so-called spectral mapping theorem.
(5.48) and (5.49) are to be supplemented by another functional relation

$$
\begin{equation*}
\phi(\zeta)=\phi_{1}\left(\phi_{2}(\zeta)\right) \text { implies } \quad \phi(T)=\phi_{1}\left(\phi_{2}(T)\right) . \tag{5.52}
\end{equation*}
$$

Here it is assumed that $\phi_{2}$ is holomorphic in a domain $\Delta_{2}$ of the sort stated before, whereas $\phi_{1}$ is holomorphic in a domain $\Delta_{1}$ containing all the eigenvalues $\phi_{2}\left(\lambda_{h}\right)$ of $S=\phi_{2}(T)$. This ensures that $\phi_{1}(S)$ can be constructed by

$$
\begin{equation*}
\phi_{1}(S)=\frac{1}{2 \pi i} \int_{\Gamma_{1}} \phi_{1}(z)(z-S)^{-1} d z \tag{5.53}
\end{equation*}
$$

where $\Gamma_{1}$ is a curve (or a union of curves) enclosing the eigenvalues $\phi_{2}\left(\lambda_{h}\right)$ of $S$. But we have

$$
\begin{equation*}
(z-S)^{-1}=\left(z-\phi_{2}(T)\right)^{-1}=\frac{1}{2 \pi i} \int_{\Gamma_{z}}\left(z-\phi_{2}(\zeta)\right)^{-1}(\zeta-T)^{-1} d \zeta \tag{5.54}
\end{equation*}
$$

for $z \in \Gamma_{1}$; this follows from (5.49) and the fact that both $z-\phi_{2}(\zeta)$ and $\left(z-\phi_{2}(\zeta)\right)^{-1}$ are holomorphic in $\zeta$ in an appropriate subdomain of $\Delta_{2}$ containing all the $\lambda_{h}$ (the curve $\Gamma_{2}$ should be taken in such a subdomain

[^26]so that the image of $\Gamma_{2}$ under $\phi_{2}$ lies inside $\Gamma_{1}$ ). Substitution of (5.54) into (5.53) gives
\[

$$
\begin{align*}
\phi_{1}(S) & =\left(\frac{1}{2 \pi i}\right)^{2} \iint_{\Gamma_{1}} \phi_{1}(z)\left(z-\phi_{2}(\zeta)\right)^{-1}(\zeta-T)^{-1} d \zeta d z  \tag{5.55}\\
& =\frac{1}{2 \pi i} \int_{\Gamma_{2}} \phi_{1}\left(\phi_{2}(\zeta)\right)(\zeta-T)^{-1} d \zeta=\phi(T)
\end{align*}
$$
\]

as we wished to show.
Example 5.20. As an application of the Dunford integral, let us define the logarithm

$$
\begin{equation*}
S=\log T \tag{5.56}
\end{equation*}
$$

of an operator $T \in \mathscr{B}(X)$, assuming that $T$ is nonsingular. We can take a simply connected domain $\Delta$ in the complex plane containing all the eigenvalues $\lambda_{h}$ of $T$ but not containing 0 . Let $\Gamma$ be a simple closed curve in $\Delta$ enclosing all the $\lambda_{k}$. Since $\phi(\zeta)=\log \zeta$ can be defined as a holomorphic function on $\Delta$, the application of (5.47) defines a function

$$
\begin{equation*}
S=\log T=\phi(T)=-\frac{1}{2 \pi i} \int_{\Gamma} \log \zeta R(\zeta) d \zeta \tag{5.57}
\end{equation*}
$$

Since $\exp (\log \zeta)=\zeta$, it follows from (5.52) that

$$
\begin{equation*}
\exp (\log T)=T \tag{5.58}
\end{equation*}
$$

It should be noted that the choice of the domain $\Delta$ and the function $\phi(\zeta)=\log \zeta$ is not unique. Hence there are different operators $\log T$ with the above porperties. In particular, each of the eigenvalues of $\log T$ with one choice may differ by an integral multiple of $2 \pi i$ from those with a different choice. If $m_{h}$ is the algebraic multiplicity of $\lambda_{h}$, it follows that

$$
\begin{align*}
\operatorname{tr}(\log T) & =\sum m_{h} \log \lambda_{h}+2 n \pi i, \quad n=\text { integer }  \tag{5.59}\\
\exp (\operatorname{tr}(\log T)) & =\Pi \lambda_{h}^{m_{h}}=\operatorname{det} T \tag{5.60}
\end{align*}
$$

## 7. Similarity transformations

Let $U$ be an operator from a vector space $\mathbf{X}$ to another one $\mathbf{X}^{\prime}$ such that $U^{-1} \in \mathscr{B}\left(X^{\prime}, X\right)$ exists (this implies that $\left.\operatorname{dim} X=\operatorname{dim} X^{\prime}\right)$. For an operator $T \in \mathscr{B}(\mathrm{X})$, the operator $T^{\prime} \in \mathscr{B}\left(\mathrm{X}^{\prime}\right)$ defined by

$$
\begin{equation*}
T^{\prime}=U T U^{-1} \tag{5.61}
\end{equation*}
$$

is said to result from $T$ by transformation by $U . T^{\prime}$ is said to be similar ${ }^{1}$ to $T$. $T^{\prime}$ has the same internal structure as $T$, for the one-to-one correspondence $u \rightarrow u^{\prime}=U u$ is invariant in the sense that $T u \rightarrow T^{\prime} u^{\prime}$ $=U T u$. If we choose bases $\left\{x_{j}\right\}$ and $\left\{x_{j}^{\prime}\right\}$ of X and $\mathrm{X}^{\prime}$, respectively, in such a way that $x_{j}^{\prime}=U x_{j}$, then $T$ and $T^{\prime}$ are represented by the same matrix.

[^27]If

$$
\begin{equation*}
T=\sum\left(\lambda_{h} P_{h}+D_{h}\right) \tag{5.62}
\end{equation*}
$$

is the spectral representation of $T$, then

$$
\begin{equation*}
T^{\prime}=\sum\left(\lambda_{h} P_{h}^{\prime}+D_{h}^{\prime}\right), \quad P_{h}^{\prime}=U P_{h} U^{-1}, \quad D_{h}^{\prime}=U D_{h} U^{-1} \tag{5.63}
\end{equation*}
$$

is the spectral representation of $T^{\prime}$.

## $\mathbb{\int}$ 6. Operators in unitary spaces

## 1. Unitary spaces

So far we have been dealing with general operators without introducing any special assumptions. In applications, however, we are often concerned with Hermitian or normal operators. Such notions are defined only in a special kind of normed space H , called a unitary space, in which is defined an inner product ( $u, v$ ) for any two vectors $u$, $v$. In this section we shall see what these notions add to our general results, especially in eigenvalue problems. We assume that $0<\operatorname{dim} \mathrm{H}<\infty$.

The inner product $(u, v)$ is complex-valued, (Hermitian) symmetric:

$$
\begin{equation*}
\overline{(u, v)}=(v, u) \tag{6.1}
\end{equation*}
$$

and sesquilinear, that is, linear in $u$ and semilinear in $v$. (6.1) implies that $(u, u)$ is always real; it is further assumed to be positive-definite:

$$
\begin{equation*}
(u, u)>0 \text { for } u \neq 0^{1} . \tag{6.2}
\end{equation*}
$$

We shall see in a moment that the inner product ( $u, v$ ) may be regarded as a special case of the scalar product defined between an element of a vector space and an element of its adjoint space. This justifies the use of the same symbol $(u, v)$ for the two quantities.

Since a unitary space $H$ is a vector space, there could be defined different norms in H . There exists, however, a distinguished norm in H (unitary norm) defined in terms of the inner product, and it is this one which is meant whenever we speak of the norm in a unitary space. [Of course any other possible norms are equivalent to this particular norm, see (1.20).] The unitary norm is given by

$$
\begin{equation*}
\|u\|=(u, u)^{1 / 2} . \tag{6.3}
\end{equation*}
$$

Obviously the first two of the conditions (1.18) for a norm are satisfied. Before verifying the third condition (triangle inequality), we note the Schwarz inequality

$$
\begin{equation*}
|(u, v)| \leqq\|u\|\|v\|, \tag{6.4}
\end{equation*}
$$

[^28]where equality holds if and only if $u$ and $v$ are linearly dependent. (6.4) follows, for example, from the identity
\[

$$
\begin{equation*}
\left\|\|v\|^{2} u-(u, v) v\right\|^{2}=\left(\|u\|^{2}\|v\|^{2}-|(u, v)|^{2}\right)\|v\|^{2} . \tag{6.5}
\end{equation*}
$$

\]

The triangle inequality is a consequence of (6.4): $\|u+v\|^{2}=(u+v$, $u+v)=\|u\|^{2}+2 \operatorname{Re}(u, v)+\|v\|^{2} \leqq\|u\|^{2}+2\|u\|\|v\|+\|v\|^{2}=(\|u\|+\|v\|)^{2}$.

Example 6.1. For numerical vectors $u=\left(\xi_{1}, \ldots, \xi_{N}\right)$ and $v=\left(\eta_{1}, \ldots, \eta_{N}\right)$ set

$$
\begin{equation*}
(u, v)=\sum \xi_{j} \bar{\eta}_{j}, \quad\|u\|^{2}=\Sigma\left|\xi_{j}\right|^{2} . \tag{6.6}
\end{equation*}
$$

With this inner product the space $\mathrm{C}^{N}$ of $N$-dimensional numerical vectors becomes a unitary space.

Problem 6.2. The unitary norm has the characteristic property

$$
\begin{equation*}
\|u+v\|^{2}+\|u-v\|^{2}=2\|u\|^{2}+2\|v\|^{2} . \tag{6.7}
\end{equation*}
$$

Problem 6.3. The inner product ( $u, v$ ) can be expressed in terms of the norm by

$$
\begin{equation*}
(u, v)=\frac{1}{4}\left(\|u+v\|^{2}-\|u-v\|^{2}+i\|u+i v\|^{2}-i\|u-i v\|^{2}\right) . \tag{6.8}
\end{equation*}
$$

Problem 6.4. For any pair $\left(\xi_{j}\right),\left(\eta_{j}\right)$ of numerical vectors, we have

$$
\begin{align*}
\left|\Sigma \xi_{j} \eta_{j}\right| & \leqq\left(\Sigma\left|\xi_{j}\right|^{2}\right)^{\frac{1}{2}}\left(\Sigma\left|\eta_{j}\right|^{2}\right)^{\frac{1}{2}}  \tag{6.9}\\
\left(\Sigma\left|\xi_{j}+\eta_{j}\right|^{2}\right)^{\frac{1}{2}} & \leqq\left(\Sigma\left|\xi_{j}\right|^{2}\right)^{\frac{1}{2}}+\left(\Sigma\left|\eta_{j}\right|^{2}\right)^{\frac{1}{2}}
\end{align*}
$$

## 2. The adjoint space

A characteristic property of a unitary space H is that the adjoint space $\mathrm{H}^{*}$ can be identified with H itself: $\mathrm{H}^{*}=\mathrm{H}$.

For any $u \in \mathrm{H}$ set $f_{u}[v]=(u, v)$. $f_{u}$ is a semilinear form on H so that $f_{u} \in \mathrm{H}^{*}$. The $\operatorname{map} u \rightarrow f_{u}$ is linear, for if $u=\alpha_{1} u_{1}+\alpha_{2} u_{2}$ then $f_{u}[v]$ $=(u, v)=\alpha_{1}\left(u_{1}, v\right)+\alpha_{2}\left(u_{2}, v\right)=\alpha_{1} f_{u_{1}}[v]+\alpha_{2} f_{u_{2}}[v]$ so that $f_{u}=\alpha_{1} f_{u_{1}}+$ $+\alpha_{2} f_{u_{\mathrm{i}}}$. Thus $u \rightarrow f_{u}=T u$ defines a linear operator $T$ on H to $\mathrm{H}^{*}$.
$T$ is isometric: $\|T u\|=\|u\|$. In fact $\|T u\|=\left\|f_{u}\right\|=\sup _{v} \mid(u, v)\|/\| v \|$ $=\|u\|$ by (2.22) [note the Schwarz inequality and $\left.(u, u)=\|u\|^{2}\right]$. In particular $T$ is one to one. Since $\operatorname{dim} \mathrm{H}^{*}=\operatorname{dim} \mathrm{H}$, it follows that $T$ maps $H$ onto the whole of $\mathrm{H}^{*}$ isometrically. This means that every $t \in \mathrm{H}^{*}$ has the form $f_{u}$ with a uniquely determined $u \in \mathrm{H}$ such that $\|f\|=\|u\|$. It is natural to identify $f$ with this $u$. It is in this sense that we identify $\mathrm{H}^{*}$ with H .

Since $(u, v)=f[v]=(f, v)$, the inner product $(u, v)$ is seen to coincide with the scalar product $(f, v)$.

We can now take over various notions defined for the scalar product to the inner product (see $\S 2.2$ ). If ( $u, v$ ) = 0 we write $u \perp v$ and say that $u, v$ are mutually orthogonal (or perpendicular). $u$ is orthogonal to a subset S of H , in symbol $u \perp \mathrm{~S}$, if $u \perp v$ for all $v \in \mathrm{~S}$. The set of all $u \in \mathrm{H}$ such that $u \perp \mathbf{S}$ is the annihilator of S and is denoted by $\mathrm{S}^{\perp}$. Two subsets $S, S^{\prime}$ of $H$ are orthogonal, in symbol $S \perp S^{\prime}$, if every $u \in S$ and every $v \in \mathbf{S}^{\prime}$ are orthogonal.

Problem 6.5. $(u, v)$ is a continuous function of $u, v$.
Problem 6.6. The Pythagorean theorem:

$$
\begin{equation*}
\|u+v\|^{2}=\|u\|^{2}+\|v\|^{2} \quad \text { if } \quad u \perp v . \tag{6.10}
\end{equation*}
$$

Problem 6.7. $u \perp S$ implies $u \perp M$ where $M$ is the span of $S . S \perp$ is a linear manifold and $S \perp=M \perp$.

Consider two unitary spaces H and $\mathrm{H}^{\prime}$. A complex-valued function $\mathfrak{t}\left[u, u^{\prime}\right]$ defined for $u \in \mathrm{H}$ and $u^{\prime} \in \mathrm{H}^{\prime}$ is called a sesquilinear form on $H \times H^{\prime}$ if it is linear in $u$ and semilinear in $u^{\prime}$. If in particular $H^{\prime}=H$, we speak of a sesquilinear form on $H$. The inner product of $H$ is a special case of a sesquilinear form on $H$. For a general sesquilinear form $\mathfrak{t}[u, v]$ on H , there is no relation between $\mathfrak{t}[u, v]$ and $\mathfrak{t}[v, u]$ so that the quadratic form $\mathfrak{t}[u] \equiv \mathfrak{t}[u, u]$ need not be real-valued. In any case, however, we have the relation (polarization principle)

$$
\begin{equation*}
\mathfrak{t}[u, v]=\frac{1}{4}(\mathbf{t}[u+v]-\mathbf{t}[u-v]+i \mathfrak{t}[u+i v]-i \mathfrak{t}[u-i v]) \tag{6.11}
\end{equation*}
$$

similar to (6.8). Thus the sesquilinear form $\mathfrak{t}[u, v]$ is determined by the associated quadratic form $\mathfrak{t}[u]$. In particular $\mathfrak{t}[u, v]=0$ identically if $\mathfrak{t}[u]=0$ identically. $\mathfrak{t}[u, v]$ is called the polar form of $\mathfrak{t}[u]$.

Problem 6.8. If $|\mathrm{t}[u]| \leqq M\|u\|^{2}$ for all $u \in \mathrm{H}$, then $|\mathrm{t}[u, v]| \leqq 2 M\|u\|\|v\|$.
Problem 6.9. If $T$ is a linear operator on H to $\mathrm{H}^{\prime},\|T u\|^{2}$ is a quadratic form on H with the polar form ( $T u, T v$ ).

Remark 6.10. The validity of (6.11) is closely related to the existence of the scalar $i$. The quadratic form $\mathfrak{t}[u]$ does not determine $\mathfrak{t}[u, v]$ in a real vector space.

## 3. Orthonormal families

A family of vectors $x_{1}, \ldots, x_{n} \in \mathrm{H}$ is called an orthogonal family if any two elements of this family are orthogonal. It is said to be orthonormal if, in addition, each vector is normalized:

$$
\begin{equation*}
\left(x_{j}, x_{k}\right)=\delta_{j k} \tag{6.12}
\end{equation*}
$$

As is easily seen, the vectors of an orthonormal family are linearly independent. An orthonormal family $\left\{x_{1}, \ldots, x_{n}\right\}$ is complete if $n=N$ $=\operatorname{dim} \mathrm{H}$. Thus it is a basis of H , called an orthonormal basis.

Let $M$ be the span of an orthonormal family $\left\{x_{1}, \ldots, x_{n}\right\}$. For any $u \in H$, the vector

$$
\begin{equation*}
u^{\prime}=\sum_{j=1}^{n}\left(u, x_{j}\right) x_{j} \tag{6.13}
\end{equation*}
$$

has the property that $u^{\prime} \in M, u-u^{\prime} \in M \perp . u^{\prime}$ is called the orthogonal projection (or simply the projection) of $u$ on M . The Pythagorean theorem
(6.10) gives

$$
\begin{equation*}
\|u\|^{2}=\left\|u^{\prime}\right\|^{2}+\left\|u-u^{\prime}\right\|^{2}=\sum_{j=1}^{n}\left|\left(u, x_{j}\right)\right|^{2}+\left\|u-u^{\prime}\right\|^{2} \tag{6.14}
\end{equation*}
$$

and hence

$$
\begin{equation*}
\sum_{j=1}^{n}\left|\left(u, x_{j}\right)\right|^{2} \leqq\|u\|^{2} \quad \text { (Bessel's inequality) } \tag{6.15}
\end{equation*}
$$

For any linearly independent vectors $u_{1}, \ldots, u_{n}$, it is possible to construct an orthonormal family $x_{1}, \ldots, x_{n}$ such that for each $k=1$, $\ldots, n$, the $k$ vectors $x_{1}, \ldots, x_{k}$ span the same linear manifold as the $k$ vectors $u_{1}, \ldots, u_{k}$. This is proved by induction on $k$. Suppose that $x_{1}$, $\ldots, x_{k-1}$ have been constructed. If $M_{k-1}$ denotes the span of $x_{1}, \ldots, x_{k-1}$, then by hypothesis $M_{k-1}$ is identical with the span of $u_{1}, \ldots, u_{k-1}$. Set $u_{k}^{\prime \prime}=u_{k}-u_{k}^{\prime}$ where $u_{k}^{\prime}$ is the projection of $u_{k}$ on $\mathrm{M}_{k-1}$ (if $k=1$ set $u_{1}^{\prime \prime}=u_{1}$ ). The linear independence of the $u_{j}$ implies that $u_{k}^{\prime \prime} \neq 0$. Set $x_{k}=\left\|u_{k}^{\prime \prime}\right\|^{-1} u_{k}^{\prime \prime}$. Then the vectors $x_{1}, \ldots, x_{k}$ satisfy the required conditions. The construction described here is called the Schmidt orthogonalization process.

Since every linear manifold M of H has a basis $\left\{u_{j}\right\}$, it follows that M has an orthonormal basis $\left\{x_{j}\right\}$. In particular there exists a complete orthonormal family in H . An arbitrary vector $x_{1}$ with $\left\|x_{1}\right\|=1$ can be the first element of an orthonormal basis of H .

It follows also that any $u \in \mathrm{H}$ has an orthogonal projection $u^{\prime}$ on a given linear manifold M. $u^{\prime}$ is determined uniquely by the property that $u^{\prime} \in M$ and $u^{\prime \prime}=u-u^{\prime} \in M^{\perp}$. Thus H is the direct sum of M and $\mathrm{M}^{\perp}$ :

$$
\begin{equation*}
H=M \oplus M^{\perp} . \tag{6.16}
\end{equation*}
$$

In this sense $M \perp$ is called the orthogonal complement of $M$. We have

$$
\begin{equation*}
\mathbf{M}^{\perp \perp}=\mathbf{M}, \quad \operatorname{dim} \mathbf{M}^{\perp}=N-\operatorname{dim} \mathbf{M} . \tag{6.17}
\end{equation*}
$$

When $N \subset M, M \cap N^{\perp}$ is also denoted by $M \ominus N$; it is the set of all $u \in M$ such that $u \perp \mathrm{~N}$.

In the particular case $M=H$, we have $M^{\perp}=0$ and so $u^{\prime \prime}=0$. Thus (6.13) gives

$$
\begin{equation*}
u=\sum_{j=1}^{N}\left(u, x_{j}\right) x_{j} . \tag{6.18}
\end{equation*}
$$

This is the expansion of $u$ in the orthonormal basis $\left\{x_{j}\right\}$. Multiplication of (6.18) from the right by $v$ gives

$$
\begin{equation*}
(u, v)=\sum_{j}\left(u, x_{j}\right)\left(x_{j}, v\right)=\sum_{j}\left(u, x_{j}\right) \overline{\left(v, x_{j}\right)} . \tag{6.19}
\end{equation*}
$$

In particular

$$
\begin{equation*}
\left.\|u\|^{2}=\sum_{j} \mid\left(u, x_{j}\right)^{2} \quad \text { (Parseval's equality }\right) . \tag{6.20}
\end{equation*}
$$

The following lemma will be required later.
Lemma 6.11. Let $\mathrm{M}, \mathrm{M}^{\prime}$ be two linear manifolds of H with dimensions $n, n^{\prime}$ respectively. Then $\operatorname{dim}\left(M^{\prime} \cap M^{\perp}\right) \geqq n^{\prime}-n$.

This follows from (1.10) in view of the relations $\operatorname{dim} \mathrm{M}^{\prime}=n^{\prime}, \operatorname{dim} \mathrm{M}^{\perp}$ $=N-n, \operatorname{dim}\left(\mathrm{M}^{\prime}+\mathrm{M}^{\perp}\right) \leqq N$.

Let $\left\{x_{j}\right\}$ be a (not necessarily orthonormal) basis of H. The adjoint basis $\left\{e_{j}\right\}$ is a basis of $\mathrm{H}^{*}=\mathrm{H}$ satisfying the relations

$$
\begin{equation*}
\left(e_{j}, x_{k}\right)=\delta_{j k} \tag{6.21}
\end{equation*}
$$

(see $\S 2.3$ ). $\left\{x_{j}\right\}$ and $\left\{e_{j}\right\}$ are also said to form a biorthogonal family of elements of H . The basis $\left\{x_{j}\right\}$ is selfadjoint if $e_{j}=x_{j}, j=1, \ldots, N$. Thus a basis of H is selfadjoint if and only if it is orthonormal.

## 4. Linear operators

Consider a linear operator $T$ on a unitary space H to another unitary space $\mathrm{H}^{\prime}$. We recall that the norm of $T$ is defined by $\|T\|=\sup \|T u\| /\|u\|$ $=\sup \left|\left(T u, u^{\prime}\right)\right| /\|u\|\left\|u^{\prime}\right\|$ [see (4.1), (4.2)].

The function

$$
\begin{equation*}
\mathfrak{t}\left[u, u^{\prime}\right]=\left(T u, u^{\prime}\right) \tag{6.22}
\end{equation*}
$$

is a sesquilinear form on $\mathrm{H} \times \mathrm{H}^{\prime}$. Conversely, an arbitrary sesquilinear form $\mathfrak{t}\left[u, u^{\prime}\right]$ on $\mathrm{H} \times \mathrm{H}^{\prime}$ can be expressed in this form by a suitable choice of an operator $T$ on H to $\mathrm{H}^{\prime}$. Since $\mathfrak{t}\left[u, u^{\prime}\right]$ is a semilinear form on $\mathrm{H}^{\prime}$ for a fixed $u$, there exists a unique $w^{\prime} \in \mathrm{H}^{\prime}$ such that $\mathfrak{t}\left[u, u^{\prime}\right]=\left(w^{\prime}, u^{\prime}\right)$ for all $u^{\prime} \in \mathrm{H}^{\prime}$. Since $w^{\prime}$ is determined by $u$, we can define a function $T$ by setting $w^{\prime}=T u$. It can be easily seen that $T$ is a linear operator on H to $\mathrm{H}^{\prime}$. If in particular t is a sesquilinear form on $\mathrm{H}\left(\mathrm{H}^{\prime}=\mathrm{H}\right)$, then $T$ is a linear operator on H to itself.

In the same way, $\mathfrak{t}\left[u, u^{\prime}\right]$ can also be expressed in the form

$$
\begin{equation*}
\mathfrak{t}\left[u, u^{\prime}\right]=\left(u, T^{*} u^{\prime}\right), \tag{6.23}
\end{equation*}
$$

where $T^{*}$ is a linear operator on $\mathrm{H}^{\prime}$ to H , called the adjoint (operator) of $T$. $T^{*}$ coincides with the adjoint operator defined in § 3.6 by the identification of $\mathrm{H}^{*}, \mathrm{H}^{\prime *}$ with $\mathrm{H}, \mathrm{H}^{\prime}$ respectively.
$T^{*} T$ is a linear operator on H to itself. The relation

$$
\begin{equation*}
\left(u, T^{*} T v\right)=\left(T^{*} T u, v\right)=(T u, T v) \tag{6.24}
\end{equation*}
$$

shows that $T^{*} T$ is the operator associated with the sesquilinear form ( $T u, T v$ ) on H . Note that the first two members of (6.24) are the inner product in H while the last is that in $\mathrm{H}^{\prime}$. It follows from (6.24) and (4.2) that $\left\|T^{*} T\right\|=\sup |(T u, T v)| /\|u\|\|v\| \geqq \sup \|T u\|^{2} /\|u\|^{2}=\|T\|^{2}$. Since,
on the other hand, $\left\|T^{*} T\right\| \leqq\left\|T^{*}\right\|\|T\|=\|T\|^{2}$, we have

$$
\begin{equation*}
\left\|T^{*} T\right\|=\|T\|^{2} . \tag{6.25}
\end{equation*}
$$

In particular, $T^{*} T=0$ implies $T=0$.
Problem 6.12. $\mathrm{N}\left(T^{*} T\right)=\mathrm{N}(T)$.
Problem 6.13. We have the polarization principle for an operator $T$ on H to H

$$
\begin{align*}
(T u, v)= & \frac{1}{4}[(T(u+v), u+v)-(T(u-v), u-v)+  \tag{6.26}\\
& +i(T(u+i v), u+i v)-i(T(u-i v), u-i v)]
\end{align*}
$$

Problem 6.14. If $T$ is an operator on H to itself, $(T u, u)=0$ for all $u$ implies $T=0$.

The matrix representation of an operator is related to a pair of adjoint bases in the domain and range spaces [see (3.10)]. This suggests that the choice of selfadjoint (orthonormal) bases is convenient for the matrix representation of operators between unitary spaces.

Let $T$ be an operator from a unitary space H to another one $\mathrm{H}^{\prime}$ and let $\left\{x_{k}\right\},\left\{x_{j}^{\prime}\right\}$ be orthonormal bases of $\mathrm{H}, \mathrm{H}^{\prime}$, respectively. The matrix elements of $T$ for these bases are then

$$
\begin{equation*}
\tau_{j k}=\left(T x_{k}, x_{j}^{\prime}\right)=\left(x_{k}, T^{*} x_{j}^{\prime}\right), \tag{6.27}
\end{equation*}
$$

as is seen from (3.10) by setting $f_{j}=x_{j}^{\prime}$. More directly, (6.27) follows from the expansion

$$
\begin{equation*}
T x_{k}=\sum_{j}\left(T x_{k}, x_{j}^{\prime}\right) x_{j}^{\prime} \tag{6.28}
\end{equation*}
$$

Recall that if $\mathrm{H}^{\prime}=\mathrm{H}$ it is the convention to take $x_{j}^{\prime}=x_{j}$.
Problem 6.15. If $\left\{x_{k}\right\}$ is an orthonormal basis of H and if $T$ is an operator on H to itself,

$$
\begin{equation*}
\operatorname{tr} T=\sum_{k}\left(T x_{k}, x_{k}\right) . \tag{6.29}
\end{equation*}
$$

The matrix of $T^{*}$ with respect to the same pair of bases $\left\{x_{j}^{\prime}\right\},\left\{x_{k}\right\}$ is given by $\tau_{k j}^{*}=\left(T^{*} x_{j}^{\prime}, x_{k}\right)$. Comparison with (6.27) gives

$$
\begin{equation*}
\tau_{k j}^{*}=\overline{\tau_{j k}} . \tag{6.30}
\end{equation*}
$$

Thus the matrices of $T$ and $T^{*}$ (for the same pair of orthogonal bases) are Hermitian conjugate to each other.

## 5. Symmetric forms and symmetric operators

A sesquilinear form $\mathfrak{t}[u, v]$ on a unitary space H is said to be symmetric if

$$
\begin{equation*}
\mathfrak{t}[v, u]=\overline{\mathrm{t}[u, v]} \text { for all } u, v \in \mathrm{H} . \tag{6.31}
\end{equation*}
$$

If $\mathfrak{t}[u, v]$ is symmetric, the associated quadratic form $\mathfrak{t}[u]$ is real-valued. The converse is also true, as is seen from (6.11).

A symmetric sesquilinear form (or the associated quadratic form) $t$ is nonnegative (in symbol $\mathfrak{t} \geqq 0$ ) if $\mathfrak{t}[u] \geqq 0$ for all $u$, and positive if $\mathfrak{t}[u]>0$ for $u \neq 0$. The Schwarz and triangle inequalities are true for any nonnegative form as for the inner product (which is a special positive sesquilinear form):

$$
\begin{align*}
|\mathfrak{t}[u, v]| & \leqq \mathfrak{t}[u]^{1 / 2} \mathfrak{t}[v]^{1 / 2} \leqq \frac{1}{2}(\mathfrak{t}[u]+\mathfrak{t}[v]), \\
\mathfrak{t}[u+v]^{1 / 2} & \leqq \mathfrak{t}[u]^{1 / 2}+\mathfrak{t}[v]^{1 / 2},  \tag{6.32}\\
\mathfrak{t}[u+v] & \leqq 2 \mathfrak{t}[u]+2 \mathfrak{t}[v] .
\end{align*}
$$

Note that strict positivity was not used in the proof of similar inequalities for the inner product.

The lower bound $\gamma$ of a symmetric form t is defined as the largest real number such that $\mathrm{t}[u] \geqq \gamma\|u\|^{2}$. The upper bound $\gamma^{\prime}$ is defined similarly: We have

$$
\begin{equation*}
|t[u, v]| \leqq M\|u\|\|v\|, \quad M=\max \left(|\gamma|,\left|\gamma^{\prime}\right|\right) . \tag{6.33}
\end{equation*}
$$

To see this, we note that the value $\mathrm{t}[u, v]$ under consideration may be assumed to be real, for (6.33) is unchanged by multiplying $u$ with a scalar of absolute value one. Since $t[u]$ is real-valued, we see from (6.11) that $\mathfrak{t}[u, v]=4^{-1}(\mathfrak{t}[u+v]-\mathfrak{t}[u-v])$. Since $|\mathfrak{t}[u]| \leqq M\|u\|^{2}$ for all $u$, it follows that $|\mathrm{t}[u, v]| \leqq 4^{-1} M\left(\|u+v\|^{2}+\|u-v\|^{2}\right)=2^{-1} M\left(\|u\|^{2}+\|v\|^{2}\right)$. Replacement of $u, v$ respectively by $\alpha u, v / \alpha$, with $\alpha^{2}=\|v\| /\|u\|$, yields (6.33).

The operator $T$ associated with a symmetric form $\mathfrak{t}[u, v]$ according to (6.22) has the property that

$$
\begin{equation*}
T^{*}=T \tag{6.34}
\end{equation*}
$$

by (6.22), (6.23) and (6.31). An operator $T$ on H to itself satisfying (6.34) is said to be (Hermitian) symmetric or selfadjoint. Conversely, a symmetric operator $T$ determines a symmetric form $\mathfrak{t}[u, v]=(T u, v)$ on H . Thus $(T u, u)$ is real for all $u \in \mathrm{H}$ if and only if $T$ is symmetric. A symmetric operator $T$ is nonnegative (positive) if the associated form is nonnegative (positive). For a nonnegative symmetric operator $T$ we have the following inequalities corresponding to (6.32):

$$
\begin{align*}
|(T u, v)| & \leqq(T u, u)^{1 / 2}(T v, v)^{1 / 2},  \tag{6.35}\\
(T(u+v), u+v)^{1 / 2} & \leqq(T u, u)^{1 / 2}+(T v, v)^{1 / 2} .
\end{align*}
$$

We write $T \geqq 0$ to denote that $T$ is nonnegative symmetric. More generally, we write

$$
\begin{equation*}
T \geqq S \quad \text { or } \quad S \leqq T \tag{6.36}
\end{equation*}
$$

if $S, T$ are symmetric operators such that $T-S \geqq 0$. The upper and lower bounds of the quadratic form ( $T u, u$ ) are called the upper and lower bounds of the symmetric operator $T$.

Problem 6.16. If $T$ is symmetric, $\alpha T+\beta$ is symmetric for real $\alpha, \beta$. More generally, $p(T)$ is symmetric for any polynomial $p$ with real coefficients.

Problem 6.17. For any linear operator $T$ on $\mathrm{H}^{\text {to }} \mathrm{H}^{\prime}\left(\mathrm{H}, \mathrm{H}^{\prime}\right.$ being unitary spaces $)$, $T^{*} T$ and $T T^{*}$ are nonnegative symmetric operators in H and $\mathrm{H}^{\prime}$, respectively.

Problem 6.18. If $T$ is symmetric, then $T^{2} \geqq 0 ; T^{2}=0$ if and only if $T=0$. If $T$ is symmetric and $T^{n}=0$ for some positive integer $n$, then $T=0$.

Problem 6.19. $R \leqq S$ and $S \leqq T$ imply $R \leqq T . S \leqq T$ and $S \geqq T$ imply $S=T$.

## 6. Unitary, isometric and normal operators

Let H and $\mathrm{H}^{\prime}$ be unitary spaces. An operator $T$ on H to $\mathrm{H}^{\prime}$ is said to be isometric $^{1}$ if

$$
\begin{equation*}
\|T u\|=\|u\| \quad \text { for every } \quad u \in H . \tag{6.37}
\end{equation*}
$$

This is equivalent to $\left(\left(T^{*} T-1\right) u, u\right)=0$ and therefore (see Problem 6.14)

$$
\begin{equation*}
T^{*} T=1 \tag{6.38}
\end{equation*}
$$

This implies that

$$
\begin{equation*}
(T u, T v)=(u, v) \quad \text { for every } \quad u, v \in \mathrm{H} . \tag{6.39}
\end{equation*}
$$

An isometric operator $T$ is said to be unitary if the range of $T$ is the whole space $\mathrm{H}^{\prime}$. Since (6.37) implies that the mapping by $T$ is one to one, it is necessary for the existence of a unitary operator on H to $\mathrm{H}^{\prime}$ that $\operatorname{dim} \mathrm{H}^{\prime}$ $=\operatorname{dim} H$. Conversely, if $\operatorname{dim} \mathrm{H}^{\prime}=\operatorname{dim} \mathrm{H}<\infty$ any isometric operator on H to $\mathrm{H}^{\prime}$ is unitary. As we shall see later, this is not true for infinitedimensional spaces.

Problem 6.20. A $T \in \mathscr{B}\left(H, H^{\prime}\right)$ is unitary if and only if $T^{-1} \in \mathscr{B}\left(\mathrm{H}^{\prime}, \mathrm{H}\right)$ exists and

$$
\begin{equation*}
T^{-1}=T^{*} \tag{6.40}
\end{equation*}
$$

Problem 6.21. $T$ is unitary if and only if $T^{*}$ is.
Problem 6.22. If $T \in \mathscr{B}\left(\mathrm{H}^{\prime}, \mathrm{H}^{\prime \prime}\right)$ and $S \in \mathscr{B}\left(\mathrm{H}, \mathrm{H}^{\prime}\right)$ are isometric, $T S \in \mathscr{B}\left(\mathrm{H}, \mathrm{H}^{\prime \prime}\right)$ is isometric. The same is true if "isometric" is replaced by "unitary".

Symmetric operators and unitary operators on a unitary space into itself are special cases of normal operators. $T \in \mathscr{B}(\mathrm{H})$ is said to be normal if $T$ and $T^{*}$ commute:

$$
\begin{equation*}
T^{*} T=T T^{*} \tag{6.41}
\end{equation*}
$$

This is equivalent to (again note Problem 6.14)

$$
\begin{equation*}
\left\|T^{*} u\right\|=\|T u\| \text { for all } u \in \mathrm{H} . \tag{6.42}
\end{equation*}
$$

[^29]An important property of a normal operator $T$ is that

$$
\begin{equation*}
\left\|T^{n}\right\|=\|T\|^{n}, \quad n=1,2, \ldots . \tag{6.43}
\end{equation*}
$$

This implies in particular that (spr denotes the spectral radius, see § 4.2)

$$
\begin{equation*}
\operatorname{spr} T=\|T\| . \tag{6.44}
\end{equation*}
$$

To prove (6.43), we begin with the special case in which $T$ is symmetric. We have then $\left\|T^{2}\right\|=\|T\|^{2}$ by (6.25). Since $T^{2}$ is symmetric, we have similarly $\left\|T^{4}\right\|=\left\|T^{2}\right\|^{2}=\|T\|^{4}$. Proceeding in the same way, we see that (6.43) holds for $n=2^{m}, m=1,2, \ldots$. Suppose now that $T$ is normal but not necessarily symmetric. Again by (6.25) we have $\left\|T^{n}\right\|^{2}$ $=\left\|T^{n *} T^{n}\right\|$. But since $T^{n *} T^{n}=\left(T^{*} T\right)^{n}$ by (6.41) and $T^{*} T$ is symmetric, we have $\left\|T^{n}\right\|^{2}=\left\|\left(T^{*} T\right)^{n}\right\|=\left\|T^{*} T\right\|^{n}=\|T\|^{2 n}$ for $n=2^{m}$. This proves (6.43) for $n=2^{m}$. For general $n$, we take an $m$ such that $2^{m}-n=r \geqq 0$. Since (6.43) has been proved for $n$ replaced by $n+r$ $=2^{m}$, we have $\|T\|^{n+r}=\left\|T^{n+r}\right\| \leqq\left\|T^{n}\right\|\left\|T^{r}\right\| \leqq\left\|T^{n}\right\|\|T\|^{r}$ or $\|T\|^{n} \leqq$ $\leqq\left\|T^{n}\right\|$. But since the opposite inequality is obvious, (6.43) follows.

Problem 6.23. If $T$ is normal, $p(T)$ is normal for any polynomial $p$.
Problem 6.24. $T^{-1}$ is normal if $T$ is normal and nonsingular.
Problem 6.25. If $T$ is normal, $T^{n}=0$ for some integer $n$ implies $T=0$. In other words, a normal operator $T$ is nilpotent if and only if $T=0$.

## 7. Projections

An important example of a symmetric operator is an orthogonal projection. Consider a subspace M of H and the decomposition $\mathrm{H}=\mathrm{M} \oplus$ $\oplus \mathrm{M}^{\perp}$ [see (6.16)]. The projection operator $P=P_{M}$ on M along $\mathrm{M} \perp$ is called the orthogonal projection on M. $P$ is symmetric and nonnegative, for (with the notation of par. 3)

$$
\begin{equation*}
(P u, u)=\left(u^{\prime}, u^{\prime}+u^{\prime \prime}\right)=\left(u^{\prime}, u^{\prime}\right) \geqq 0 \tag{6.45}
\end{equation*}
$$

in virtue of $u^{\prime} \perp u^{\prime \prime}$. Thus

$$
\begin{equation*}
P^{*}=P, \quad P \geqq 0, \quad P^{2}=P . \tag{6.46}
\end{equation*}
$$

Conversely, it is easy to see that a symmetric, idempotent operator $P \in \mathscr{B}(\mathrm{H})$ is an orthogonal projection on $M=\mathrm{R}(P)$.

Problem 6.26. 1-P is an orthogonal projection with $P$. If $P$ is an orthogonal projection, we have

$$
\begin{equation*}
0 \leqq P \leqq 1^{1},\|P\|=1 \text { if } P \neq 0 . \tag{6.47}
\end{equation*}
$$

Problem 6.27. $\left\|\left(1-P_{M}\right) u\right\|=\operatorname{dist}(u, M), \quad u \in \mathrm{H}$.

[^30]Problem 6.28. $M \perp N$ is equivalent to $P_{M} P_{N}=0$. The following three conditions are equivalent: $M \supset \mathrm{~N}, P_{\mathrm{M}} \geqq P_{\mathrm{N}}, P_{\mathrm{M}} P_{\mathrm{N}}=P_{\mathrm{N}}$.

Let $P_{1}, \ldots, P_{n}$ be orthogonal projections such that

$$
\begin{equation*}
P_{j} P_{k}=\delta_{j k} P_{j} \tag{6.48}
\end{equation*}
$$

Then their sum

$$
\begin{equation*}
P=\sum_{j=1}^{n} P_{j} \tag{6.49}
\end{equation*}
$$

is also an orthogonal projection, of which the range is the direct sum of the ranges of the $P_{j}$.

Orthogonal projections are special kinds of projections. We can of course consider more general "oblique" projections in a unitary space $H$. Let $\mathrm{H}=\mathrm{M} \oplus \mathrm{N}$ with $\mathrm{M}, \mathrm{N}$ not necessarily orthogonal, and let $P$ be the projection on $M$ along $N$. Then $P^{*}$ is the projection on $N \perp$ along $M \perp$ [see (3.43)].

Problem 6.29. $\|P\| \geqq 1$ for a projection $P \neq 0 ;\|P\|=1$ holds if and only if $P$ is an orthogonal projection. [hint for "only if" part: Let $u \in N \perp$. Then $u \perp(1-P) u$. Apply the Pythagorean theorem to obtain $\|P u\|^{2}=\|u\|^{2}+\|(1-P) u\|^{2}$. From this and $\|P\|=1$ deduce $N \perp\left(M\right.$. Consider $P^{*}$ to deduce the opposite inclusion.]

Problem 6.30. A normal projection is orthogonal.
Problem 6.31. If $P$ is a projection in a unitary space with $0 \neq P \neq 1$, then $\|P\|=\|1-P\|^{1}$.

## 8. Pairs of projections

Let us now consider a pair $P, Q$ of projections in H and recall the results of $\S 4.6$ that $\mathrm{R}(P)$ and $\mathrm{R}(Q)$ are isomorphic if $P-Q$ is sufficiently small. A new result here is that the operator $U$ given by (4.38) is unitary if $P, Q$ are orthogonal projections. This is seen by noting that $U^{\prime *}=V^{\prime}$ and $R^{*}=R$ [see (4.36) and (4.33)], which imply $U^{*}=V=U^{-1}$. Thus

Theorem 6.32. Two orthogonal projections $P, Q$ such that $\|P-Q\|<1$ are unitarily equivalent, that is, there is a unitary operator $U$ with the property $Q=U P U^{-1}$.

Problem 6.33. $\|P-Q\| \leqq 1$ for any pair $P, Q$ of orthogonal projections [see (4.34)].

A similar but somewhat deeper result is given by the following theorem.

Theorem 6.34. ${ }^{2}$ Let $P, Q$ be two orthogonal projections with $M=\mathbf{R}(P)$, $\mathrm{N}=\mathbf{R}(Q)$ such that

$$
\begin{equation*}
\|(1-Q) P\|=\delta<1 . \tag{6.50}
\end{equation*}
$$

${ }^{1}$ See T. Kato [13].
${ }^{2}$ See T. Kato [12], Lemma 221. This theorem is true even for $\operatorname{dim} \mathrm{H}=\infty$. A similar but slightly weaker result was given earlier by Akhiezer and Glazman【1】, § 34.

Then there are the following alternatives. Either
i) $Q$ maps M onto N one to one and bicontinuously, and

$$
\begin{equation*}
\|P-Q\|=\|(1-P) Q\|=\|(1-Q) P\|=\delta ; \quad \text { or } \tag{6.51}
\end{equation*}
$$

ii) $Q$ maps M onto a proper subspace $\mathrm{N}_{0}$ of N one to one and bicontinuously and, if $Q_{0}$ is the orthogonal projection on $\mathrm{N}_{0}$,

$$
\begin{align*}
\left\|P-Q_{0}\right\|=\left\|(1-P) Q_{0}\right\| & =\left\|\left(1-Q_{0}\right) P\right\|=\|(1-Q) P\|=\delta, \\
\|P-Q\| & =\|(1-P) Q\|=1 . \tag{6.52}
\end{align*}
$$

Proof. For any $u \in M$, we have $\|u-Q u\|=\|(1-Q) P u\| \leqq \delta\|u\|$ so that $\|Q u\| \geqq(1-\delta)\|u\|$. Thus the mapping $u \rightarrow Q u$ of $M$ into N is one to one and bicontinuous (continuous with its inverse mapping). Therefore, the image $Q M=N_{0}$ of this mapping is a closed subspace of $N$. Let $Q_{0}$ be the orthogonal projection on $\mathrm{N}_{0}$.

For any $w \in \mathrm{H}, Q_{0} w$ is in $\mathrm{N}_{0}$ and hence $Q_{0} w=Q u$ for some $u \in \mathrm{M}$. If $Q_{0} w \neq 0$ then $u \neq 0$ and, since $(1-P) u=0$,

$$
\begin{align*}
\left\|(1-P) Q_{0} w\right\| & =\|(1-P) Q u\|=\left\|(1-P)\left(Q u-\|Q u\|^{2}\|u\|^{-2} u\right)\right\| \\
& \leqq\left\|\left(Q u-\|Q u\|^{2}\|u\|^{-2} u\right)\right\| . \tag{6.53}
\end{align*}
$$

Hence

$$
\begin{align*}
& \left\|(1-P) Q_{0} w\right\|^{2} \leqq\|Q u\|^{2}-\|Q u\|^{4}\|u\|^{-2}=  \tag{6.54}\\
& \quad=\|Q u\|^{2}\|u\|^{-2}\left(\|u\|^{2}-\|Q u\|^{2}\right)=\|u\|^{-2}\left\|Q_{0} w\right\|^{2}\|(1-Q) u\|^{2} \leqq \\
& \leqq\|u\|^{-2}\|w\|^{2}\|(1-Q) P u\|^{2} \leqq \delta^{2}\|w\|^{2} .
\end{align*}
$$

This inequality is true even when $Q_{0} w=0$. Hence

$$
\begin{equation*}
\left\|(1-P) Q_{0}\right\| \leqq \delta=\|(1-Q) P\| . \tag{6.55}
\end{equation*}
$$

For any $w \in H$, we have now

$$
\begin{align*}
\left\|\left(P-Q_{0}\right) w\right\|^{2} & =\left\|\left(1-Q_{0}\right) P w-Q_{0}(1-P) w\right\|^{2}  \tag{6:56}\\
& =\left\|\left(1-Q_{0}\right) P w\right\|^{2}+\left\|Q_{0}(1-P) w\right\|^{2}
\end{align*}
$$

since the ranges of $1-Q_{0}$ and $Q_{0}$ are orthogonal. Noting that $P=P^{2}$ and $1-P=(1-P)^{2}$, we see from (6.56) that

$$
\begin{equation*}
\left\|\left(P-Q_{0}\right) w\right\|^{2} \leqq\left\|\left(1-Q_{0}\right) P\right\|^{2}\|P w\|^{2}+\left\|Q_{0}(1-P)\right\|^{2}\|(1-P) w\|^{2} . \tag{6.57}
\end{equation*}
$$

Since $Q_{0} P=Q_{0} Q P=Q P$ by the definition of $Q_{0}$, we have $\left\|\left(1-Q_{0}\right) P\right\|$ $=\|(1-Q) P\|=\delta$, and $\left\|Q_{0}(1-P)\right\|=\left\|\left(Q_{0}(1-P)\right)^{*}\right\|=\left\|(1-P) Q_{0}\right\| \leqq$ $\leqq \delta$ by (6.55). Hence

$$
\begin{equation*}
\left\|\left(P-Q_{0}\right) w\right\|^{2} \leqq \delta^{2}\left(\|P w\|^{2}+\|(1-P) w\|^{2}\right)=\delta^{2}\|w\|^{2} . \tag{6.58}
\end{equation*}
$$

This gives $\left\|P-Q_{0}\right\| \leqq \delta$. Actually we have equality here, for
(6.59) $\delta=\|(1-Q) P\|=\left\|\left(1-Q_{0}\right) P\right\|=\left\|\left(P-Q_{0}\right) P\right\| \leqq\left\|P-Q_{0}\right\| \leqq \delta$.

The fact that $\left\|P-Q_{0}\right\|=\delta<1$ implies that $P$ maps $\mathrm{N}_{0}=\mathrm{R}\left(Q_{0}\right)$ onto M one to one (see Problem 4.11). Applying the above result (6.55) to the pair $P, Q$ replaced by $Q_{0}, P$, we thus obtain $\left\|\left(1-Q_{0}\right) P\right\| \leqq\left\|(1-P) Q_{0}\right\|$. Comparison with (6.59) then shows that we have equality also in (6.55).

If $N_{0}=N$, this completes the proof of i). If $N_{0} \neq N$, it remains to prove the last equality of (6.52). Let $v$ be an element of $N$ not belonging to $\mathrm{N}_{0}$. Since $P \mathrm{~N}_{0}=M$ as noted above, there is a $v_{0} \in \mathrm{~N}_{0}$ such that $P v_{0}=P v$. Thus $w=v-v_{0} \in \mathrm{~N}, w \neq 0$ and $P w=0$, so that $(P-Q) w$ $=-w$ and $Q(1-P) w=Q w=w$. Thus $\|P-Q\| \geqq 1$ and $\|(1-P) Q\|$ $=\|Q(1-P)\| \geqq 1$. Since we have the opposite inequalities (see Problem 6.33), this gives the desired result.

As an application of Theorem 6.34, we deduce an inequality concerning pairs of oblique and orthogonal projections.

Theorem 6.35. Let $P^{\prime}, Q^{\prime}$ be two oblique projections in H and let $M$ $={ }^{\prime} \mathrm{R}\left(P^{\prime}\right), \mathrm{N}=\mathrm{R}\left(Q^{\prime}\right)$. Let $P, Q$ be the orthogonal projections on $\mathrm{M}, \mathrm{N}$ respectively. Then

$$
\begin{equation*}
\|P-Q\| \leqq\left\|P^{\prime}-Q^{\prime}\right\| . \tag{6.60}
\end{equation*}
$$

Proof. Since $\|P-Q\|$ never exceeds 1 (see Problem 6.33), it suffices to consider the case $\left\|P^{\prime}-Q^{\prime}\right\|=\delta^{\prime}<1$. For any $u \in \mathrm{H}$, we have (see Problem 6.27) $\|(1-Q) P u\|=\operatorname{dist}(P u, \mathrm{~N}) \leqq\left\|P u-Q^{\prime} P u\right\|=\|\left(P^{\prime}-\right.$ $\left.-Q^{\prime}\right) P u\left\|\leqq \delta^{\prime}\right\| P u\left\|\leqq \delta^{\prime}\right\| u \|$. Hence $\|(1-Q) P\| \leqq \delta^{\prime}<1$. Similarly we have $\|(1-P) Q\| \leqq \delta^{\prime}<1$. Thus Theorem 6.34 is applicable, where the case ii) is excluded, so that $\|P-Q\|=\|(1-P) Q\| \leqq \delta^{\prime}=\left\|P^{\prime}-Q^{\prime}\right\|$ by (6.51).

Problem 6.36. If $P^{\prime}, Q^{\prime}$ are oblique projections with $\left\|P^{\prime}-Q^{\prime}\right\|<1$, then there is a unitary operator $U$ such that $U M=N, U^{-1} N=M$, where $M=R\left(P^{\prime}\right)$, $\mathbf{N}=\mathbf{R}\left(Q^{\prime}\right)$. (This proposition can be extended directly to the infinite-dimensional case, in which it is not trivial.)

Problem 6.37. Let $P^{\prime}(x)$ be an oblique projection depending continuously on $x$ for $0 \leqq x \leqq 1$, and let $P(x)$ be the orthogonal projection on $M(x)=R\left(P^{\prime}(x)\right)$. Then $P(x)$ is also continuous in $\varkappa$, and there is a family of unitary operators $U(x)$, depending continuously on $x$, such that $U(x) M(0)=M(x), U(x)^{-1} M(x)=M(0)$.

## 9. The eigenvalue problem

We now consider the eigenvalue problem for an operator in a unitary space $H$. For a general operator $T$, there is not much simplification to be gained by the fact that the underlying space is unitary; this is clear if one notes that any vector space may be made into a unitary space by introducing an inner product, whereas the eigenvalue problem can be formulated without reference to any inner product, even to any norm. The advantage of considering a unitary space appears when the operator $T$ has some special property peculiar to the context of a unitary space, such as being symmetric, unitary or normal.

Theorem 6.38. A normal operator is diagonable, and its eigenprojections are orthogonal projections.

Proof. Let $T$ be normal. Since $T$ and $T^{*}$ commute, we have

$$
\begin{equation*}
(T-\zeta)\left(T^{*}-\zeta^{\prime}\right)=\left(T^{*}-\zeta^{\prime}\right)(T-\zeta) \tag{6.61}
\end{equation*}
$$

If $\zeta$ is not an eigenvalue of $T$ and $\zeta^{\prime}$ is not an eigenvalue of $T^{*}$, the inverse of (6.61) exists and we have

$$
\begin{equation*}
R^{*}\left(\zeta^{\prime}\right) R(\zeta)=R(\zeta) R^{*}\left(\zeta^{\prime}\right) \tag{6.62}
\end{equation*}
$$

where $R(\zeta)$ and $R^{*}(\zeta)$ are the resolvents of $T$ and $T^{*}$ respectively. (6.62) shows that these resolvents commute. In view of the expression (5.22) for the eigenprojection $P_{h}$ associated with the eigenvalue $\lambda_{h}$ of $T$, a double integration of (6.62) along appropriate paths in the $\zeta$ and $\zeta^{\prime}$ planes yields the relation

$$
\begin{equation*}
P_{k}^{*} P_{h}=P_{h} P_{k}^{*}, \quad h, k=1, \ldots, s ; \tag{6.63}
\end{equation*}
$$

recall that $T^{*}$ has the eigenvalues $\bar{\lambda}_{h}$ and the associated eigenprojections $P_{h}^{*}$ (§ 5.5). In particular $P_{h}$ and $P_{h}^{*}$ commute, which means that the $P_{h}$ are normal. This implies that the $P_{h}$ are orthogonal projections (see Problem 6.30):

$$
\begin{equation*}
P_{h}^{*}=P_{h}, \quad h=1, \ldots, s . \tag{6.64}
\end{equation*}
$$

The eigennilpotents are given by $D_{h}=\left(T-\lambda_{h}\right) P_{h}$ and $D_{h}^{*}=\left(T^{*}-\right.$ $\left.-\bar{\lambda}_{h}\right) P_{h}^{*}=\left(T^{*}-\bar{\lambda}_{h}\right) P_{h}$ by (5.26). Since $P_{h}$ and $T$ commute, $P_{h}=P_{h}^{*}$ commutes with $T^{*}$ and $T^{*}$ commutes with $T$, it follows that $D_{h}$ commutes with $D_{h}^{*}$, that is, $D_{h}$ is normal. As a normal nilpotent $D_{h}$ must be zero (Problem 6.25). Thus $T$ is diagonable.

The spectral representation of a normal operator $T$ thus takes the form

$$
\begin{align*}
T & =\sum_{h=1}^{s} \lambda_{h} P_{h}, \quad T^{*}=\sum_{h=1}^{s} \bar{\lambda}_{h} P_{h}  \tag{6.65}\\
P_{h}^{*} & =P_{h}, \quad P_{h} P_{k}=\delta_{h k} P_{h}, \sum_{h=1}^{s} P_{h}=1
\end{align*}
$$

$T$ and $T^{*}$ have the same set of eigenspaces, which are at the same time algebraic and geometric eigenspaces and which are orthogonal to one another. It follows further from (6.65) that

$$
\begin{equation*}
T^{*} T=T T^{*}=\sum_{h=1}^{s}\left|\lambda_{h}\right|^{2} P_{h} \tag{6.66}
\end{equation*}
$$

Hence

$$
\begin{aligned}
\|T u\|^{2} & =\left(T^{*} T u, u\right)=\sum_{h}\left|\lambda_{h}\right|^{2}\left(P_{h} u, u\right) \leqq\left(\max \left|\lambda_{h}\right|^{2}\right) \sum\left(P_{h} u, u\right)= \\
& =\left(\max \left|\lambda_{h}\right|^{2}\right)\|u\|^{2},
\end{aligned}
$$

which shows the $\|T\| \leqq \max \left|\lambda_{h}\right|$. On the other hand $\|T u\|=\left|\lambda_{h}\right|\|u\|$ for $u \in \mathrm{M}_{h}=\mathrm{R}\left(P_{h}\right)$. Thus we obtain

$$
\begin{equation*}
\|T\|=\max _{h}\left|\lambda_{h}\right| \tag{6.67}
\end{equation*}
$$

for a normal operator $T$.
If we choose an orthonormal basis in each $\mathrm{M}_{h}$, the elements of these bases taken together constitute an orthonormal basis of H . In other words, there is an orthonormal basis $\left\{\varphi_{n}\right\}$ of H such that

$$
\begin{equation*}
T \varphi_{n}=\mu_{n} \varphi_{n}, \quad n=1, \ldots, N \tag{6.68}
\end{equation*}
$$

in which $\mu_{n}, n=1, \ldots, N$, are the repeated eigenvalues of $T$. The matrix of $T$ for this basis has the elements

$$
\begin{equation*}
\tau_{j k}=\left(T \varphi_{k}, \varphi_{j}\right)=\mu_{k} \delta_{j k} ; \tag{6.69}
\end{equation*}
$$

this is a diagonal matrix with the diagonal elements $\mu_{j}$.
Problem 6.39. An operator with the spectral representation (6.65) is normal.
Problem 6.40. A symmetric operator has only real eigenvalues. A normal operator with only real eigenvalues is symmetric.

Problem 6.41. Each eigenvalue of a unitary operator has absolute value one. A normal operator with this property is unitary.

Problem 6.42. A symmetric operator is nonnegative (positive) if and only if its eigenvalues are all nonnegative (positive). The upper (lower) bound of a symmetric operator is the largest (smallest) of its eigenvalues.

Problem 6.43. If $T$ is normal, then

$$
\begin{align*}
\|R(\zeta)\| & =\underset{k}{1 / \min }\left|\zeta-\lambda_{k}\right|=1 / \operatorname{dist}(\zeta, \Sigma(T))  \tag{6.70}\\
\left\|S_{h}\right\| & =\underset{k \neq h}{1 / \min }\left|\lambda_{h}-\lambda_{k}\right|
\end{align*}
$$

where $R(\zeta)$ is the resolvent of $T$ and $S_{h}$ is as in (5.18).

## 10. The minimax principle

Let $T$ be a symmetric operator in $\mathrm{H} . T$ is diagonable and has only real eigenvalues (Problem 6.40). Let

$$
\begin{equation*}
\mu_{1} \leqq \mu_{2} \leqq \cdots \leqq \mu_{N} \tag{6.71}
\end{equation*}
$$

be the repeated eigenvalues of $T$ arranged in the ascending order. For each subspace M of H set

$$
\begin{equation*}
\mu[M]=\mu[T, M]=\min _{\substack{u \in M \\\|u\| \|=1}}(T u, u)=\min _{0 \neq u \in M} \frac{(T u, u)}{\|u\|^{2}} . \tag{6.72}
\end{equation*}
$$

The minimax (or rather maximin) principle asserts that

$$
\begin{equation*}
\mu_{n}=\max _{\operatorname{codim} M=n-1} \mu[\mathrm{M}]=\max _{\operatorname{codim} M \leqq n-1} \mu[\mathrm{M}], \tag{6.73}
\end{equation*}
$$

where the max is to be taken over all subspaces $M$ with the indicated property. (6.73) is equivalent to the following two propositions:

$$
\begin{align*}
& \mu_{n} \leqq \mu[\mathrm{M}] \text { for any } \mathrm{M} \text { with } \operatorname{codim} \mathrm{M} \leqq n-1 ;  \tag{6.74}\\
& \mu_{n} \leqq \mu\left[\mathrm{M}_{0}\right] \text { for some } \mathrm{M}_{0} \text { with } \operatorname{codim} \mathrm{M}_{0}=n-1 . \tag{6.75}
\end{align*}
$$

Let us prove these separately.
Let $\left\{\varphi_{n}\right\}$ be an orthonormal basis with the property (6.68). Each $u \in \mathrm{H}$ has the expansion

$$
\begin{equation*}
u=\sum \xi_{n} \varphi_{n}, \quad \xi_{n}=\left(u, \varphi_{n}\right), \quad\|u\|^{2}=\sum\left|\xi_{n}\right|^{2} \tag{6.76}
\end{equation*}
$$

in this basis. Then

$$
\begin{equation*}
T u=\sum \xi_{n} T \varphi_{n}=\sum \mu_{n} \xi_{n} \varphi_{n},(T u, u)=\sum \mu_{n}\left|\xi_{n}\right|^{2} . \tag{6.77}
\end{equation*}
$$

Let $M$ be any subspace with $\operatorname{codim} M \leqq n-1$. The $n$-dimensional subspace $M^{\prime}$ spanned by $\varphi_{1}, \ldots, \varphi_{n}$ contains a nonzero vector $u$ in common with $M$ (this is a consequence of Lemma 6.11, where $M$ is to be replaced by $\mathrm{M}^{\perp}$ ). This $u$ has the coefficients $\xi_{n+1}, \xi_{n+2}, \ldots$ equal to zero, so that $(T u, u)=\sum \mu_{k}\left|\xi_{k}\right|^{2} \leqq \mu_{n} \sum\left|\xi_{k}\right|^{2}=\mu_{n}\|u\|^{2}$. This proves (6.74).

Let $\mathrm{M}_{0}$ be the subspace consisting of all vectors orthogonal to $\varphi_{1}, \ldots$, $\varphi_{n-1}$, so that codim $\mathrm{M}_{0}=n-1$. Each $u \in \mathrm{M}_{0}$ has the coefficients $\xi_{1}, \ldots$, $\xi_{n-1}$ zero. Hence $(T u, u) \geqq \mu_{n} \sum\left|\xi_{k}\right|^{2}=\mu_{n}\|u\|^{2}$, which implies (6.75).

The minimax principle is a convenient means for characterizing the eigenvalues $\mu_{n}$ without any reference to the eigenvectors. As an application of this principle, we shall prove the monotonicity principles.

Theorem 6.44. If $S, T$ are symmetric operators such that $S \leqq T$, then the eigenvalues of $S$ are not larger than the corresponding eigenvalues of $T$, that is,

$$
\begin{equation*}
\mu_{n}[S] \leqq \mu_{n}[T], \quad n=1, \ldots, N . \tag{6.78}
\end{equation*}
$$

Here $\mu_{n}[T]$ denotes the $n$-th eigenvalue of $T$ in the ascending order as in (6.71).

The proof follows immediately from the minimax principle, for $S \leqq T$ implies $(S u, u) \leqq(T u, u)$ and therefore $\mu[S, M] \leqq \mu(T, M)$ for any subspace $M$.

Problem 6.45. For every pair of symmetric operators $S, T$,

$$
\begin{equation*}
\mu_{1}[S]+\mu_{1}[T] \leqq \mu_{1}[S+T] \leqq \mu_{1}[S]+\mu_{N}[T] . \tag{6.79}
\end{equation*}
$$

Let M be a subspace of H with the orthogonal projection $P$. For any operator $T$ in $\mathrm{H}, S=P T P$ is called the orthogonal projection of $T$ on M . M is invariant under $S$, so that we can speak of the eigenvalues of $S$ in M (that is, of the part $S_{M}$ of $S$ in M). Note that $S_{M}$ has $N-r$ repeated eigenvalues, where $r=\operatorname{codimM}$.

Theorem 6.46. Let $T, S, S_{M}$ be as above. If $T$ is symmetric, $S$ and $S_{M}$ are also symmetric, and

$$
\begin{equation*}
\mu_{n}[T] \leqq \mu_{n}\left[S_{M}\right] \leqq \mu_{n+r}[T], \quad n=1, \ldots, N-r \tag{6.80}
\end{equation*}
$$

Proof. The symmetry of $S$ and of $S_{M}$ is obvious. $\mu_{n}\left[S_{M}\right]$ is equal to $\max \mu\left[S_{M}, M^{\prime}\right]$ taken over all $M^{\prime} \subset M$ such that the codimension of $M^{\prime}$ relative to $M$ is equal to $n-1\left(\operatorname{dim} M / M^{\prime}=n-1\right)$. But we have $\mu\left[S_{M}, M^{\prime}\right]=\mu\left[S, M^{\prime}\right]=\mu\left[T, M^{\prime}\right]$ because $\left(S_{\mathrm{M}} u, u\right)=(S u, u)=(T u, u)$ for any $u \in M$, and $\operatorname{dim} M / M^{\prime}=n-1$ implies $\operatorname{codim} M^{\prime}=\operatorname{dim} H / M^{\prime}$ $=n+r-1$. Therefore $\mu_{n}\left[S_{M}\right]$ does not exceed $\mu_{n+r}[T]=\max \mu\left[T, \mathrm{M}^{\prime}\right]$ taken over all $\mathrm{M}^{\prime} \subset \mathrm{H}$ with codim $\mathrm{M}^{\prime}=n+r-1$. This proves the second inequality of (6.80).

On the other hand we have $\mu_{n}[T]=\mu\left[T, \mathrm{M}_{0}\right]$ where $\mathrm{M}_{0}$ is the same as in (6.75). Hence $\mu_{n}[T] \leqq \mu\left[T, M_{0} \cap M\right]=\mu\left[S_{M}, M_{0} \cap M\right]$. But $\mathrm{M}_{0} \cap \mathrm{M}$ has codimension not larger than $n-1$ relative to $M$ because $\operatorname{codim} M_{0}=n-1$. Thus $\mu\left[S_{M}, M_{0} \cap M\right] \leqq \mu_{n}\left[S_{M}\right]$ by (6.74). This proves the first inequality of (6.80).

## Chapter Two

## Perturbation theory in a finite-dimensional space

In this chapter we consider perturbation theory for linear operators in a finitedimensional space. The main question is how the eigenvalues and eigenvectors (or eigenprojections) change with the operator, in particular when the operator depends on a parameter analytically. This is a special case of a more general and more interesting problem in which the operator acts in an infinite-dimensional space.

The reason for discussing the finite-dimensional case separately is threefold. In the first place, it is not trivial. Second, it essentially embodies certain features of perturbation theory in the general case, especially those related to isolated eigenvalues. It is convenient to treat them in this simplified situation without being bothered by complications arising from the infinite dimensionality of the underlying space. The modifications required when going to the infinite-dimensional case will be introduced as supplements in later chapters, together with those features of perturbation theory which are peculiar to the infinite-dimensional case. Third, the finitedimensional theory has its own interest, for example, in connection with the numerical analysis of matrices. The reader interested only in finite-dimensional problems can find what he wants in this chapter, without having to disentangle it from the general theory.

As mentioned above, the problem is by no means trivial, and many different methods of solving it have been introduced. The method used here is based on a function-theoretic study of the resolvent, in particular on the expression of eigenprojections as contour integrals of the resolvent. This is the quickest way to obtain general results as well as to deduce various estimates on the convergence rates of the perturbation series. In a certain sense the use of function theory for operatorvalued functions is not altogether elementary, but since students of applied mathematics are as a rule well-acquainted with function theory, the author hopes that its presence in this form will not hinder those who might use the book for applications.

## §1. Analytic perturbation of eigenvalues <br> 1. The problem

We now go into one of our proper subjects, the perturbation theory for the eigenvalue problem in a finite-dimensional vector space $\mathrm{X}^{1}$. A typical problem of this theory is to investigate how the eigenvalues and eigenvectors (or eigenspaces) of a linear operator $T$ change when $T$ is subjected to a small perturbation ${ }^{2}$. In dealing with such a problem, it is often convenient to consider a family of operators of the form

$$
\begin{equation*}
T(x)=T+\varkappa T^{\prime} \tag{1.1}
\end{equation*}
$$

where $x$ is a scalar parameter supposed to be small. $T(0)=T$ is called the unperturbed operator and $x T^{\prime}$ the perturbation. A question arises whether the eigenvalues and the eigenvectors of $T(x)$ can be expressed as power series in $x$, that is, whether they are holomorphic functions of $x$ in the neighborhood of $x=0$. If this is the case, the change of the eigenvalues and eigenvectors will be of the same order of magnitude as the perturbation $x T^{\prime}$ itself for small $|x|$. As we shall see below, however, this is not always the case.
(1.1) can be generalized to

$$
\begin{equation*}
T(\varkappa)=T+\varkappa T^{(1)}+\varkappa^{2} T^{(2)}+\cdots . \tag{1.2}
\end{equation*}
$$

More generally, we may suppose that an operator-valued function $T(x)$ is given, which is holomorphic in a given domain $\mathrm{D}_{0}$ of the complex $x$-plane ${ }^{3}$.

The eigenvalues of $T(\varkappa)$ satisfy the characteristic equation (see Problem I-5.16)

$$
\begin{equation*}
\operatorname{det}(T(x)-\zeta)=0 . \tag{1.3}
\end{equation*}
$$

This is an algebraic equation in $\zeta$ of degree $N=\operatorname{dim} X$, with coefficients which are holomorphic in $x$; this is seen by writing (1.3) in terms of the matrix of $T(x)$ with respect to a basis $\left\{x_{j}\right\}$ of X , for each element of this matrix is a holomorphic function of $x$ [see I-(3.10)]. It follows from a well-

[^31]known result ${ }^{1}$ in function theory that the roots of (1.3) are (branches of) analytic functions of $x$ with only algebraic singularities. More precisely, the roots of (1.3) for $x \in \mathrm{D}_{0}$ constitute one or several branches of one or several analytic functions that have only algebraic singularities in $\mathrm{D}_{0}$.

It follows immediately that the number of eigenvalues of $T(x)$ is a constant $s$ independent of $x$, with the exception of some special values of $x$. There are only a finite number of such exceptional points $x$ in each compact subset of $\mathrm{D}_{0}$. This number $s$ is equal to $N$ if these analytic functions (if there are more than one) are all distinct; in this case $T(x)$ is simple and therefore diagonable for all non-exceptional $\varkappa$. If, on the other hand, there happen to be identical ones among these analytic functions, then we have $s<N$; in this case $T(x)$ is said to be permanently degenerate.

Example 1.1. Here we collect the simplest examples illustrating the various possibilities stated above. These examples are concerned with a family $T(x)$ of the form (1.1) in a two-dimensional space ( $N=2$ ). For simplicity we identify $T(x)$ with its matrix representation with respect to a basis.

$$
T(x)=\left(\begin{array}{rr}
1 & x \\
x & -1
\end{array}\right)
$$

The eigenvalues of $T(\boldsymbol{x})$ are

$$
\begin{equation*}
\lambda_{ \pm}(x)= \pm\left(1+x^{2}\right)^{1 / 2} \tag{1.4}
\end{equation*}
$$

and are branches of one double-valued analytic function $\left(1+x^{2}\right)^{1 / 2}$. Thus $s=N=2$ and the exceptional points are $\varkappa= \pm i, T( \pm i)$ having only the eigenvalue 0 .

$$
T(x)=\left(\begin{array}{cc}
0 & x \\
x & 0
\end{array}\right), \quad s=N=2
$$

The eigenvalues are $\pm x$; these are two distinct entire functions of $x$ (the characteristic equation is $\zeta^{2}-\varkappa^{2}=0$ and is reducible). There is one exceptional point $x=0$, for which $T(x)$ has only one eigenvalue 0 .

$$
T(x)=\left(\begin{array}{ll}
0 & \varkappa \\
0 & 0
\end{array}\right), \quad s=1
$$

$T(x)$ is permanently degenerate, the only eigenvalue being 0 for all $x$; we have two identical analytic functions zero. There are no exceptional points.
d)

$$
T(x)=\left(\begin{array}{ll}
0 & 1 \\
\varkappa & 0
\end{array}\right), \quad s=2
$$

The eigenvalues are $\pm \boldsymbol{x}^{1 / 2}$, constituting one double-valued function $\boldsymbol{x}^{1 / 2}$. There is one exceptional point $\varkappa=0$.
e)

$$
T(x)=\left(\begin{array}{ll}
1 & x \\
0 & 0
\end{array}\right), \quad s=2
$$

The eigenvalues are 0 and 1. There are no exceptional points.

$$
T(\varkappa)=\left(\begin{array}{ll}
\varkappa & 1 \\
0 & 0
\end{array}\right), \quad s=2
$$

The eigenvalues are 0 and $x$, which are two distinct entire functions. There is one exceptional point $\varkappa=0$.
${ }^{1}$ See Knopp 〔2】, p. 119, where algebraic functions are considered. Actually (1.3) determines $\zeta$ as algebroidal (not necessarily algebraic) functions, which are, however, locally similar to algebraic functions. For detailed function-theoretic treatment of (1.3), see Baumgärtel [1].

## 2．Singularities of the eigenvalues

We now consider the eigenvalues of $T(x)$ in more detail．Since these are in general multiple－valued analytic functions of $x$ ，some care is needed in their notation．If $x$ is restricted to a simply－connected ${ }^{1}$ sub－ domain D of the fundamental domain $\mathrm{D}_{0}$ containing no exceptional point（for brevity such a subdomain will be called a simple subdomain）， the eigenvalues of $T(x)$ can be written

$$
\begin{equation*}
\lambda_{1}(x), \lambda_{2}(x), \ldots, \lambda_{3}(x), \tag{1.5}
\end{equation*}
$$

all $s$ functions $\lambda_{h}(\varkappa), h=1, \ldots, s$ ，being holomorphic in D and $\lambda_{h}(\varkappa) \neq$ $\neq \lambda_{k}(x)$ for $h \neq k$ ．

We next consider the behavior of the eigenvalues in the neighborhood of one of the exceptional points，which we may take as $x=0$ without loss of generality．Let D be a small disk near $x=0$ but excluding $x=0$ ． The eigenvalues of $T(x)$ for $x \in \mathrm{D}$ can be expressed by $s$ holomorphic functions of the form（1．5）．If D is moved continuously around $x=0$ ， these $s$ functions can be continued analytically．When D has been brought to its initial position after one revolution around $x=0$ ，the $s$ functions（1．5）will have undergone a permutation among themselves． These functions may therefore be grouped in the manner

$$
\begin{equation*}
\left\{\lambda_{1}(x), \ldots, \lambda_{p}(x)\right\},\left\{\lambda_{p+1}(x), \ldots, \lambda_{p+q}(x)\right\}, \ldots, \tag{1.6}
\end{equation*}
$$

in such a way that each group undergoes a cyclic permutation by a revolution of D of the kind described．For brevity each group will be called a cycle at the exceptional point $x=0$ ，and the number of elements of a cycle will be called its period．

It is obvious that the elements of a cycle of period $p$ constitute a branch of an analytic function（defined near $x=0$ ）with a branch point （if $p \geqq 2$ ）at $x=0$ ，and we have Puiseux series such as ${ }^{2}$

$$
\begin{equation*}
\lambda_{h}(\varkappa)=\lambda+\alpha_{1} \omega^{h} \varkappa^{1 / p}+\alpha_{2} \omega^{2 h} \varkappa^{2 / p}+\cdots, \quad h=0,1, \ldots, p-1, \tag{1.7}
\end{equation*}
$$

where $\omega=\exp (2 \pi i / p)$ ．It should be noticed that here no negative powers of $\varkappa^{1 / p}$ appear，for the coefficient of the highest power $\zeta^{N}$ in（1．3） is $(-1)^{N}$ so that the $\lambda_{h}(\varkappa)$ are continuous at $\varkappa=0^{3} . \lambda=\lambda_{h}(0)$ will be called the center of the cycle under consideration．
（1．7）shows that $\left|\lambda_{h}(x)-\lambda\right|$ is in general of the order $|x|^{1 / p}$ for small $|x|$ for $h=1, \ldots, p$ ．If $p \geqq 2$ ，therefore，the rate of change at an excep－ tional point of the eigenvalues of a cycle of period $p$ is infinitely large compared with the change of $T(x)$ itself ${ }^{4}$ ．

[^32]Problem 1.2. The sum of the $\lambda_{h}(x)$ belonging to a cycle is holomorphic at the exceptional point in question.

In general there are several cycles with the same center $\lambda$. All the eigenvalues (1.7) belonging to cycles with center $\lambda$ are said to depart from the unperturbed eigenvalue $\lambda$ by splitting at $x=0$. The set of these eigenvalues will be called the $\lambda$-group, since they cluster around $\lambda$ for small $|x|$.

Remark 1.3. An exceptional point need not be a branch point of an analytic function representing some of the eigenvalues. In other words, it is possible that all cycles at an exceptional point $\varkappa=x_{0}$ are of period 1. In any case, however, some two different eigenvalues for $x \neq x_{0}$ must coincide at $x=x_{0}$ (definition of an exceptional point). Thus there is always splitting at (and only at) an exceptional point.

Example 1.4. Consider the examples listed in Example 1.1. We have a cycle of period 2 at the exceptional points $x= \pm i$ in a) and also at $x=0$ in d). There are two cycles of period 1 at $\varkappa=0$ in b) and f). There are no exceptional points in c) and e).

## 3. Perturbation of the resolvent

The resolvent

$$
\begin{equation*}
R(\zeta, x)=(T(x)-\zeta)^{-1} \tag{1.8}
\end{equation*}
$$

of $T(x)$ is defined for all $\zeta$ not equal to any of the eigenvalues of $T(x)$ and is a meromorphic function of $\zeta$ for each fixed $x \in \mathrm{D}_{0}$. Actually we have

Theorem 1.5. $R(\zeta, x)$ is holomorphic in the two variables $\zeta, x$ in each domain in which $\zeta$ is not equal to any of the eigenvalues of $T(x)$.

Proof. Let $\zeta=\zeta_{0}, x=x_{0}$ belong to such a domain; we may assume $x_{0}=0$ without loss of generality. Thus $\zeta_{0}$ is not equal to any eigenvalue of $T(0)=T$, and

$$
\begin{align*}
& T(x)-\zeta=T-\zeta_{0}-\left(\zeta-\zeta_{0}\right)+A(x)  \tag{1.9}\\
& \quad=\left[1-\left(\zeta-\zeta_{0}-A(x)\right) R\left(\zeta_{0}\right)\right]\left(T-\zeta_{0}\right) \\
& \begin{aligned}
A(x)=T(x)-T=\sum_{n=1}^{\infty} x^{n} T^{(n)}
\end{aligned} . \tag{1.10}
\end{align*}
$$

where $R(\zeta)=R(\zeta, 0)=(T-\zeta)^{-1}$ and we assumed the Taylor expansion of $T(x)$ at $x=0$ in the form (1.2). Hence

$$
\begin{equation*}
R(\zeta, \dot{x})=R\left(\zeta_{0}\right)\left[1-\left(\zeta-\zeta_{0}-A(x)\right) R\left(\zeta_{0}\right)\right]^{-1} \tag{1.11}
\end{equation*}
$$

exists if the factor [ $]^{-1}$ can be defined by a convergent Neumann series (see Example I-4.5), which is the case if, for example,

$$
\begin{equation*}
\left|\zeta-\zeta_{0}\right|+\sum_{n=1}^{\infty}|x|^{n}\left\|T^{(n)}\right\|<\left\|R\left(\zeta_{0}\right)\right\|^{-1} \tag{1.12}
\end{equation*}
$$

since $\left|\zeta-\zeta_{0}\right|+\|A(x)\|$ is not greater than the left member of (1.12). This inequality is certainly satisfied for sufficiently small $\left|\zeta-\zeta_{0}\right|$ and $|x|$, and then the right member of (1.11) can be written as a double power series in $\zeta-\zeta_{0}$ and $x$. This shows that $R(\zeta, x)$ is holomorphic in $\zeta$ and $x$ in a neighborhood of $\zeta=\zeta_{0}, x=0$.

For later use it is more convenient to write $R(\zeta, \varkappa)$ as a power series in $\varkappa$ with coefficients depending on $\zeta$. On setting $\zeta_{0}=\zeta$ in (1.11), we obtain

$$
\begin{align*}
R(\zeta, x) & =R(\zeta)[1+A(x) R(\zeta)]^{-1}  \tag{1.13}\\
& =R(\zeta) \sum_{p=0}^{\infty}[-A(x) R(\zeta)]^{p}=R(\zeta)+\sum_{n=1}^{\infty} x^{n} R^{(n)}(\zeta),
\end{align*}
$$

where

$$
\begin{equation*}
R^{(n)}(\zeta)=\sum_{\substack{v_{1}+\cdots+v_{p}=n \\ v_{j} \geqq 1}}(-1)^{p} R(\zeta) T^{\left(v_{1}\right)} R(\zeta) T^{\left(v_{2}\right)} \ldots T^{\left(v_{p}\right)} R(\zeta), \tag{1.14}
\end{equation*}
$$

the sum being taken for all combinations of positive integers $p$ and $\boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{p}$ such that $1 \leqq p \leqq n, \boldsymbol{v}_{1}+\cdots+\boldsymbol{v}_{p}=n$.
(1.13) will be called the second Neumann series for the resolvent. It is uniformly convergent for sufficiently small $x$ and $\zeta \in \Gamma$ if $\Gamma$ is a compact subset of the resolvent set $\mathrm{P}(T)$ of $T=T(0)$; this is seen from (1.12) with $\zeta_{0}=\zeta$, where $\|R(\zeta)\|^{-1}$ has a positive minimum for $\zeta \in \Gamma$.

Example 1.6. The resolvent for the $T(x)$ of Example 1.1, a) is given by

$$
R(\zeta, x)=\left(\zeta^{2}-1-x^{2}\right)^{-1}\left(\begin{array}{cc}
-1-\zeta & -x  \tag{1.15}\\
-x & 1-\zeta
\end{array}\right) .
$$

Problem 1.7. Find the resolvents of the $T(x)$ of $b)$ to $f$ ) in Example 1.1.

## 4. Perturbation of the eigenprojections

Let $\lambda$ be one of the eigenvalues of $T=T(0)$, with multiplicity ${ }^{1} m$. Let $\Gamma$ be a closed positively-oriented curve, say a circle, in the resolvent set $\mathrm{P}(T)$ enclosing $\lambda$ but no other eigenvalues of $T$. As noted above, the second Neumann series (1.13) is then convergent for sufficiently small $|x|$ uniformly for $\zeta \in \Gamma$. The existence of the resolvent $R(\zeta, x)$ of $T(x)$ for $\zeta \in \Gamma$ implies that there are no eigenvalues of $T(x)$ on $\Gamma$.

The operator

$$
\begin{equation*}
P(x)=-\frac{1}{2 \pi i} \int_{\Gamma} R(\zeta, x) d \zeta^{2} \tag{1.16}
\end{equation*}
$$

is a projection and is equal to the sum of the eigenprojections for all the eigenvalues of $T(\varkappa)$ lying inside $\Gamma$ (see Problem I-5.9). In particular

[^33]$P(0)=P$ coincides with the eigenprojection for the eigenvalue $\lambda$ of $T$. Integrating (1.13) term by term, we have
\[

$$
\begin{equation*}
P(x)=P+\sum_{n=1}^{\infty} x^{n} P^{(n)} \tag{1.17}
\end{equation*}
$$

\]

with

$$
\begin{equation*}
P^{(n)}=-\frac{1}{2 \pi i} \int_{\Gamma} R^{(n)}(\zeta) d \zeta . \tag{1.18}
\end{equation*}
$$

The series (1.17) is convergent for small $|x|$ so that $P(x)$ is holomorphic near $x=0$. It follows from Lemma I-4.10 that the range $M(x)$ of $P(x)$ is isomorphic with the (algebraic) eigenspace $M=M(0)=P X$ of $T$ for the eigenvalue $\lambda$. In particular we have

$$
\begin{equation*}
\operatorname{dim} P(x)=\operatorname{dim} P=m \tag{1.19}
\end{equation*}
$$

Since (1.19) is true for all sufficiently small $|x|$, it follows that the eigenvalues of $T(x)$ lying inside $\Gamma$ form exactly the $\lambda$-group. For brevity we call $P(x)$ the total projection, and $M(x)$ the total eigenspace, for the $\lambda$-group.

If $x=0$ is not an exceptional point, there is no splitting at $x=0$ of the eigenvalue $\lambda$ in question. In this case there is exactly one eigenvalue $\lambda(x)$ of $T(x)$ in the neighborhood of $\lambda$, and $P(x)$ is itself the eigenprojection for this eigenvalue $\lambda(\varkappa)$. (1.19) shows that the multiplicity of $\lambda(x)$ is equal to $m$. Similar results hold when $x=0$ is replaced by any other non-exceptional point $x=x_{0}$.

Now consider a simple subdomain D of the $x$-plane and the set (1.5) of the eigenvalues of $T(x)$ for $x \in \mathrm{D}$, and let $P_{h}(x)$ be the eigenprojection for the eigenvalue $\lambda_{h}(\varkappa), h=1, \ldots, s$. The result just proved shows that each $P_{h}(x)$ is holomorphic in D and that each $\lambda_{h}(x)$ has constant multiplicity $m_{h}$. Here it is essential that D is simple (contains no exceptional point); in fact, $P_{1}\left(x_{0}\right)$ is not even defined if, for example, $\lambda_{1}\left(x_{0}\right)=\lambda_{2}\left(x_{0}\right)$ which may happen if $x_{0}$ is exceptional.

Let $\mathrm{M}_{h}(x)=P_{h}(x) \times$ be the (algebraic) eigenspace of $T(x)$ for the eigenvalue $\lambda_{h}(x)$. We have [see I-(5.34)]

$$
\begin{gather*}
\mathrm{X}=\mathrm{M}_{1}(x) \oplus \cdots \oplus \mathrm{M}_{s}(x),  \tag{1.20}\\
\operatorname{dim} \mathrm{M}_{h}(x)=m_{h}, \sum_{j=1}^{s} m_{h}=N, \quad x \in \mathrm{D} .
\end{gather*}
$$

The eigennilpotent $D_{h}(\varkappa)$ for the eigenvalue $\lambda_{h}(\varkappa)$ is also holomorphic for $x \in \mathrm{D}$, for

$$
\begin{equation*}
D_{h}(\varkappa)=\left(T(\varkappa)-\lambda_{h}(\varkappa)\right) P_{h}(\varkappa) \tag{1.21}
\end{equation*}
$$

by I-(5.26).

## 5. Singularities of the eigenprojections

Let us now consider the behavior of the eigenprojections $P_{h}(\kappa)$ near an exceptional point, which we may again assume to be $x=0$. As was shown above, each eigenvalue $\lambda$ of $T$ splits in general into several eigenvalues of $T(x)$ for $x \neq 0$, but the corresponding total projection is holomorphic at $x=0$ [see (1.17)]. Take again the small disk D near $\varkappa=0$ considered in par. 2; the eigenvalues $\lambda_{h}(\varkappa)$, the eigenprojections $P_{h}(\varkappa)$ and the eigennilpotents $D_{h}(\varkappa)$ are defined and holomorphic for $x \in \mathrm{D}$ as shown above. When D is moved around $x=0$ and brought to the initial position in the manner described in par. 2, each of the families $\left\{\lambda_{h}(x)\right\},\left\{P_{h}(x)\right\}$ and $\left\{D_{h}(x)\right\}$ is subjected to a permutation by the analytic continuation. This permutation must be identical for the three families, as is seen from the following consideration.

The resolvent $R(\zeta, x)$ of $T(x)$ has the partial-fraction expression

$$
\begin{equation*}
R(\zeta, x)=-\sum_{h=1}^{s}\left[\frac{P_{h}(x)}{\zeta-\lambda_{h}(x)}+\frac{D_{h}(x)}{\left(\zeta-\lambda_{h}(x)\right)^{2}}+\cdots+\frac{D_{h}(x)^{m_{h}-1}}{\left(\zeta-\lambda_{h}(x)\right)^{m_{h}}}\right] \tag{1.22}
\end{equation*}
$$

[see I-(5.23)], where $\zeta$ is assumed to be somewhere distant from the spectrum of $T$ so that $\zeta \in \mathrm{P}(T(x))$ for all $\varkappa$ considered. If $\lambda_{1}(x), \ldots, \lambda_{p}(x)$ constitute a cycle (see par. 2) of eigenvalues, the permutation mentioned above takes $\lambda_{h}(x)$ into $\lambda_{h+1}(x)$ for $1 \leqq h \leqq p-1$ and $\lambda_{p}(x)$ into $\lambda_{1}(x)$. But as $R(\zeta, x)$ should be unchanged by the analytic continuation under consideration, the permutation must take $P_{h}(\varkappa)$ into $P_{h+1}(\varkappa)$ for $1 \leqq h \leqq p-1$ and $P_{p}(x)$ into $P_{1}(x){ }^{1}$; the possibility that $P_{h}(x)=P_{k}(x)$ for some $h \neq k$ is excluded by the property $P_{h}(x) P_{k}(x)=\delta_{h k} P_{h}(x)$. Similar results hold for the eigennilpotents $D_{h}(\varkappa)$ by (1.21), except that some pair of the $D_{h}(x)$ may coincide [in fact all $D_{h}(x)$ can be zero).

We shall now show that $P_{h}(x)$ and $D_{h}(x)$ have at most algebraic singularities. Since $D_{h}(x)$ is given by (1.21), it suffices to prove this for $P_{h}(x)$. To this end we first note that

$$
\begin{equation*}
\left\|P_{h}(x)\right\|=\left\|\frac{1}{2 \pi i} \int_{\Gamma_{h}(x)} R(\zeta, x) d \zeta\right\| \leqq \varrho_{h}(x) \max _{\zeta \in \Gamma_{h}(x)}\|R(\zeta, x)\| \tag{1.23}
\end{equation*}
$$

where $\Gamma_{h}(x)$ is a circle enclosing $\lambda_{h}(x)$ but excluding all other $\lambda_{k}(x)$ and where $\varrho_{h}(x)$ denotes the radius of $\Gamma_{h}(x)$. On the other hand, we see from I-(4.12) that

$$
\begin{align*}
\|R(\zeta, x)\| & =\left\|(T(x)-\zeta)^{-1}\right\| \leqq  \tag{1.24}\\
& \leqq \gamma\|T(x)-\zeta\|^{N-1} /|\operatorname{det}(T(x)-\zeta)| \leqq \\
& \leqq \gamma(\|T(x)\|+|\zeta|)^{N-1} / \prod_{k=1}^{s}\left|\zeta-\lambda_{k}(x)\right|^{m_{k}},
\end{align*}
$$

[^34]where $\gamma$ is a constant depending only on the norm employed. Hence
\[

$$
\begin{equation*}
\left\|P_{h}(x)\right\| \leqq \gamma \varrho_{h}(x) \max _{\zeta \in \Gamma_{h}(x)}(\|T(x)\|+|\zeta|)^{N-1} / \prod_{k=1}^{s}\left|\zeta-\lambda_{k}(x)\right|^{m_{k}} . \tag{1.25}
\end{equation*}
$$

\]

Suppose that $x \rightarrow 0$, assuming again that $x=0$ is an exceptional point. Then we have to choose the circle $\Gamma_{h}(x)$ smaller for smaller $|x|$ in order to ensure that it encloses $\lambda_{h}(x)$ but no other $\lambda_{k}(x)$, for the $\lambda_{k}(x)$ of the $\lambda$-group will approach $\lambda_{h}(x)$ indefinitely. But we know that the distances $\left|\lambda_{h}(x)-\lambda_{k}(x)\right|$ between these eigenvalues tend to zero for $x \rightarrow 0$ at most with some definite fractional order of $|x|$ because all $\lambda_{k}(x)$ have at most algebraic singularities at $x=0$ [see (1.7)]. By choosing $\varrho_{h}(x)=|x|^{x}$ with an appropriate $\alpha>0$, we can therefore ensure that $\Pi\left|\zeta-\lambda_{k}(x)\right|^{m_{k}} \geqq \gamma^{\prime}|x|^{\alpha N}$ for $\zeta \in \Gamma_{h}(x)$ with some constant $\gamma^{\prime}>0$. Then we have

$$
\begin{equation*}
\left\|P_{h}(x)\right\| \leqq \text { const. }|x|^{-(N-1) \alpha} . \tag{1.26}
\end{equation*}
$$

This shows that, when $P_{h}(x)$ is represented by a Laurent series in $\varkappa^{1 / p}$, the principal part is finite.

These results may be summarized in
Theorem 1.8. The eigenvalues $\lambda_{h}(x)$, the eigenprojections $P_{h}(x)$ and the eigennilpotents $D_{h}(x)$ of $T(x)$ are (branches of) analytic functions for $x \in \mathrm{D}_{0}$ with only algebraic singularities at some (but not necessarily all) exceptional points. $\lambda_{h}(x)$ and $P_{h}(x)$ have all branch points in common (including the order of the branch points), which may or may not be branch points for $D_{h}(x)$. If in particular $\lambda_{h}(x)$ is single-valued near an exceptional point $x=x_{0}$ (cycle of period 1), then $P_{h}(x)$ and $D_{h}(x)$ are also singlevalued there.

## 6. Remarks and examples

Although the $P_{h}(x)$ and $D_{h}(x)$ have algebraic singularities as well as the $\lambda_{h}(x)$, there are some important differences in their behavior at the singular points. Roughly speaking, $P_{h}(x)$ and $D_{h}(x)$ have stronger singularities than $\lambda_{h}(x)$.

We recall that these singular points are exceptional points, though the converse is not true. As we have already noted, the $\lambda_{h}(x)$ are continuous even at exceptional points and, therefore, have no poles. But $P_{h}(x)$ and $D_{h}(x)$ are in general undefined at exceptional points. In particular they may be single-valued and yet have a pole at an exceptional point (see Example 1.12 below).

Even more remarkable is the following theorem ${ }^{1}$.
Theorem 1.9. If $x=x_{0}$ is a branch point of $\lambda_{h}(x)$ (and therefore also of $P_{h}(x)$ ) of order $p-1 \geqq 1$, then $P_{h}(x)$ has a pole there; that is, the

[^35]Laurent expansion of $P_{h}(x)$ in powers of $\left(\varkappa-x_{0}\right)^{1 / p}$ necessarily contains negative powers. In particular $\left\|P_{h}(x)\right\| \rightarrow \infty$ for $x \rightarrow \varkappa_{0}$.

Proof. Suppose that this were not the case and let

$$
P_{h}(x)=P_{h}+\varkappa^{1 / p} P_{h}^{\prime}+\cdots, \quad h=1, \ldots, p,
$$

be the Laurent expansions of the $P_{h}(\varkappa)$ belonging to the cycle under consideration. Here we again assume for simplicity that $\varkappa_{0}=0$. When $x$ is subjected to a revolution around $\varkappa=0, P_{h}(x)$ is changed into $P_{h+1}(x)$ for $1 \leqq h \leqq p-1$ and $P_{p}(x)$ into $P_{1}(x)$. Hence we must have $P_{h+1}=P_{h}$ for $1 \leqq h \leqq p-1$. On the other hand, the relation $P_{h}(x) P_{h+1}(x)=0$ for $\varkappa \rightarrow 0$ gives $P_{h} P_{h+1}=0$, and the idempotent character of $P_{h}(\varkappa)$ gives $P_{h}^{2}=P_{h}$. Hence $P_{h}=P_{h}^{2}=P_{h} P_{h+1}=0$. But this contradicts the fact that $\operatorname{dim} P_{h}(x) \mathrm{X}=m_{h}>0$, which implies that $\left\|P_{h}(x)\right\| \geqq 1$ (see Problem I-4.1).

As regards the order $p-1$ of the branch point $\varkappa=x_{0}$ for $\lambda_{h}(x)$ or, equivalently, the period $p$ of the cycle $\left\{\lambda_{1}(x), \ldots, \lambda_{p}(x)\right\}$, we have the following result. An eigenvalue $\lambda$ of $T$ with multiplicity $m$ does not give rise to a branch point of order larger than $m-1$. This is an obvious consequence of the fact that such an eigenvalue can never split into more than $m$ eigenvalues [see (1.19)].

Theorem 1.10. Let X be a unitary space. Let $x_{0} \in \mathrm{D}_{0}$ (possibly an exceptional point) and let there exist a sequence $\left\{x_{n}\right\}$ converging to $x_{0}$ such that $T\left(x_{n}\right)$ is normal for $n=1,2, \ldots$. Then all the $\lambda_{h}(x)$ and $P_{h}(x)$ are holomorphic at $x=\varkappa_{0}$, and the $D_{h}(x)=0$ identically.

Proof. We have $\left\|P_{h}\left(x_{n}\right)\right\|=1$ since $T\left(x_{n}\right)$ is normal [see I-(6.64)]. Thus $x_{j}=x_{0}$ is not a branch point for any $\lambda_{h}(x)$ by Theorem 1.9. Consequently the $\lambda_{h}(x)$ are holomorphic at $x=x_{0}$. Then the $P_{h}(x)$ are singlevalued there and, since they cannot have a pole for the same reason as above, they must be holomorphic. Then the $D_{h}(x)$ vanish identically, since the holomorphic functions $D_{h}(\varkappa)=\left(T(x)-\lambda_{h}(\varkappa)\right) P_{h}(x)$ vanish at $\varkappa=x_{n} \rightarrow \varkappa_{0}$.

Remark 1.11. In general the $P_{h}(\varkappa)$ and $D_{h}(\varkappa)$ are not defined at an exceptional point $\varkappa_{0}$. But they can have a removable singularity at $\varkappa_{0}$ as in Theorem 1.10. In such a case $P_{h}\left(x_{0}\right)$ and $D_{h}\left(x_{0}\right)$ are well-defined, but they need not be the eigenprojection and eigennilpotent for the eigenvalue $\lambda_{h}\left(x_{0}\right)$ of $T\left(x_{0}\right)$. If, for example, $\lambda_{1}\left(x_{0}\right)=\lambda_{2}\left(x_{0}\right) \neq \lambda_{k}\left(x_{0}\right)$, $k \geqq 3$, then $P_{1}\left(x_{0}\right)+P_{2}\left(x_{0}\right)$ (and not $P_{1}\left(x_{0}\right)$ ) is the eigenprojection for $\lambda_{1}\left(x_{0}\right)$. Again, the eigennilpotent for $\lambda_{h}\left(x_{0}\right)$ need not vanish even if $D_{h}(\kappa) \equiv 0$, as is seen from Example 1.12 a), d), f) below.

Example 1.12. Consider the eigenprojections and eigennilpotents of $T(x)$ for the operators of Example 1.1.
a) The resolvent $R(\zeta, x)$ is given by (1.15), integration of which along small circles around $\lambda_{ \pm}(x)$ gives by (1.16)

$$
P_{ \pm}(x)= \pm \frac{1}{2\left(1+x^{2}\right)^{1 / 2}}\left(\begin{array}{c}
1 \pm\left(1+x^{2}\right)^{1 / 2}  \tag{1.27}\\
x
\end{array} \begin{array}{c}
x \\
x
\end{array} \pm\left(1+x^{2}\right)^{1 / 2}\right) .
$$

The reader is advised to verify the relations $P_{ \pm}(x)^{2}=P_{ \pm}(x)$ and $P_{+}(x) P_{-}(x)$ $=P_{-}(x) P_{+}(x)=0$. The eigenprojections $P_{ \pm}(x)$ are branches of a double-valued algebraic function with branch points $x= \pm i$. Since $s=N=2, T(x)$ is simple and the eigennilpotents $D_{ \pm}(x)$ are zero for $x \neq \pm i$. At the exceptional points $x= \pm i$, we have quite a different spectral representation of $T(x)$; there is a double eigenvalue 0 , and the spectral representation of $T( \pm i)$ is

$$
\begin{equation*}
T( \pm i)=0+D_{ \pm} \tag{1.28}
\end{equation*}
$$

that is, $T( \pm i)$ is itself the eigennilpotent.
b) Integration of the resolvent as in a) leads to the eigenprojections

$$
P_{1}(x)=\frac{1}{2}\left(\begin{array}{ll}
1 & 1  \tag{1.29}\\
1 & 1
\end{array}\right), \quad P_{2}(x)=\frac{1}{2}\left(\begin{array}{rr}
1 & -1 \\
-1 & 1
\end{array}\right)
$$

for the eigenvalues $\lambda_{1}(x)=x$ and $\lambda_{2}(x)=-x$. Again we have $D_{1}(x)=D_{2}(x)=0$ for $x \neq 0$. The exceptional point $\varkappa=0$ is not a singular point for any of $\lambda_{h}(x)$, $P_{h}(x)$ or $D_{h}(x)$.
c) The eigenprojection and eigennilpotent for the unique eigenvalue $\lambda(x)=0$ of $T(x)$ are given by $P(x)=1, D(x)=T(x)$.
d) We have

$$
P_{ \pm}(x)=\frac{1}{2}\left(\begin{array}{cc}
1 & \pm \varkappa^{-1 / 2}  \tag{1.30}\\
\pm x^{1 / 2} & 1
\end{array}\right), \quad D_{ \pm}(x)=0, \quad x \neq 0
$$

for $\lambda_{ \pm}(x)= \pm x^{1 / 2}$. The exceptional point $x=0$ is a branch point for the eigenvalues and the eigenprojections. For $x=0$, the eigenvalue is zero and the spectral representation is $T(0)=0+D$ with $D=T=T(0)$. The operator of this example resembles that of $a$ ), with the difference that there is only one exceptional point here.
e) We have

$$
P_{1}(x)=\left(\begin{array}{ll}
1 & \varkappa  \tag{1.31}\\
0 & 0
\end{array}\right), \quad P_{2}(x)=\left(\begin{array}{rr}
0 & -x \\
0 & 1
\end{array}\right), \quad D_{h}(x)=0,
$$

for $\lambda_{1}(x)=1$ and $\lambda_{2}(x)=0$. Everything is holomorphic for finite $x$ since there are no exceptional points. Note that the $P_{h}(x)$ are not holomorphic at $x=\infty$ whereas the $\lambda_{h}(x)$ are. This is a situation in a sense opposite to that of the following example.
f) The eigenprojections are

$$
P_{1}(x)=\left(\begin{array}{ll}
1 & x^{-1}  \tag{1.32}\\
0 & 0
\end{array}\right), \quad P_{2}(x)=\left(\begin{array}{cc}
0 & -x^{-1} \\
0 & 1
\end{array}\right), \quad x \neq 0,
$$

for $\lambda_{1}(x)=x$ and $\lambda_{2}(x)=0$. Note that the $P_{h}(x)$ have a pole at the exceptional point $x=0$ notwithstanding that the $\lambda_{h}(x)$ are holomorphic there. The situation is reversed for $x=\infty$. At $x=0$ the spectral representation is the same as in d).

## 7. The case of $\boldsymbol{T}(\boldsymbol{x})$ linear in $\boldsymbol{x}$

The foregoing general results are somewhat simplified in the case (1.1) in which $T(x)$ is linear in $x$. Then $T(x)$ is defined in the whole complex plane, which will be taken as the domain $\mathrm{D}_{0}$. The coefficients of the characteristic equation (1.3) are polynomials in $x$ of degree not exceeding
$N$. Hence the eigenvalues $\lambda_{h}(x)$ are branches of algebraic functions of $x$. If the algebraic equation (1.3) is irreducible, there is only one $N$-valued algebraic function so that we have $s=N$. If (1.3) is reducible, the eigenvalues $\lambda_{h}(x)$ can be classified into several groups, each group corresponding to an algebraic function. If there happen to be identical ones among these algebraic functions, we have $s<N$ (permanent degeneracy) ${ }^{1}$.

The algebraic functions $\lambda_{h}(x)$ have no pole at a finite value of $x$. At $x=\infty$ they have at most a pole of order 1; this is seen by writing (1.1) in the form

$$
\begin{equation*}
T(x)=\varkappa\left(T^{\prime}+\varkappa^{-1} T\right), \tag{1.33}
\end{equation*}
$$

for the eigenvalues of $T^{\prime}+\varkappa^{-1} T$ are continuous for $\varkappa^{-1} \rightarrow 0$. More precisely, these eigenvalues have the expansion $\mu_{h}+\beta_{h}\left(\varkappa^{-1}\right)^{1 / p}+\cdots$ (Puiseux series in $\varkappa^{-1}$ ), so that the eigenvalues of $T(\varkappa)$ have the form

$$
\begin{equation*}
\lambda_{h}(x)=\mu_{h} x+\beta_{h} x^{1-\frac{1}{p}}+\cdots, \quad x \rightarrow \infty . \tag{1.34}
\end{equation*}
$$

Note that $P_{h}(\varkappa)$ or $D_{h}(\varkappa)$ may be holomorphic at $\varkappa=\infty$ even when $\lambda_{h}(\varkappa)$ is not [see Example 1.12, f)].

## 8. Summary

For convenience the main results obtained in the preceding paragraphs will be summarized here ${ }^{2}$.

Let $T(x) \in \mathscr{B}(\mathrm{X})$ be a family holomorphic in a domain $\mathrm{D}_{0}$ of the complex $x$-plane. The number $s$ of eigenvalues of $T(x)$ is constant if $x$ is not one of the exceptional points, of which there are only a finite number in each compact subset of $\mathrm{D}_{0}$. In each simple subdomain (simply connected subdomain containing no exceptional point) D of $\mathrm{D}_{0}$, the eigenvalues of $T(\varkappa)$ can be expressed as $s$ holomorphic functions $\lambda_{h}(\varkappa)$, $h=1, \ldots, s$, the eigenvalue $\lambda_{h}(x)$ having constant multiplicity $m_{h}$. The $\lambda_{h}(x)$ are branches of one or several analytic functions on $\mathrm{D}_{0}$, which have only algebraic singularities and which are everywhere continuous in $\mathrm{D}_{0}$. [For simplicity these analytic functions will also be denoted by $\lambda_{h}(x)$.] An exceptional point $x_{0}$ is either a branch point of some of the $\lambda_{h}(x)$ or a regular point for all of them; in the latter case the values of some of the different $\lambda_{h}(\varkappa)$ coincide at $\varkappa=\varkappa_{0}$.

The eigenprojections $P_{h}(x)$ and the eigennilpotents $D_{h}(x)$ for the eigenvalues $\lambda_{h}(\varkappa)$ of $T(\varkappa)$ are also holomorphic in each simple subdomain D , being branches of one or several analytic functions [again denoted by $P_{h}(\varkappa)$ and $D_{h}(\varkappa)$ ] with only algebraic singularities. The analytic functions $P_{h}(x)$ and $\lambda_{h}(x)$ have common branch points of the

[^36]same order，but $P_{h}(x)$ always has a pole at a branch point while $\lambda_{h}(x)$ is continuous there．$P_{h}(x)$ and $D_{h}(\varkappa)$ may have poles even at an exceptional point where $\lambda_{h}(\varkappa)$ is holomorphic．

If $\lambda_{1}(\varkappa), \ldots, \lambda_{r}(\varkappa)$ are the $\lambda$－group eigenvalues［the totality of the eigenvalues of $T(x)$ generated by splitting from a common eigenvalue $\lambda$ of the unperturbed operator $T=T(0), \varkappa=0$ being assumed to be an exceptional point］and if $P_{1}(\varkappa), \ldots, P_{r}(\varkappa)$ are the associated eigen－ projections，the total projection $P(\varkappa)=P_{1}(\varkappa)+\cdots+P_{r}(\varkappa)$ for this $\lambda$－group is holomorphic at $x=0$ ．The total multiplicity $m_{1}+\cdots+m_{r}$ for these eigenvalues is equal to the multiplicity $m$ of the eigenvalue $\lambda$ of $T$ ．The $\lambda$－group is further divided into several cycles $\left\{\lambda_{1}(\varkappa), \ldots\right.$ ， $\left.\lambda_{p}(x)\right\},\left\{\lambda_{p+1}(x), \ldots\right\}, \ldots,\{\ldots\}$ and correspondingly for the eigen－ projections．The elements of each cycle are permuted cyclically among themselves after analytic continuation when $\varkappa$ describes a small circle around $x=0$ ．The sum of the eigenprojections in each cycle［for example $\left.P_{1}(x)+\cdots+P_{p}(x)\right]$ is single－valued at $x=0$ but need not be holo－ morphic（it may have a pole）．

## § 2．Perturbation series

## 1．The total projection for the $\lambda$－group

In the preceding section we were concerned with the general proper－ ties of the functions $\lambda_{h}(x), P_{h}(x)$ and $D_{h}(x)$ representing respectively the eigenvalues，eigenprojections and eigennilpotents of an operator $T(x) \in \mathscr{B}(\mathrm{X})$ depending holomorphically on a complex parameter $\varkappa$ ． In the present section we shall construct explicitly the Taylor series （if they exist）for these functions at a given point $\varkappa$ which we may assume to be $x=0$ ．Since the general case is too complicated to be dealt with completely，we shall be content with carrying out this program under certain simplifying assumptions．Furthermore，we shall give only formal series here；the convergence radii of the series and the error estimates will be considered in later sections ${ }^{1}$ ．

We start from the given power series for $T(x)$ ：

$$
\begin{equation*}
T(x)=T+\varkappa T^{(\mathbf{1})}+\varkappa^{2} T^{(2)}+\cdots . \tag{2.1}
\end{equation*}
$$

Let $\lambda$ be one of the eigenvalues of the unperturbed operator $T=T(0)$ with（algebraic）multiplicity $m$ ，and let $P$ and $D$ be the associated eigen－

[^37]projection and eigennilpotent. Thus (see I-§ 5.4)
\[

$$
\begin{equation*}
T P=P T=P T P=\lambda P+D, \operatorname{dim} P=m, D^{m}=0, P D=D P=D . \tag{2.2}
\end{equation*}
$$

\]

The eigenvalue $\lambda$ will in general split into several eigenvalues of $T(x)$ for small $\varkappa \neq 0$ (the $\lambda$-group), see § 1.8. The total projection $P(x)$ for this $\lambda$-group is holomorphic at $x=0$ [see (1.17)]

$$
\begin{equation*}
P(x)=\sum_{n=0}^{\infty} x^{n} P^{(n)}, \quad P^{(0)}=P \tag{2.3}
\end{equation*}
$$

with $P^{(n)}$ given by (1.18). The subspace $M(x)=P(x) X$ is $m$-dimensional [see (1.19)] and invariant under $T(x)$. The $\lambda$-group eigenvalues of $T(x)$ are identical with all the eigenvalues of $T(x)$ in $M(x)$ [that is, of the part of $T(x)$ in $M(\varkappa)]$. In order to determine the $\lambda$-group eigenvalues, therefore, we have only to solve an eigenvalue problem in the subspace $M(x)$, which is in general smaller than the whole space $X$.

The eigenvalue problem for $T(x)$ in $M(x)$ is equivalent to the eigenvalue problem for the operator

$$
\begin{equation*}
T_{r}(x)=T(x) P(x)=P(x) T(x)=P(x) T(x) P(x), \tag{2.4}
\end{equation*}
$$

see I-§ 5.1. Thus the $\lambda$-group eigenvalues of $T(x)$ are exactly those eigenvalues of $T_{r}(\varkappa)$ which are different from zero, provided that $|\lambda|$ is large enough to ensure that these eigenvalues do not vanish for the small $|x|$ under consideration ${ }^{1}$. The last condition does not restrict generality, for $T$ could be replaced by $T+\alpha$ with a scalar $\alpha$ without changing the nature of the problem.

In any case it follows that

$$
\begin{equation*}
\lambda(x)=\frac{1}{m} \operatorname{tr}(T(x) P(x))=\lambda+\frac{1}{m} \operatorname{tr}((T(x)-\lambda) P(x)) \tag{2.5}
\end{equation*}
$$

is equal to the weighted mean of the $\lambda$-group eigenvalues of $T(x)$, where the weight is the multiplicity of each eigenvalue [see I-(5.40) and I -(3.25)]. If there is no splitting of $\lambda$ so that the $\lambda$-group consists of a single eigenvalue $\lambda(x)$ with multiplicity $m$, we have

$$
\begin{equation*}
\lambda(x)=\lambda(x) ; \tag{2.6}
\end{equation*}
$$

in particular this is always true if $m=1$. In such a case the eigenprojection associated with $\lambda(x)$ is exactly the total projection (2.3) and the eigennilpotent is given by [see I-(5.26)]

$$
\begin{equation*}
D(x)=(T(x)-\lambda(x)) P(x) . \tag{2.7}
\end{equation*}
$$

These series give a complete solution to the eigenvalue problem for the $\lambda$-group in the case of no splitting, $\lambda(x), P(x)$ and $D(x)$ being all holomorphic at $\varkappa=0$.

[^38]Let us now consider the explicit form of the series (2.3) and (2.5) in terms of the coefficients $T^{(n)}$ of (2.1). It should be remarked at this point that we could use as well the coefficients of the series (2.4) instead of $T^{(n)}$, for the eigenvalues and eigenprojections are the same for $T(x)$ and $T_{r}(x)$ so far as concerns the $\lambda$-group ${ }^{1}$.

The coefficients $P^{(n)}$ of (2.3) are given by (1.14) and (1.18). Thus

$$
\begin{equation*}
P^{(n)}=-\frac{1}{2 \pi i} \sum_{v_{1}+\cdots+p_{j}, \sum_{1} \geq 1}(-1)^{\downarrow} \int_{\Gamma} R(\zeta) T^{\left(v_{2}\right)} R(\zeta) T^{\left(v^{(2)}\right)} \ldots T^{\left(p_{0}\right)} R(\zeta) d \zeta, \tag{2.8}
\end{equation*}
$$

where $\Gamma$ is a small, positively-oriented circle around $\lambda$. To evaluate the integral (2.8), we substitute for $R(\zeta)$ its Laurent expansion $\mathrm{I}-(5.18)$ at $\zeta=\lambda$, which we write for convenience in the form

$$
\begin{equation*}
R(\zeta)=\sum_{n=-m}^{\infty}(\zeta-\lambda)^{n} S^{(n+1)} \tag{2.9}
\end{equation*}
$$

with

$$
\begin{equation*}
S^{(0)}=-P, \quad S^{(n)}=S^{n}, \quad S^{(-n)}=-D^{n}, \quad n \geqq 1 . \tag{2.10}
\end{equation*}
$$

Here $S=S(\lambda)$ is the value at $\zeta=\lambda$ of the reduced resolvent of $T$ (see loc. cit.); thus we have by I-(5.19) and (5.26)

$$
\begin{equation*}
S P=P S=0, \quad(T-\lambda) S=S(T-\lambda)=1-P . \tag{2.11}
\end{equation*}
$$

Substitution of (2.9) into the integrand of (2.8) gives a Laurent series in $\zeta-\lambda$, of which only the term with the power $(\zeta-\lambda)^{-1}$ contributes to the integral. The result is given by the finite sum

$$
\begin{equation*}
P^{(n)}=-\sum_{p=1}^{n}(-1)^{p} \sum_{\substack{v_{1}+\cdots+v_{p}=n \\ k_{1}+\cdots+k_{p}=p \\ v_{j} \geq 1, k_{j} \geq-m+1}} S^{\left(k_{1}\right)} T^{\left(v_{1}\right)} S^{\left(k_{2}\right)} \ldots S^{\left(k_{p}\right)} T^{\left(v_{p}\right)} S^{\left(k_{p+1}\right)} \tag{2.12}
\end{equation*}
$$

for $n \geqq 1$. For example

$$
\begin{align*}
P^{(1)}= & \sum_{k_{1}+k_{1}=1} S^{\left(k_{1}\right)} T^{(1)} S^{\left(k_{3}\right)}  \tag{2.13}\\
= & -D^{m-1} T^{(1)} S^{m}-\cdots-D T^{(1)} S^{2}-P T^{(1)} S-S T^{(1)} P \\
& -S^{2} T^{(1)} D-\cdots-S^{m} T^{(1)} D^{m-1}, \\
P^{(2)}= & \sum_{k_{1}+k_{2}=1} S^{\left(k_{1}\right)} T^{(2)} S^{\left(k_{2}\right)}-\sum_{k_{1}+k_{2}+k_{2}=2} S^{\left(k_{1}\right)} T^{(1)} S^{\left(k_{2}\right)} T^{(1)} S^{\left(k_{2}\right) .} .
\end{align*}
$$

If in particular $\lambda$ is a semisimple eigenvalue of $T$ (see I-§ 5.4), we have $D=0$ and only nonnegative values of $k_{j}$ contribute to the sum

[^39](2.12). Thus we have, for example,
(2.14) $P^{(1)}=-P T^{(1)} S-S T^{(1)} P$,
$P^{(2)}=-P T^{(2)} S-S T^{(2)} P+P T^{(1)} S T^{(1)} S+S T^{(1)} P T^{(1)} S+$ $+S T^{(1)} S T^{(1)} P-P T^{(1)} P T^{(1)} S^{2}-P T^{(1)} S^{2} T^{(1)} P-S^{2} T^{(1)} P T^{(1)} P$,
$P^{(3)}=-P T^{(3)} S-S T^{(3)} P+P T^{(1)} S T^{(2)} S+P T^{(2)} S T^{(1)} S+$ $+S T^{(1)} P T^{(2)} S+S T^{(2)} P T^{(1)} S+S T^{(1)} S T^{(2)} P+S T^{(2)} S T^{(1)} P-$
$-P T^{(1)} P T^{(2)} S^{2}-P T^{(2)} P T^{(1)} S^{2}-P T^{(1)} S^{2} T^{(2)} P-P T^{(2)} S^{2} T^{(1)} P-$
$-S^{2} T^{(1)} P T^{(2)} P-S^{2} T^{(2)} P T^{(1)} P-P T^{(1)} S T^{(1)} S T^{(1)} S-$
$-S T^{(1)} P T^{(1)} S T^{(1)} S-S T^{(1)} S T^{(1)} P T^{(1)} S-S T^{(1)} S T^{(1)} S T^{(1)} P+$
$+P T^{(1)} P T^{(1)} S T^{(1)} S^{2}+P T^{(1)} P T^{(1)} S^{2} T^{(1)} S+P T^{(1)} S T^{(1)} P T^{(1)} S^{2}+$ $+P T^{(1)} S^{2} T^{(1)} P T^{(1)} S+P T^{(1)} S T^{(1)} S^{2} T^{(1)} P+P T^{(1)} S^{2} T^{(1)} S T^{(1)} P+$ $+S T^{(1)} P T^{(1)} S^{2} T^{(1)} P+S^{2} T^{(1)} P T^{(1)} S T^{(1)} P+S T^{(1)} P T^{(1)} P T^{(1)} S^{2}+$ $+S^{2} T^{(1)} P T^{(1)} P T^{(1)} S+S T^{(1)} S^{2} T^{(1)} P T^{(1)} P+S^{2} T^{(1)} S T^{(1)} P T^{(1)} P-$ $-P T^{(\mathrm{a})} P T^{(\mathrm{l})} P T^{(\mathrm{l})} S^{3}-P T^{(\mathrm{a})} P T^{(\mathrm{l})} S^{3} T^{(\mathrm{l})} P-$
$-P T^{(1)} S^{3} T^{(1)} P T^{(1)} P-S^{3} T^{(1)} P T^{(1)} P T^{(1)} P$.

## 2. The weighted mean of eigenvalues

We next consider the series (2.4) for $T_{r}(x)=T(x) P(x)$. For computation it is more convenient to consider the operator $(T(x)-\lambda) P(x)$ instead of $T_{r}(x)$ itself. We have from (1.16)

$$
\begin{equation*}
(T(x)-\lambda) P(x)=-\frac{1}{2 \pi i} \int_{\Gamma}(\zeta-\lambda) R(\zeta, x) d \zeta \tag{2.15}
\end{equation*}
$$

since $(T(x)-\lambda) R(\zeta, x)=1+(\zeta-\lambda) R(\zeta, x)$ and the integral of 1 along $\Gamma$ vanishes. Noting that $(T-\lambda) P=D$ by (2.2), we have

$$
\begin{equation*}
(T(x)-\lambda) P(\varkappa)=D+\sum_{n=1}^{\infty} x^{n} \widetilde{T}^{(n)} \tag{2.16}
\end{equation*}
$$

with

$$
\begin{equation*}
\widetilde{T}^{(n)}=-\frac{1}{2 \pi i} \sum_{\substack{v_{1}+\cdots+v_{p}=n \\ v_{j} \geqq 1}}(-1)^{p} \int_{\Gamma} R(\zeta) T^{\left(v_{1}\right)} \ldots T^{(v p)} R(\zeta)(\zeta-\lambda) d \zeta \tag{2.17}
\end{equation*}
$$

for $n \geqq 1$; this differs from (2.8) only by the factor $\zeta-\lambda$ in the integrand.
Hence it follows that

$$
\begin{equation*}
\widetilde{T}^{(n)}=-\sum_{p=1}^{\infty}(-1)^{p} \sum_{\substack{v_{1}+\cdots+v_{p}=n \\ k_{1}+\cdots+p_{p+1}=p-1 \\ v_{j} \geqq 1, k_{j} \geqq-m+1}} \tag{2.18}
\end{equation*}
$$

with the same summand as in (2.12). For example
(2.19) $\widetilde{T}^{(1)}=-D^{m-1} T^{(1)} S^{m-1}-\cdots-D T^{(1)} S+P T^{(1)} P-S T^{(1)} D$ $-\cdots-S^{m-1} T^{(1)} D^{m-1}$.

Again these expressions are simplified when $\lambda$ is a semisimple eigenvalue of $T(D=0)$; for example

$$
\begin{align*}
& \widetilde{T}^{(1)}=P T^{(1)} P,  \tag{2.20}\\
& \widetilde{T}^{(2)}=P T^{(2)} P-P T^{(\mathrm{l})} P T^{(\mathrm{l})} S-P T^{(\mathrm{l})} S T^{(\mathrm{l})} P-S T^{(\mathrm{l})} P T^{(\mathrm{l})} P, \\
& \widetilde{T}^{(3)}=P T^{(3)} P-P T^{(1)} P T^{(2)} S-P T^{(2)} P T^{(1)} S-
\end{align*}
$$

$-P T^{(1)} S T^{(2)} P-P T^{(2)} S T^{(1)} P-S T^{(1)} P T^{(2)} P-S T^{(2)} P T^{(1)} P+$
$+P T^{(1)} P T^{(1)} S T^{(1)} S+P T^{(1)} S T^{(1)} P T^{(1)} S+$
$+P T^{(1)} S T^{(1)} S T^{(1)} P+S T^{(1)} P T^{(1)} P T^{(1)} S+S T^{(1)} P T^{(1)} S T^{(1)} P+$
$+S T^{(1)} S T^{(1)} P T^{(1)} P-P T^{(1)} P T^{(1)} P T^{(1)} S^{2}-P T^{(1)} P T^{(1)} S^{2} T^{(1)} P-$
$-P T^{(1)} S^{2} T^{(1)} P T^{(1)} P-S^{2} T^{(1)} P T^{(1)} P T^{(1)} P$.
The series for the weighted mean $\lambda(x)$ of the $\lambda$-group eigenvalues is obtained from (2.5) and (2.16) :

$$
\begin{equation*}
\hat{\lambda}(x)=\lambda+\sum_{n=1}^{\infty} x^{n} \hat{\lambda}(n) \tag{2.21}
\end{equation*}
$$

where

$$
\begin{equation*}
\chi^{(n)}=\frac{1}{m} \operatorname{tr} \widetilde{T}^{(n)}, \quad n \geqq 1 . \tag{2.22}
\end{equation*}
$$

The substitution of (2.18) for $\widetilde{T}^{(n)}$ will thus give the coefficients $\hat{\lambda}(n)$.
But there is another expression for $\lambda(x)$ which is more convenient for calculation, namely

$$
\begin{equation*}
\lambda(\varkappa)-\lambda=-\frac{1}{2 \pi i m} \operatorname{tr} \int_{\Gamma} \log \left[1+\left(\sum_{n=1}^{\infty} \varkappa^{n} T^{(n)}\right) R(\zeta)\right] d \zeta . \tag{2.23}
\end{equation*}
$$

Here the logarithmic function $\log (1+A)$ is defined by

$$
\begin{equation*}
\log (1+A)=\sum_{p=1}^{\infty} \frac{(-1)^{p-1}}{p} A^{p} \tag{2.24}
\end{equation*}
$$

which is valid for $\|A\|<1$. Note that (2.24) coincides with I-(5.57) for a special choice of the domain $\Delta$ (take as $\Delta$ a neighborhood of $\zeta=1$ containing the eigenvalues of $1+A$ ).

To prove (2.23), we start from (2.5) and (2.15), obtaining

$$
\begin{equation*}
\lambda(x)-\lambda=-\frac{1}{2 \pi i m} \operatorname{tr} \int_{\Gamma}(\zeta-\lambda) R(\zeta, x) d \zeta . \tag{2.25}
\end{equation*}
$$

Substitution for $R(\zeta, x)$ from (1.13) gives

$$
\begin{equation*}
\lambda(x)-\lambda=-\frac{1}{2 \pi i m} \operatorname{tr} \int_{\Gamma} \sum_{p=1}^{\infty}(\zeta-\lambda) R(\zeta)(-A(\varkappa) R(\zeta))^{p} d \zeta ; \tag{2.26}
\end{equation*}
$$

note that the term for $p=0$ in (2.26) vanishes because $\operatorname{tr} D=0$ (see Problem I-3.11).

Now we have, in virtue of the relation $d R(\zeta) / d \zeta=R(\zeta)^{2}$ [see I-(5.8)],

$$
\begin{align*}
& \frac{d}{d \zeta}(A(x) R(\zeta))^{p}=\frac{d}{d \zeta}[A(x) R(\zeta) \ldots A(x) R(\zeta)]  \tag{2.27}\\
& =A(x) R(\zeta) \ldots A(x) R(\zeta)^{2}+\cdots+A(x) R(\zeta)^{2} \ldots A(x) R(\zeta) .
\end{align*}
$$

Application of the identity $\operatorname{tr} A B=\operatorname{tr} B A$ thus gives

$$
\begin{equation*}
\operatorname{tr} \frac{d}{d \zeta}(A(x) R(\zeta))^{p}=p \operatorname{tr} R(\zeta)(A(x) R(\zeta))^{p} \tag{2.28}
\end{equation*}
$$

and (2.26) becomes ${ }^{1}$

$$
\begin{align*}
& \hat{\lambda}(x)-\lambda=-\frac{1}{2 \pi i m} \operatorname{tr} \int_{\Gamma} \sum_{p=1}^{\infty} \frac{1}{p}(\zeta-\lambda) \frac{d}{d \zeta}(-A(x) R(\zeta))^{p} d \zeta  \tag{2.29}\\
& \quad=\frac{1}{2 \pi i m} \operatorname{tr} \int_{\Gamma} \sum_{p=1}^{\infty} \frac{1}{p}(-A(x) R(\zeta))^{p} d \zeta \quad \text { (integration by parts) }
\end{align*}
$$

which is identical with (2.23) [recall the definition (1.10) of $A(x)$ ].
If the logarithmic function in (2.23) is expanded according to (2.24) and the result is arranged in powers of $x$, the coefficients in the series for $\hat{\lambda}(x)$ are seen to be given by

$$
\begin{equation*}
\hat{\lambda}(n)=\frac{1}{2 \pi i m} \operatorname{tr} \sum_{v_{1}+\cdots+v_{p}=n} \frac{(-1)^{p}}{p} \int_{\Gamma} T^{\left(v_{1}\right)} R(\zeta) \ldots R(\zeta) T^{(\nu p)} R(\zeta) d \zeta ; n \geqq 1 . \tag{2.30}
\end{equation*}
$$

This can be treated as (2.8) and (2.17); the result is

$$
\begin{equation*}
\dot{\lambda}(n)=\frac{1}{m} \sum_{p=1}^{n} \frac{(-1)^{p}}{p} \sum_{\substack{p_{1}+\cdots+p_{p}=n \\ k_{1}+\cdots+k_{p}=p-1}} \operatorname{tr} T^{\left(p_{1}\right)} S^{\left(k_{1}\right)} \ldots T^{\left(v_{p}\right)} S^{\left(k_{p}\right)} . \tag{2.31}
\end{equation*}
$$

This formula is more convenient than (2.22), for the summation involved in (2.31) is simpler than in (2.18). For example,

$$
\begin{align*}
\hat{\lambda}(1) & =\frac{1}{m} \operatorname{tr} T^{(1)} P,  \tag{2.32}\\
\hat{\lambda}^{(2)} & =\frac{1}{m}\left[\operatorname{tr} T^{(2)} P+\frac{1}{2} \sum_{k_{1}+k_{2}=1} \operatorname{tr} T^{(1)} S^{\left(k_{1}\right)} T^{(1)} S^{\left(k_{2}\right)}\right] \\
& =\frac{1}{m}\left[\operatorname{tr} T^{(2)} P-\operatorname{tr}\left(T^{(1)} S^{m} T^{(1)} D^{m-1}+\cdots+T^{(1)} S T^{(1)} P\right)\right],
\end{align*}
$$

where we have again used the identity $\operatorname{tr} A B=\operatorname{tr} B A^{2}$.
These formulas are simplified when the eigenvalue $\lambda$ is semisimple. Again making use of the identity mentioned, we thus obtain

$$
\begin{align*}
& \hat{\lambda}^{(1)}=\frac{1}{m} \operatorname{tr} T^{(1)} P,  \tag{2.33}\\
& \hat{\lambda}^{(2)}=\frac{1}{m} \operatorname{tr}\left[T^{(2)} P-T^{(1)} S T^{(1)} P\right] \\
& \hat{\lambda}^{(3)}=\frac{1}{m} \operatorname{tr}\left[T^{(3)} P-T^{(1)} S T^{(2)} P-T^{(2)} S T^{(1)} P+\right. \\
& \\
& \left.\quad+T^{(1)} S T^{(1)} S T^{(1)} P-T^{(1)} S^{2} T^{(1)} P T^{(1)} P\right],
\end{align*}
$$

[^40]$$
\hat{\lambda}^{(4)}=\frac{1}{m} \operatorname{tr}\left[T^{(4)} P-T^{(1)} S T^{(3)} P-T^{(2)} S T^{(2)} P-T^{(3)} S T(1) P\right.
$$
$+T^{(1)} S T^{(1)} S T^{(2)} P+T^{(1)} S T^{(2)} S T^{(1)} P+T^{(2)} S T^{(1)} S T^{(1)} P-$
$-T^{(1)} S^{2} T^{(1)} P T^{(2)} P-T^{(1)} S^{2} T^{(2)} P T^{(1)} P-T^{(2)} S^{2} T^{(1)} P T^{(1)} P-$
$-T^{(1)} S T^{(1)} S T^{(1)} S T^{(1)} P+T^{(1)} S^{2} T^{(1)} S T^{(1)} P T^{(1)} P+$
$+T^{(1)} S T^{(1)} S^{2} T^{(1)} P T^{(1)} P+T^{(1)} S^{2} T(1) P T^{(1)} S T^{(1)} P-$
$\left.-T^{(1)} S^{3} T^{(1)} P T(1) P T(1) P\right]$.
Problem 2.1. If $T(x)$ is linear in $\varkappa\left(T^{(n)}=0\right.$ for $n \geqq 2$ ), we have
\[

$$
\begin{equation*}
\hat{\lambda}^{(n)}=\frac{1}{m n} \operatorname{tr}\left(T^{(1)} P^{(n-1)}\right), \quad n=1,2,3, \ldots \tag{2.34}
\end{equation*}
$$

\]

[hint: Compare (2.8) and (2.30).]
Remark 2.2. These expressions for the $\hat{\lambda}^{(n)}$ take more familiar (though more complicated) form if they are expressed in terms of bases chosen appropriately. For simplicity assume that the unperturbed operator $T$ is diagonable. Let $\lambda_{h}, P_{h}$, $h=1,2, \ldots$, be the eigenvalues and eigenprojections of $T$ different from the ones $\lambda$, $P$ under consideration. Let $\left\{x_{1}, \ldots, x_{m}\right\}$ be a basis of $M=\mathrm{R}(P)$ and let $\left\{x_{h_{1}}, \ldots\right.$, $\left.x_{h m_{h}}\right\}$ be a basis of $M_{h}=\mathrm{R}\left(P_{h}\right)$ for each $h$. The union of all these vectors $x_{j}$ and $x_{h j}$ forms a basis of $X$ consisting of eigenvectors of $T$ and adapted to the decomposition $X=M \oplus M_{1} \oplus \cdots$ of $X$. The adjoint basis of $X^{*}$ is adapted to the corresponding decomposition $\mathrm{X}^{*}=\mathrm{M}^{*} \oplus \mathrm{M}_{1}^{*} \oplus \cdots$, where $\mathrm{M}^{*}=\mathrm{R}\left(P^{*}\right), \mathrm{M}_{1}^{*}=\mathrm{R}\left(P_{1}^{*}\right), \ldots$; it consists of a basis $\left\{e_{1}, \ldots, e_{m}\right\}$ of $M^{*},\left\{e_{11}, \ldots, e_{1 m_{1}}\right\}$ of $M_{1}^{*}$, etc. (see Problem I-3.19).

Now we have, for any $u \in \mathbf{X}$,

$$
P u=\sum_{j=1}^{m}\left(u, e_{j}\right) x_{j}, \quad P_{h} u=\sum_{j=1}^{m_{h}}\left(u, e_{h j}\right) x_{h j}, \quad h=1,2, \ldots,
$$

and for any operator $A \in \mathscr{B}(\mathrm{X})$,

$$
\operatorname{tr} A P=\sum_{j=1}^{m}\left(A x_{j}, e_{j}\right), \quad \operatorname{tr} A P_{h}=\sum_{j=1}^{m_{h}}\left(A x_{h j}, e_{h j}\right), \quad h=1,2, \ldots
$$

The operator $S$ is given by I-(5.32) where the subscript $h$ should be omitted. Hence

$$
S u=\sum_{k}\left(\lambda_{k}-\lambda\right)^{-1} P_{k} u=\sum_{k, j}\left(\lambda_{k}-\lambda\right)^{-1}\left(u, e_{k j}\right) x_{k j} .
$$

Thus we obtain from (2.33) the following expressions for the $\hat{\lambda}(n)$ :

$$
\begin{align*}
& \hat{\lambda}^{(1)}=\frac{1}{m} \sum_{j}\left(T^{(1)} x_{j}, e_{j}\right),  \tag{2.35}\\
& \hat{\lambda}^{(2)}=\frac{1}{m} \sum_{j}\left(T^{(2)} x_{j}, e_{j}\right)-\frac{1}{m} \sum_{i, j, k}\left(\lambda_{k}-\lambda\right)^{-1}\left(T^{(1)} x_{i}, e_{k j}\right)\left(T^{(1)} x_{k j}, e_{i}\right) .
\end{align*}
$$

Suppose, in particular, that the eigenvalue $\lambda$ of $T$ is simple: $m=1$. Let $\varphi$ be an eigenvector of $T$ for this eigenvalue; then we can take $x_{1}=\varphi$. Then $e_{1}=\psi$ is an eigenvector of $T^{*}$ for the eigenvalue $\bar{\lambda}$. We shall renumber the other eigenvectors $x_{h j}$ of $T$ in a simple sequence $\varphi_{1}, \varphi_{2}, \ldots$, with the corresponding eigenvalues $\mu_{1}, \mu_{2}, \ldots$ which are different from $\lambda$ but not necessarily different from one another (repeated eigenvalues). Correspondingly, we write the $e_{h j}$ in a simple sequence $\psi_{j}$ so that $\left\{\psi, \psi_{1}, \psi_{2}, \ldots\right\}$ is the basis of $X^{*}$ adjoint to the basis $\left\{\varphi, \varphi_{1}, \varphi_{2}, \ldots\right\}$ of X .

Then the above formulas can be written (note that $\hat{\lambda}^{(n)}=\lambda^{(n)}$ since there is no splitting)

$$
\begin{align*}
& \lambda^{(1)}=\left(T^{(1)} \varphi, \psi\right),  \tag{2.36}\\
& \lambda^{(2)}=\left(T^{(2)} \varphi, \psi\right)-\sum_{j}\left(\mu_{j}-\lambda\right)^{-1}\left(T^{(1)} \varphi, \psi_{j}\right)\left(T^{(1)} \varphi_{j}, \psi\right) .
\end{align*}
$$

These are formulas familiar in the textbooks on quantum mechanics ${ }^{1}$, except that here neither $T$ nor the $T^{(n)}$ are assumed to be symmetric (Hermitian) and, therefore, we have a biorthogonal family of eigenvectors rather than an orthonormal family. (In the symmetric case we have $\psi=\varphi, \psi_{j}=\varphi_{j}$.)

## 3. The reduction process

If $\lambda$ is a semisimple eigenvalue of $T, D=0$ and (2.16) gives

$$
\begin{equation*}
\widetilde{T}^{(1)}(\varkappa) \equiv \frac{1}{\varkappa}(T(x)-\lambda) P(\varkappa)=\sum_{n=0}^{\infty} \varkappa^{n} \widetilde{T}^{(n+1)} . \tag{2.37}
\end{equation*}
$$

Since $M(x)=R(P(x))$ is invariant under $T(x)$, there is an obvious relationship between the parts of $T(x)$ and $\widetilde{T}^{(1)}(x)$ in $M(x)$. Thus the solution of the eigenvalue problem for $T(x)$ in $M(x)$ reduces to the same problem for $\widetilde{T}^{(1)}(x)$. Now (2.37) shows that $\widetilde{T}^{(1)}(x)$ is holomorphic at $x=0$, so that we can apply to it what has so far been proved for $T(x)$. This process of reducing the problem for $T(x)$ to the one for $\tilde{T}^{(1)}(x)$ will be called the reduction process. The "unperturbed operator" for this family $\widetilde{T}^{(1)}(\varkappa)$ is [see (2.20)]

$$
\begin{equation*}
\tilde{T}^{(1)}(0)=\widetilde{T}^{(1)}=P T^{(1)} P . \tag{2.38}
\end{equation*}
$$

It follows that each eigenvalue of $\widetilde{T}^{(1)}$ splits into several eigenvalues of $\widetilde{T}^{(1)}(\chi)$ for small $|\chi|$. Let the eigenvalues of $\widetilde{T}^{(1)}$ in the invariant subspace $\mathrm{M}=\mathrm{M}(0)=\mathrm{R}(P)$ be denoted by $\lambda_{j}^{(1)}, j=1,2, \ldots$ [the eigenvalue zero of $\widetilde{T}^{(1)}$ in the complementary subspace $R(1-P)$ does not interest us]. The spectral representation of $\widetilde{T}^{(1)}$ in $M$ takes the form

$$
\begin{align*}
\widetilde{T}^{(1)} & =P T^{(1)} P=\sum_{j}\left(\lambda_{j}^{(1)} P_{j}^{(1)}+D_{j}^{(1)}\right),  \tag{2.39}\\
P & =\sum_{j} P_{j}^{(1)}, \quad P_{j}^{(1)} P_{k}^{(1)}=\delta_{j k} P_{j}^{(1)} .
\end{align*}
$$

Suppose for the moment that all the $\lambda_{j}^{(1)}$ are different from zero. By perturbation each $\lambda_{j}^{(1)}$ will split into several eigenvalues (the $\lambda_{j}^{(1)}$ group) of $\widetilde{T}^{(1)}(\varkappa)$, which are power series in $\varkappa^{1 / p_{j}}$ with some $p_{j} \geqq 1 .{ }^{2}$ The corresponding eigenvalues of $T(x)$ have the form

$$
\begin{equation*}
\lambda+x \lambda_{j}^{(1)}+x^{1+\frac{1}{p_{j}}} \alpha_{j k}+\cdots, \quad k=1,2, \ldots \tag{2.40}
\end{equation*}
$$

[^41]If some $\lambda_{j}^{(1)}$ is zero, the associated eigenspace of $\widetilde{T}^{(1)}$ includes the subspace $\mathrm{R}(1-P)$. But this inconvenience may be avoided by adding to $T(x)$ a term of the form $\alpha x$, which amounts to adding to $\widetilde{T}^{(1)}(x)$ a term $\alpha P(x)$. This has only the effect of shifting the eigenvalues of $T^{(1)}(x)$ in $M(\varkappa)$ [but not those in the complementary subspace $R(1-P(x))$ ] by the amount $\alpha$, leaving the eigenprojections and eigennilpotents unchanged. By choosing $\alpha$ appropriately the modified $\lambda_{j}^{(1)}$ can be made different from zero. Thus the assumption that $\lambda_{j}^{(1)} \neq 0$ does not affect the generality, and we shall assume this in the following whenever convenient.

The eigenvalues (2.40) of $T(x)$ for fixed $\lambda$ and $\lambda_{j}^{(1)}$ will be said to form the $\lambda+\varkappa \lambda_{j}^{(1)}$-group. From (2.40) we see immediately that the following theorem holds.

Theorem 2.3. If $\lambda$ is a semisimple eigenvalue of the unperturbed operator $T$, each of the $\lambda$-group eigenvalues of $T(x)$ has the form (2.40) so that it belongs to some $\lambda+x \lambda_{j}^{(1)}$-group. These eigenvalues are continuously differentiable near $x=0$ (even when $x=0$ is a branch point). The total projection $P_{j}^{(1)}(\varkappa)$ (the sum of eigenprojections) for the $\lambda+\varkappa \lambda_{j}^{(1)}$-group and the weighted mean of this group are holomorphic at $x=0$.

The last statement of the theorem follows from the fact that $P_{j}^{(1)}(\kappa)$ is the total projection for the $\lambda_{j}^{(1)}$-group of the operator $\widetilde{T}^{(1)}(x)$. The same is true for the weighted mean $\lambda_{j}^{(1)}(x)$ of this $\lambda_{j}^{(1)}$-group.

The reduction process described above can further be applied to the eigenvalue $\lambda_{j}^{(1)}$ of $\widetilde{T}^{(1)}$ if it is semisimple, with the result that the $\lambda_{j}^{(1)}$ group eigenvalues of $\widetilde{T}^{(1)}(x)$ have the form $\lambda_{j}^{(1)}+x \lambda_{j k}^{(2)}+o(x)$. The corresponding eigenvalues of $T(x)$ have the form

$$
\begin{equation*}
\lambda+\varkappa \lambda_{j}^{(1)}+x^{2} \lambda_{j k}^{(2)}+o\left(\varkappa^{2}\right) . \tag{2.41}
\end{equation*}
$$

These eigenvalues with fixed $j, k$ form the $\lambda+x \lambda_{j}^{(1)}+x^{2} \lambda_{j k}^{(2)}$-group of $T(x)$. In this way we see that the reduction process can be continued, and the eigenvalues and eigenprojections of $T(x)$ can be expanded into formal power series in $\varkappa$, as long as the unperturbed eigenvalue is semisimple at each stage of the reduction process.

But it is not necessary to continue the reduction process indefinitely, even when this is possible. Since the splitting must end after a finite number, say $n$, of steps, the total projection and the weighted mean of the eigenvalues at the $n$-th stage will give the full expansion of the eigenprojection and the eigenvalue themselves, respectively.

Remark 2.4. But how can one know that there will be no splitting after the $n$-th stage? This is obvious if the total projection at that stage has dimension one. Otherwise there is no general criterion for it. In most applications, however, this problem can be solved by the following reducibility argument.

Suppose there is a set $\{A\}$ of operators such that $A T(x)=T(x) A$ for all $x$. Then $A$ commutes with $R(\zeta, x)$ and hence with any eigenprojection of $T(x)$ [see I-(5.22)]. If there is any splitting of a semisimple eigenvalue $\lambda$ of $T$, then, each $P_{j}^{(1)}(\varkappa)$ in Theorem 2.3 commutes with $A$ and so does $P_{j}^{(1)}=P_{j}^{(1)}(0)$. Since $P_{j}^{(1)}$ is a proper subprojection (see I-§ 3.4) of $P$, we have the following result: If $\lambda$ is semisimple and $P$ is irreducible in the sense that there is no subprojection of $P$ which commutes with all $A$, then there is no splitting of $\lambda$ at the first stage. If it is known that the unperturbed eigenvalue in question is semisimple at every stage of the reduction process, then the irreducibility of $P$ means that there is no splitting at all. Similarly, if the unperturbed eigenprojection becomes irreducible at some stage, there will be no further splitting.

## 4. Formulas for higher approximations

The series $P_{j}^{(1)}(x)$ for the total projection of the $\lambda+\varkappa \lambda_{j}^{(1)}$-group of $T(x)$ can be determined from the series $(2.37)$ for $\widetilde{T}^{(1)}(\varkappa)$ just as $P(x)$ was determined from $T(x)$. To this end we need the reduced resolvent for $\widetilde{T}^{(1)}$, which corresponds to the reduced resolvent $S$ of $T$ used in the first stage. This operator will have the form

$$
\begin{equation*}
S_{i}^{(1)}-\frac{1}{\lambda_{j}^{(1)}}(1-P) . \tag{2.42}
\end{equation*}
$$

where the second term comes from the part of $\widetilde{T}^{(1)}$ in the subspace $(1-P) \mathrm{X}$ in which $\widetilde{T}^{(1)}$ is identically zero, and where

$$
\begin{equation*}
S_{j}^{(1)}=-\sum_{k \neq j}\left[\frac{P_{k}^{(1)}}{\lambda_{j}^{(1)}-\lambda_{k}^{(1)}}+\frac{D_{k}^{(1)}}{\left(\lambda_{j}^{(1)}-\lambda_{k}^{(1)}\right)^{2}}+\cdots\right] \tag{2.43}
\end{equation*}
$$

comes from the part of $\widetilde{T}^{(1)}$ in $M=P X$ [see I-(5.32)]. We note that

$$
\begin{equation*}
S_{i}^{(1)} P=P S_{i}^{(1)}=S_{i}^{(1)}, \quad S_{i}^{(1)} P_{i}^{(1)}=P_{i}^{(1)} S_{i}^{(1)}=0 . \tag{2.44}
\end{equation*}
$$

Application of the results of § 1.1 now gives

$$
\begin{equation*}
P_{i}^{(1)}(x)=P_{i}^{(1)}+\varkappa P_{i}^{(11)}+\varkappa^{2} P_{i}^{(12)}+\cdots \tag{2.45}
\end{equation*}
$$

where the coefficients are calculated by (2.12), in which the $T^{\left({ }^{( }\right)}$are to be replaced by $\widetilde{T}^{(v+1)}$ given by $(2.18)$ and $S^{(k)}$ by $\left(S_{i}^{(1)}-(1-P) / \lambda_{j}^{(1)}\right)^{k}$ for $k \geqq 1$, by $-P_{j}^{(1)}$ for $k=0$ and by $-\left(D_{j}^{(1)}\right)^{-k}$ for $k \leqq-1$. If, for example, $\lambda_{j}^{(1)}$ is semisimple $\left(D_{j}^{(1)}=0\right)$, we have by (2.14)

$$
\begin{equation*}
P_{i}^{(11)}=-P_{i}^{(1)} \tilde{T}^{(2)}\left(S_{i}^{(1)}-\frac{1}{\lambda_{j}^{(1)}}(1-P)\right)+(\text { inv }) \tag{2.46}
\end{equation*}
$$

where (inv) means an expression obtained from the foregoing one by inverting the order of the factors in each term. Substitution of $\widetilde{T}^{(2)}$
from (2.20) gives
$P_{j}^{(11)}=-P_{i}^{(1)} T^{(2)} S_{j}^{(1)}-\frac{1}{\lambda_{j}^{(1)}} P_{j}^{(1)} T^{(1)} P T^{(1)} S+P_{j}^{(1)} T^{(1)} S T^{(1)} S_{j}^{(1)}+(\mathrm{inv})$.
But we have $P_{j}^{(1)} T^{(1)} P=P_{j}^{(1)} T^{(1)} P_{j}^{(1)}=\lambda_{j}^{(1)} P_{j}^{(1)}$ because $\lambda_{j}^{(1)}$ is a semisimple eigenvalue of $P T^{(1)} P$. Hence

$$
\begin{equation*}
P_{j}^{(11)}=-P_{j}^{(1)} T^{(2)} S_{j}^{(1)}-P_{j}^{(1)} T^{(1)} S+P_{j}^{(1)} T^{(1)} S T^{(1)} S_{j}^{(1)}+(\text { inv }) \tag{2.47}
\end{equation*}
$$

Note that the final result does not contain $\lambda_{j}^{(1)}$ explicitly. Similarly $P_{j}^{(12)}$ can be calculated, though the expression will be rather complicated.

The weighted mean $\tilde{\lambda}_{j}^{(1)}(x)$ for the $\lambda_{j}^{(1)}$-group eigenvalues of $\widetilde{T}^{(1)}(x)$ is given by

$$
\begin{equation*}
\hat{\lambda}_{j}^{(1)}(x)=\lambda_{j}^{(1)}+x \hat{\lambda}_{j}^{(12)}+x^{2} \hat{\lambda}_{j}^{(13)}+\cdots, \tag{2.48}
\end{equation*}
$$

where the coefficients $\lambda_{j}^{(1 n)}$ are obtained from (2.31) by replacing $m$, $P, S, T^{(\nu)}$ by $m_{j}^{(1)}=\operatorname{dim} P_{j}^{(1)} \mathrm{X}, P_{j}^{(1)},(2.42)$ and $\widetilde{T}^{(\nu+1)}$ respectively. For example, assuming that $\lambda_{j}^{(1)}$ is semisimple,

$$
\begin{align*}
& \hat{\lambda}_{j}^{(12)}=\frac{1}{m_{j}^{(1)}} \operatorname{tr} \widetilde{T}^{(2)} P_{j}^{(1)}  \tag{2.49}\\
&=\frac{1}{m_{j}^{(1)}} \operatorname{tr}\left[T^{(2)} P_{j}^{(1)}-T^{(1)} S T^{(1)} P_{j}^{(1)}\right], \\
& \tilde{\lambda}_{j}^{(13)}=\frac{1}{m_{j}^{(1)}} \operatorname{tr}\left[\widetilde{T}^{(3)} P_{j}^{(1)}-\widetilde{T}^{(2)}\left(S_{j}^{(1)}-\frac{1}{\lambda_{j}^{(1)}}(1-P)\right) \widetilde{T}^{(2)} P_{j}^{(1)}\right] \\
&=\frac{1}{m_{j}^{(1)}} \operatorname{tr}\left[T^{(3)} P_{j}^{(1)}-T^{(1)} S T^{(2)} P_{j}^{(1)}-T^{(2)} S T^{(1)} P_{j}^{(1)}+\right. \\
&+T^{(1)} S T^{(1)} S T^{(1)} P_{j}^{(1)}-\lambda_{j}^{(1)} T^{(1)} S^{2} T^{(1)} P_{j}^{(1)}- \\
&-T^{(2)} S_{j}^{(1)} T^{(2)} P_{j}^{(1)}+T^{(1)} S T^{(1)} S_{j}^{(1)} T^{(2)} P_{j}^{(1)}+ \\
&\left.+T^{(2)} S_{j}^{(1)} T_{j}^{(1)} S T^{(1)} P_{j}^{(1)}-T^{(1)} S T^{(1)} S_{j}^{(1)} T^{(1)} S T^{(1)} P_{j}^{(1)}\right] .
\end{align*}
$$

Here we have again used the identity $\operatorname{tr} A B=\operatorname{tr} B A$ and the relations (2.44) and (2.11). The weighted mean of the $\lambda+\varkappa \lambda_{j}^{(1)}$-group eigenvalues of $T(x)$ is given by

$$
\begin{align*}
\hat{\lambda}_{j}(x) & =\lambda+x \hat{\lambda}_{j}^{(1)}(x)  \tag{2.50}\\
& =\lambda+\varkappa \lambda_{j}^{(1)}+x^{2} \hat{\lambda}_{j}^{(12)}+x^{3} \hat{\lambda}_{j}^{(13)}+\cdots .
\end{align*}
$$

If there is no splitting in the $\lambda+x \lambda_{i}^{(1)}$-group (that is, if this group consists of a single eigenvalue), (2.50) is exactly this eigenvalue. In particular this is the case if $m_{j}^{(1)}=1$.

Remark 2.5. At first sight it might appear strange that the third order coefficient $\hat{\lambda}_{j}^{(13)}$ of (2.49) contains a term such as $-\left(1 / m_{j}^{(1)}\right) \operatorname{tr} T^{(2)} S_{j}^{(1)} T^{(2)} P_{j}^{(1)}$ which is quadratic in $T^{(2)}$. But this does not involve any contradiction, as may be attested by the
following example．Let $N=2$ and let

$$
T=0, \quad T^{(1)}=\left(\begin{array}{rr}
1 & 0 \\
0 & -1
\end{array}\right), \quad T^{(2)}=\left(\begin{array}{ll}
0 & \alpha \\
\alpha & 0
\end{array}\right), \quad T^{(n)}=0 \quad \text { for } n \geqq 3
$$

The eigenvalues of $T(x)$ are

$$
\pm \varkappa\left(1+\alpha^{2} \varkappa^{2}\right)^{1 / 2}= \pm\left(x+\frac{1}{2} \alpha^{2} x^{3}+\cdots\right)
$$

in which the coefficient of the third order term is $\alpha^{2} / 2$ and is indeed quadratic in $\alpha$ （that is，in $T^{(2)}$ ）．

## 5．A theorem of Motzkin－Taussky

As an application of Theorem 2．3，we shall prove some theorems due to Motzkin and Taussky［1］，［2］．

Theorem 2．6．Let the operator $T(x)=T+\varkappa T^{\prime}$ be diagonable for every complex number $x$ ．Then all eigenvalues of $T(x)$ are linear in $x$ （that is，of the form $\lambda_{h}+x \alpha_{h}$ ），and the associated eigenprojections are entire functions of $x$ ．

Proof．The eigenvalues $\lambda_{h}(x)$ of $T(x)$ are branches of algebraic func－ tions of $x$（see §1．7）．According to Theorem 2．3，on the other hand，the $\lambda_{h}(x)$ are continuously differentiable in $x$ at every（finite）value of $x$ ． Furthermore，we see from（1．34）that the $d \lambda_{h}(x) / d x$ are bounded at $x=\infty$ ．It follows that these derivatives must be constant（this is a simple consequence of the maximum principle for analytic functions ${ }^{1}$ ）．This proves that the $\lambda_{h}(x)$ are linear in $x$ ．

Since $\lambda_{h}(x)$ has the form $\lambda_{h}+x \alpha_{h}$ ，the single eigenvalue $\lambda_{h}(x)$ constitutes the $\lambda_{h}+x \alpha_{h}$－group of $T(x)$ ．Thus the eigenprojection $P_{h}(x)$ associated with $\lambda_{h}(x)$ coincides with the total projection of this group and is therefore holomorphic at $x=0$（see Theorem 2．3）．The same is true at every $x$ since $T(x)$ and $\lambda_{h}(x)$ are linear in $x$ ．Thus $P_{h}(x)$ is an entire function．
$P_{h}(x)$ may have a pole at $x=\infty$［see Example 1．12，e）］．But if $T^{\prime}$ is also diagonable，$P_{h}(x)$ must be holomorphic even at $x=\infty$ because the eigenprojections of $T(x)=\varkappa\left(T^{\prime}+\varkappa^{-1} T\right)$ coincide with those of $T^{\prime}+\varkappa^{-1} T$ ，to which the above results apply at $x=\infty$ ．Hence each $P_{h}(x)$ is holomorphic everywhere including $x=\infty$ and so must be a constant by Liouville＇s theorem ${ }^{2}$ ．It follows that $T$ and $T^{\prime}$ have common eigenprojections［namely $P_{h}(0)=P_{h}(\infty)$ ］and，since both are diagonable， they must commute．This gives

Theorem 2．7．If $T^{\prime}$ is also diagonable in Theorem 2．6，then $T$ and $T^{\prime}$ commute．

[^42]These theorems can be given a homogeneous form as follows.
Theorem 2.8. Let $A, B \in \mathscr{B}(\mathrm{X})$ be such that their linear combination $\alpha A+\beta B$ is diagonable for all ratios $\alpha: \beta$ (including $\infty$ ) with possibly a single exception. Then all the eigenvalues of $\alpha A+\beta B$ have the form $\alpha \lambda_{h}+\beta \mu_{h}$ with $\lambda_{h}, \mu_{h}$ independent of $\alpha, \beta$. If the said exception is excluded, then $A$ and $B$ commute.

Remark 2.9. The above theorems are global in character in the sense that the diagonability of $T(x)(\alpha A+\beta B)$ for all finite $x$ (all ratios $\alpha: \beta$ with a single exception) is essential. The fact that $T(x)$ is diagonable merely for all $x$ in some domain D of the $x$-plane does not even imply that the eigenvalues of $T(x)$ are holomorphic in D , as is seen from the following example.

Example 2.10. Let $N=3$ and

$$
T(x)=\left(\begin{array}{ccc}
0 & x & 0  \tag{2.51}\\
0 & 0 & x \\
\varkappa & 0 & 1
\end{array}\right)
$$

It is easy to see that $T(x)$ is diagonable for all $x$ with the exception of three values satisfying the equation $x^{3}=-4 / 27^{1}$. Thus $T(x)$ is diagonable for all $x$ in a certain neighborhood of $x=0$. But the Puiseux series for the three eigenvalues of $T(x)$ for small $x$ have the forms

$$
\begin{equation*}
\pm x^{3 / 2}+\cdots, \quad 1+x^{3}+\cdots, \tag{2.52}
\end{equation*}
$$

two of which are not holomorphic at $x=0$.
Remark 2.11. Theorem 2.6 is not true in the case of infinite-dimensional spaces without further restrictions. Consider the differential operator

$$
T(x)=-\frac{d^{2}}{d x^{2}}+x^{2}+2 x x
$$

regarded as a linear operator in the Hilbert space $L^{2}(-\infty,+\infty)$ (such differential operators will be dealt with in detail in later chapters). $T(x)$ has the set of eigenvalues $\lambda_{n}(x)$ and the associated eigenfunctions $\varphi_{n}(x, x)$ given by

$$
\begin{aligned}
\lambda_{n}(x) & =2 n-x^{2} \\
\varphi_{n}(x, x) & =\exp \left(-\frac{1}{2} x^{2}-x x\right) H_{n}(x+x),
\end{aligned}
$$

where the $H_{n}(x)$ are Hermite polynomials. The eigenfunctions $\varphi_{n}$ form a complete set in the sense that every function of $\mathrm{L}^{2}$ can be approximated with arbitrary precision by a linear combination of the $\varphi_{n}$. This is seen, for example, by noting that the set of functions of the form $\exp \left(-(x+\operatorname{Re} x)^{2} / 2\right) \times$ (polynomial in $x$ ) is complete and that multiplication of a function by $\exp (-i x \operatorname{Im} x)$ is a unitary operator. Therefore, $T(x)$ may be regarded as diagonable for every finite $x$. Nevertheless, the $\lambda_{n}(x)$ are not linear in $x$.

## 6. The ranks of the coefficients of the perturbation series

The coefficients $P^{(n)}$ and $\widetilde{T}^{(n)}$ of the series (2.3) and (2.16) have characteristic properties with respect to their ranks. Namely
${ }^{1}$ The characteristic equation for $T(x)$ is $\zeta^{3}-\zeta^{2}-x^{3}=0$. This cubic equation has 3 distinct roots so that $T(x)$ is diagonable, except when $x=0$ or $\varkappa^{3}=-4 / 27$. But $T(0)$ is obviously diagonable (it has already a diagonal matrix).

$$
\begin{array}{r}
\operatorname{rank} P^{(n)} \leqq(n+1) m, \quad \operatorname{rank} \widetilde{T}^{(n)} \leqq(n+1) m  \tag{2.53}\\
n=1,2, \ldots
\end{array}
$$

This follows directly from the following lemma.
Lemma 2.12. Let $P(x) \in \mathscr{B}(\mathrm{X})$ and $A(x) \in \mathscr{B}(\mathrm{X})$ depend on $x$ holomorphically near $x=0$ and let $P(x)$ be a projection for all $x$. Let $A(x) P(x)$ have the expansion

$$
\begin{equation*}
A(x) P(x)=\sum_{n=0}^{\infty} x^{n} B_{n} \tag{2.54}
\end{equation*}
$$

Then we have

$$
\begin{equation*}
\operatorname{rank} B_{n} \leqq(n+1) m, \quad n=0,1,2, \ldots \tag{2.55}
\end{equation*}
$$

where $m=\operatorname{dim} P(0)$. Similar results hold when the left member of (2.54) is replaced by $P(x) A(x)$.

## Proof. Let

$$
\begin{equation*}
P(x)=\sum_{n=0}^{\infty} x^{n} P_{n} \tag{2.56}
\end{equation*}
$$

The coefficients $P_{n}$ satisfy recurrence formulas of the form

$$
\begin{equation*}
P_{n}=P_{0} P_{n}+Q_{n 1} P_{0} P_{n-1}+\cdots+Q_{n n} P_{0}, \quad n=0,1,2, \ldots \tag{2.57}
\end{equation*}
$$

where $Q_{n k}$ is a certain polynomial in $P_{0}, P_{1}, \ldots, P_{n}$. (2.57) is proved by induction. The identity $P(x)^{2}=P(x)$ implies that

$$
\begin{equation*}
P_{n}=P_{0} P_{n}+P_{1} P_{n-1}+\cdots+P_{n} P_{0} \tag{2.58}
\end{equation*}
$$

which proves (2.57) for $n=1$. If (2.57) is assumed to hold with $n$ replaced by $1,2, \ldots, n-1$, we have from (2.58)

$$
\begin{aligned}
& P_{n}=P_{0} P_{n}+P_{1}\left(P_{0} P_{n-1}+Q_{n-1,1} P_{0} P_{n-2}+\cdots+Q_{n-1, n-1} P_{0}\right)+ \\
&+ P_{2}\left(P_{0} P_{n-2}+Q_{n-2,1} P_{0} P_{n-3}+\cdots+Q_{n-2, n-2} P_{0}\right)+\cdots+P_{n} P_{0} \\
&=P_{0} P_{n}+P_{1} P_{0} P_{n-1}+\left(P_{1} Q_{n-1,1}+P_{2}\right) P_{0} P_{n-2}+\cdots+ \\
& \quad+\left(P_{1} Q_{n-1, n-1}+P_{2} Q_{n-2, n-2}+\cdots+P_{n}\right) P_{0}
\end{aligned}
$$

which is of the form (2.57). This completes the induction.
Now if $A(x)=\sum x^{n} A_{n}$ is the expansion of $A(x)$, we have from (2.54), (2.56) and (2.57)

$$
\begin{align*}
& B_{n}=A_{0} P_{n}+A_{1} P_{n-1}+\cdots+A_{n} P_{0}  \tag{2.59}\\
& \quad=A_{0} P_{0} P_{n}+\left(A_{0} Q_{n 1}+A_{1}\right) P_{0} P_{n-1}+\left(A_{0} Q_{n 2}+A_{1} Q_{n-1,1}+\right. \\
& \left.+A_{2}\right) P_{0} P_{n-2}+\cdots+\left(A_{0} Q_{n n}+A_{1} Q_{n-1, n-1}+\cdots+A_{n}\right) P_{0}
\end{align*}
$$

Thus $B_{n}$ is the sum of $n+1$ terms, each of which contains the factor $P_{0}$ and therefore has rank not exceeding rank $P_{0}$ (see Problem I-3.4). This proves the required inequality (2.55). It is obvious how the above argument should be modified to prove the same results for $P(x) A(x)$ instead of $A(x) P(x)$.

## § 3. Convergence radii and error estimates <br> 1. Simple estimates ${ }^{1}$

In the preceding sections we considered various power series in $\boldsymbol{x}$ without giving explicit conditions for their convergence. In the present section we shall discuss such conditions.

We start from the expression of $R(\zeta, x)$ given by (1.13). This series is convergent for

$$
\begin{equation*}
\|A(x) R(\zeta)\|=\left\|\left(\sum_{n=1}^{\infty} x^{n} T^{(n)}\right) R(\zeta)\right\|<1, \tag{3.1}
\end{equation*}
$$

which is satisfied if

$$
\begin{equation*}
\sum_{n=1}^{\infty}|x|^{n}\left\|T^{(n)} R(\zeta)\right\|<1 \tag{3.2}
\end{equation*}
$$

Let $r(\zeta)$ be the value of $|x|$ such that the left member of (3.2) is equal to 1 . Then (3.2) is satisfied for $|x|<r(\zeta)$.

Let the curve $\Gamma$ be as in $\S 1.4$. It is easily seen that (1.13) is uniformly convergent for $\zeta \in \Gamma$ if

$$
\begin{equation*}
|x|<r_{0}=\min _{\zeta \in \Gamma} r(\zeta), \tag{3.3}
\end{equation*}
$$

so that the series (1.17) or (2.3) for the total projection $P(x)$ is convergent under the same condition (3.3). Thus $r_{0}$ is a lower bound for the convergence radius of the series for $P(x)$. Obviously $r_{0}$ is also a lower bound for the convergence radii of the series (2.21) for $\hat{\lambda}(\boldsymbol{x})$ and (2.37) for $\widetilde{T}^{(1)}(\chi)$. $\Gamma$ may be any simple, closed, rectifiable curve enclosing $\zeta=\lambda$ but excluding other eigenvalues of $T$, but we shall now assume that $\Gamma$ is convex. It is convenient to choose $\Gamma$ in such a way that $r_{0}$ turns out as large as possible.

To estimate the coefficients $\hat{\lambda}(n)$ of (2.21), we use the fact that the $\lambda$-group eigenvalues of $T(x)$, and therefore also their weighted mean $\hat{\lambda}(x)$, lie inside $\Gamma$ as long as (3.3) is satisfied ${ }^{2}$. On setting

$$
\begin{equation*}
\varrho=\max _{\zeta \in \Gamma}|\zeta-\lambda|, \tag{3.4}
\end{equation*}
$$

we see that the function $\hat{\lambda}(x)-\lambda$ is holomorphic and bounded by $\varrho$ for (3.3). It follows from Cauchy's inequality ${ }^{3}$ for the Taylor coefficients that

$$
\begin{equation*}
\left|\hat{\lambda}^{(n)}\right| \leqq \varrho r_{0}^{n}, \quad n=1,2, \ldots . \tag{3.5}
\end{equation*}
$$

[^43]Such estimates are useful in estimating the error incurred when the power series (2.21) is stopped after finitely many terms. Namely

$$
\begin{equation*}
\left|\hat{\lambda}(x)-\lambda-\sum_{p=1}^{n} x^{p} \lambda(p)\right| \leqq \sum_{p=n+1}^{\infty}|x|^{p}\left|\hat{\lambda}^{(p)}\right| \leqq \frac{\varrho|x|^{n+1}}{r_{0}^{n}\left(r_{0}-|x|\right)} . \tag{3.6}
\end{equation*}
$$

Example 3.1. Assume that

$$
\begin{equation*}
\left\|T^{(n)}\right\| \leqq a c^{n-1}, \quad n=1,2, \ldots \tag{3.7}
\end{equation*}
$$

for some nonnegative constants $a$, $c$. Such constants always exist since (1.2) is assumed convergent. Now (3.2) is satisfied if $a|x|(1-c|\varkappa|)^{-1}\|R(\zeta)\|<1$, that is, if $|x|<(a\|R(\zeta)\|+c)^{-1}$. Thus we have the following lower bound for the convergence radius

$$
\begin{equation*}
r_{0}=\min _{\zeta \in \Gamma}(a\|R(\zeta)\|+c)^{-1} \tag{3.8}
\end{equation*}
$$

## 2. The method of majorizing series

Another method for estimating the coefficients and the convergence radii makes systematic use of majorizing series ${ }^{1}$. We introduce a majorizing function (series) $\Phi(\zeta-\lambda, x)$ for the function $A(\varkappa) R(\zeta)$ that appears in (1.13) and (2.29):

$$
\begin{align*}
A(\varkappa) R(\zeta) & =\sum_{n=1}^{\infty} \varkappa^{n} T^{(n)} R(\zeta) \ll \Phi(\zeta-\lambda, \chi)  \tag{3.9}\\
& \equiv \sum_{k=-\infty}^{\infty} \sum_{n=1}^{\infty} c_{k n}(\zeta-\lambda)^{k} \varkappa^{n} .
\end{align*}
$$

By this we mean that each coefficient $c_{k n}$ on the right is not smaller than the norm of the corresponding coefficient in the expansion of the left member in the double series in $\zeta-\lambda$ and $\varkappa$. Since $R(\zeta)$ has the Laurent expansion I-(5.18) with $\lambda_{h}, P_{h}, D_{h}$ replaced by $\lambda, P, D$, respectively, this means that

$$
\begin{align*}
& \left\|T^{(n)} D^{k}\right\| \leqq c_{-k-1, n}, \quad\left\|T^{(n)} P\right\| \leqq c_{-1, n},  \tag{3.10}\\
& \left\|T^{(n)} S^{k}\right\| \leqq c_{k-1, n}, \quad k>0 .
\end{align*}
$$

We assume that $c_{k n}=0$ for $k<-m$ so that $\Phi(z, x)$ has only a pole at $z=0$; this is allowed since $D^{m}=0$.

In particular (3.9) implies

$$
\begin{equation*}
\left\|\sum_{n=1}^{\infty} x^{n} T^{(n)} R(\zeta)\right\| \leqq \Phi(|\zeta-\lambda|,|x|) . \tag{3.11}
\end{equation*}
$$

Thus the series in (1.13) is convergent if $\Phi(|\zeta-\lambda|,|x|)<1$. If we choose as $\Gamma$ the circle $|\zeta-\lambda|=\varrho$, it follows that a lower bound $r$ for the con-

[^44]vergence radius of the series for $P(x)$ as well as for $\lambda(x)$ is given by the smallest positive root of the equation
\[

$$
\begin{equation*}
\Phi(\varrho, r)=1 . \tag{3.12}
\end{equation*}
$$

\]

It is convenient to choose $\varrho$ so as to make this root $r$ as large as possible.
Also $\Phi$ can be used to construct a majorizing series for $\hat{\lambda}(x)-\lambda$. Such a series is given by

$$
\begin{equation*}
\Psi(x)=\frac{1}{2 \pi i} \int_{|\zeta-\lambda|=e}-\log (1-\Phi(\zeta-\lambda, x)) d \zeta . \tag{3.13}
\end{equation*}
$$

To see this we first note that, when the integrand in (2.29) is expanded into a power-Laurent series in $\varkappa$ and $\zeta-\lambda$ using (2.9), only those terms which contain at least one factor $P$ or $D$ contribute to the integral. Such terms are necessarily of rank $\leqq m$ and, therefore, their traces do not exceed $m$ times their norms [see I-(5.42)]. Thus a majorizing series for $\hat{\lambda}(x)-\lambda$ is obtained if we drop the factor $1 / m$ and the trace sign on the right of (2.29) and replace the coefficients of the expansion of the integrand by their norms. Since this majorizing function is in turn majorized by (3.13), the latter is seen to majorize $\hat{\lambda}(\boldsymbol{x})-\lambda$.

As is well known in function theory, (3.13) is equal to the sum of the zeros minus the sum of the poles of the function $1-\Phi(z, x)$ contained in the interior of the circle $|z|=\varrho^{1}$. But the only pole of this function is $z=0$ and does not contribute to the sum mentioned. In this way we have obtained

Theorem 3.2. A majorizing series for $\hat{\lambda}(x)-\lambda$ is given by (the Taylor series representing) the sum of the zeros of the function $1-\Phi(z, x)$ (as a function of $z$ ) in the neighborhood of $z=0$ when $x \rightarrow 0$, multiple zeros being counted repeatedly. This majorizing series, and a fortiori the series for $P(x)$ and $\hat{\lambda}(x)$, converge for $|x|<r$, where $r$ is the smallest positive root of (3.12); here $\varrho$ is arbitrary as long as the circle $|\zeta-\lambda|=\varrho$ encloses no eigenvalues of $T$ other than $\lambda$.

Example 3.3. Consider the special case in which $T^{(n)}=0$ for $n \geqq 2$ and $\lambda$ is a semisimple eigenvalue of $T(D=0)$. From (3.10) we see that we may take $c_{-1,1}$ $=\left\|T^{(1)} P\right\|, c_{k 1} \geqq\left\|T^{(1)} S^{k+1}\right\|, k \geqq 0$, all other $c_{k n}$ being zero. For the choice of $c_{k 1}$, we note that $S^{k+1}=S(S-\alpha P)^{k}$ for any $\alpha$ because $S P=P S=0$. Thus we can take $c_{k_{1}}=\left\|T^{(1)} S\right\|\|S-\alpha P\|^{k}$ and obtain

$$
\begin{equation*}
\Phi(z, x)=x\left(\frac{p}{z}+\frac{q}{1-s z}\right) \tag{3.14}
\end{equation*}
$$

as a majorizing series, where

$$
\begin{equation*}
p=\left\|T^{(1)} P\right\|, \quad q=\left\|T^{(1)} S\right\|, \quad s=\|S-\alpha P\| \quad \text { for any } \alpha . \tag{3.15}
\end{equation*}
$$

[^45]For small $|x|$ there is a unique zero $z=\Psi(x)$ of $1-\Phi(z, x)$ in the neighborhood of $z=0$. This $\Psi(x)$ is a majorizing series for $\hat{\lambda}(x)-\lambda$ by Theorem 3.2. A simple calculation gives

$$
\begin{align*}
\Psi(x) & =p x+\frac{1}{2 s}[1-(p s+q) x-\Omega(x)]  \tag{3.16}\\
& =p x+2 p q x^{2}[1-(p s+q) x+\Omega(x)]^{-1} \\
& =p x+p q x^{2}+\frac{2 p q(p s+q) x^{3}+2 p^{2} q^{2} s \varkappa^{4}}{1-(p s+q) x-2 p q s x^{2}+\Omega(x)}
\end{align*}
$$

where

$$
\begin{equation*}
\Omega(x)=\left\{[1-(p s+q) x]^{2}-4 p q s x^{2}\right\}^{1 / 2} . \tag{3.17}
\end{equation*}
$$

Each coefficient of the power series of $\Psi(x)$ gives an upper bound for the corresponding coefficient of the series for $\hat{\lambda}(x)-\lambda$. Hence the remainder of this series after the $n$-th order term majorizes the corresponding remainder of $\hat{\lambda}(x)$. In this way we obtain from the second and third expressions of (3.16)

$$
\begin{align*}
& \left|\hat{\lambda}(x)-\lambda-x \hat{\lambda}^{(1)}\right| \leqq 2 p q|x|^{2} /[1-(p s+q)|x|+\Omega(|x|)]  \tag{3.18}\\
& \left|\hat{\lambda}(x)-\lambda-x \hat{\lambda}^{(1)}-x^{2} \hat{\lambda}^{(2)}\right| \leqq \frac{2 p q|x|^{3}(p s+q+p q s|x|)}{1-(p s+q)|x|-2 p q s|x|^{2}+\Omega(|x|)} . \tag{3.19}
\end{align*}
$$

Substitution of (3.14) into (3.12) gives a lower bound $r$ for the convergence radii for the series of $P(x)$ and $\hat{\lambda}(x)$. The choice of gives the best value ${ }^{1}$

$$
\begin{gather*}
\varrho=p^{1 / 2} s^{-1 / 2}\left[(p s)^{1 / 2}+q^{1 / 2}\right]^{-1}  \tag{3.20}\\
r=\left[(p s)^{1 / 2}+q^{1 / 2}\right]^{-2} . \tag{3.21}
\end{gather*}
$$

Note that the choice of (3.20) is permitted because $\varrho \leqq s^{-1}=\|S-\alpha P\|^{-1} \leqq d$, where $d$ is the isolation distance of the eigenvalue $\lambda$ of $T$ (the distance of $\lambda$ from other eigenvalues $\lambda_{k}$ of $T$ ). In fact, I-(5.32) implies $(S-\alpha P) u=-\left(\lambda-\lambda_{k}\right)^{-1} u$ if $u=P_{k} u$ (note that $P_{j} P_{k}=0, j \neq k, P P_{k}=0$ ). Hence $\|S-\alpha P\| \geqq\left|\lambda-\lambda_{k}\right|^{-1}$ for all $k$.

Problem 3.4. In Example 3.3 we have

$$
\begin{equation*}
\left|\hat{\lambda}^{(1)}\right| \leqq p, \quad\left|\hat{\lambda}^{(2)}\right| \leqq p q, \quad|\hat{\lambda}(3)| \leqq p q(p s+q), \ldots . \tag{3.22}
\end{equation*}
$$

Remark 3.5. The series for $P(x)$ can also be estimated by using the majorizing function $\Phi$. In virtue of (1.16), (1.13) and (3.9), we have

$$
\begin{equation*}
P(x)<\frac{1}{2 \pi i} \int_{|\zeta-\lambda|=e} \Phi_{1}(\zeta-\lambda)(1-\Phi(\zeta-\lambda, x))^{-1} d \zeta \tag{3.23}
\end{equation*}
$$

where $\Phi_{1}(\zeta-\lambda)$ is a majorizing series for $R(\zeta)$. The right member can be calculated by the method of residues if $\Phi$ and $\Phi_{1}$ are given explicitly as in Example 3.3.

## 3. Estimates on eigenvectors

It is often required to calculate eigenvectors rather than eigenprojections. Since the eigenvectors are not uniquely determined, however, there are no definite formulas for the eigenvectors of $T(x)$ as
${ }^{1}$ This is seen also from (3.16), which has an expansion convergent for $|x|<r$ with $r$ given by (3.21).
functions of $\varkappa$. If we assume for simplicity that $m=1$ (so that $D=0$ ), a convenient form of the eigenvector $\varphi(x)$ of $T(x)$ corresponding to the eigenvalue $\lambda(x)$ is given by

$$
\begin{equation*}
\varphi(x)=(P(x) \varphi, \psi)^{-1} P(x) \varphi, \tag{3.24}
\end{equation*}
$$

where $\varphi$ is an unperturbed eigenvector of $T$ for the eigenvalue $\lambda$ and $\psi$ is an eigenvector of $T^{*}$ for the eigenvalue $\bar{\lambda}$ normalized by $(\varphi, \psi)=1$. Thus

$$
\begin{equation*}
P \varphi=\varphi, \quad P^{*} \psi=\psi, \quad(\varphi, \psi)=1 \tag{3.25}
\end{equation*}
$$

That (3.24) is an eigenvector of $T(x)$ is obvious since $P(x) \mathrm{X}$ is onedimensional. The choice of the factor in (3.24) is equivalent to each of the following normalization conditions:

$$
\begin{equation*}
(\varphi(x), \psi)=1, \quad(\varphi(x)-\varphi, \psi)=0, \quad P(\varphi(x)-\varphi)=0 . \tag{3.26}
\end{equation*}
$$

The relation $(T(x)-\lambda(x)) \varphi(x)=0$ can be written

$$
\begin{equation*}
(T-\lambda)(\varphi(x)-\varphi)+(A(x)-\lambda(x)+\lambda) \varphi(x)=0, \tag{3.27}
\end{equation*}
$$

where $A(\varkappa)=T(\varkappa)-T$ [note that $(T-\lambda) \varphi=0]$. Multiplying (3.27) from the left by $S$ and using $S(T-\lambda)=1-P$ and (3.26), we have

$$
\begin{equation*}
\varphi(x)-\varphi+S[A(x)-\lambda(x)+\lambda] \varphi(x)=0 . \tag{3.28}
\end{equation*}
$$

Noting further that $S \varphi=0$, we obtain [write $\varphi(x)=\varphi(x)-\varphi+\varphi$ in the last term of (3.28)]

$$
\begin{align*}
\varphi(x)-\varphi & =-(1+S[A(x)-\lambda(x)+\lambda])^{-1} S A(x) \varphi  \tag{3.29}\\
& =-S\left[1+A(x) S-(\lambda(x)-\lambda) S_{\alpha}\right]^{-1} A(x) \varphi
\end{align*}
$$

if $\varkappa$ is sufficiently small, where $S_{\alpha}=S-\alpha P$ and $\alpha$ is arbitrary. This is a convenient formula for calculating an eigenvector.

In particular (3.29) gives the following majorizing series for $\varphi(x)-\varphi$ :

$$
\begin{equation*}
\varphi(x)-\varphi \ll\|S\|\left(1-\Phi_{2}(x)-\left\|S_{\alpha}\right\| \Psi(x)\right)^{-1} \Phi_{3}(x), \tag{3.30}
\end{equation*}
$$

where $\Phi_{2}(x)$ and $\Phi_{3}(x)$ are majorizing series for $A(x) S$ and $A(x) \varphi^{1}$ respectively [note that $\Psi(x)$ is a majorizing series for $\lambda(x)-\lambda$ ]. The eigenvector $\varphi(x)$ is useful if $|x|$ is so small that the right member of (3.30) is smaller than $\|\varphi\|$, for then $\varphi(x)$ is certainly not zero.

Multiplication of (3.29) from the left by $T-\lambda$ gives

$$
\begin{equation*}
(T-\lambda) \varphi(x)=-(1-P)\left[1+A(x) S-(\lambda(x)-\lambda) S_{\alpha}\right]^{-1} A(x) \varphi \tag{3.31}
\end{equation*}
$$ and hence

$$
\begin{equation*}
(T-\lambda) \varphi(x) \ll\left(1-\Phi_{2}(x)-\left\|S_{\alpha}\right\| \Psi(x)\right)^{-1} \Phi_{3}(x) . \tag{3.32}
\end{equation*}
$$

[^46]Example 3.6. If $T^{(n)}=0$ for $n \geqq 2$, we have $A(x)=\varkappa T^{(1)}$ so that we may take

$$
\begin{equation*}
\Phi_{2}(\varkappa)=\varkappa\left\|T^{(1)} S\right\|=\varkappa q, \quad \Phi_{3}(\varkappa)=\varkappa\left\|T^{(1)} \varphi\right\| . \tag{3.33}
\end{equation*}
$$

Thus (3.30) and (3.32), after substitution of (3.16), give ( $s_{0}=\|S\|$ )

$$
\begin{equation*}
\varphi(x)-\varphi \ll \frac{2 \varkappa s_{0}\left\|T^{(1)} \varphi\right\|}{1-(p s+q) \varkappa+\left\{(1-(p s+q) \varkappa)^{2}-4 p q s x^{2}\right\}^{1 / 2}}, \tag{3.34}
\end{equation*}
$$

$$
\begin{equation*}
(T-\lambda) \varphi(x) \ll\left[\text { the right member of }(3.34) \text { with the factor } s_{0} \text { omitted }\right] . \tag{3.35}
\end{equation*}
$$

Problem 3.7. Under the assumptions of Example 3.6, we have for $|x|<r$ [ $r$ is given by (3.21)]

$$
\begin{equation*}
\left\|\varphi(x)-\varphi+\varkappa S T^{(1)} \varphi\right\| \leqq|x|^{2} \frac{s_{0}}{(p q s)^{1 / 2}}\left((p s)^{1 / 2}+q^{1 / 2}\right)^{2}\left(p s+q+(p q s)^{1 / 2}\right) \tag{3.39}
\end{equation*}
$$

$$
\begin{gather*}
\varphi(\varkappa)=\varphi-\varkappa S T^{(1)} \varphi+\varkappa^{2} S\left(T^{(1)}-\lambda^{(1)}\right) S T^{(1)} \varphi-\cdots,  \tag{3.36}\\
\varphi(\varkappa)-\varphi \ll s_{0} \varkappa(1+(p s+q) \varkappa+\cdots)\left\|T^{(1)} \varphi\right\|  \tag{3.37}\\
\|\varphi(\varkappa)-\varphi\| \leqq|x| \frac{s_{0}}{(p q s)^{1 / 2}}\left((p s)^{1 / 2}+q^{1 / 2}\right)^{2}\left\|T^{(1)} \varphi\right\| \tag{3.38}
\end{gather*}
$$

$$
\begin{equation*}
\|(T-\lambda)(\varphi(x)-\varphi)\| \leqq s_{0}^{-1}[\text { right member of }(3.38)] \tag{3.40}
\end{equation*}
$$

$$
\begin{equation*}
\left\|(T-\lambda)\left(\varphi(\varkappa)-\varphi+\varkappa S T^{(1)} \varphi\right)\right\| \leqq s_{0}^{-1}[\text { right member of (3.39)] } \tag{3.41}
\end{equation*}
$$

[hint for (3.38) and (3.39) : Set $x=r$ after taking out the factor $|x|$ and $|x|^{2}$, respectively, from the majorizing series.]

## 4. Further error estimates

In view of the practical importance of the estimates for the remainder when the series of $\hat{\lambda}(x)$ is stopped after finitely many terms, we shall give other estimates of the coefficients $\hat{\lambda}(n)$ than those given by (3.5) or by the majorizing series (3.13).

We write the integral expression (2.30) of $\hat{\lambda}(n)$ in the following form:

$$
\begin{align*}
\hat{\lambda}^{(n)}=\frac{1}{2 \pi i m} \sum_{v_{1}+\cdots+v_{p}=n} \frac{(-1)^{p}}{p} \int_{\Gamma} & \operatorname{tr}\left[T^{\left(v_{1}\right)} R(\zeta) \ldots T^{\left(v_{p}\right)} R(\zeta)-\right.  \tag{3.42}\\
& \left.-T^{\left(v_{1}\right)} S(\zeta) \ldots T^{\left(v_{p}\right)} S(\zeta)\right] d \zeta
\end{align*}
$$

Here $S(\zeta)$ is the reduced resolvent of $T$ with respect to the eigenvalue $\lambda$ (see I-§ 5.3), that is,

$$
\begin{equation*}
R(\zeta)=R_{0}(\zeta)+S(\zeta), \quad R_{0}(\zeta)=P R(\zeta)=R(\zeta) P \tag{3.43}
\end{equation*}
$$

is the decomposition of $R(\zeta)$ into the principal part and the holomorphic part at the pole $\zeta=\lambda$. Note that the second term in the [ ] of (3.42) is holomorphic and does not contribute to the integral. Now this expression in [ ] is equal to

$$
\begin{gather*}
T^{\left(v_{1}\right)} R_{0}(\zeta) T^{\left(v_{2}\right)} R(\zeta) \ldots T^{\left(v_{p}\right)} R(\zeta)+T^{\left(v_{1}\right)} S(\zeta) T^{\left(v_{z}\right)} R_{0}(\zeta) \ldots T^{\left(v_{p}\right)} R(\zeta)+ \\
+\cdots+T^{\left(v_{1}\right)} S(\zeta) \ldots T^{\left(v_{p-1}\right)} S(\zeta) T^{\left(v_{p}\right)} R_{0}(\zeta) \tag{3.44}
\end{gather*}
$$

each term of which contains one factor $R_{0}(\zeta)=P R(\zeta)$. Since this factor has rank $\leqq m$, the same is true of each term of (3.44) and, consequently,
the rank of (3.44) does not exceed $\min (p m, N)$, where $N=\operatorname{dim} X$. Thus the trace in (3.42) is majorized in absolute value by $\min (p m, N)$ times the norm of this expression [see I-(5.42)]. This leads to the estimate

$$
\begin{array}{r}
\left|\hat{\lambda}^{(n)}\right| \leqq \frac{1}{2 \pi} \sum_{v_{1}+\cdots+v_{p}=n} \min \left(1, \frac{N}{p m}\right) \int_{\Gamma} \| T^{\left(\nu_{1}\right)} R(\zeta) \ldots T^{\left(v_{p}\right)} R(\zeta)-  \tag{3.45}\\
-T^{\left(v_{1}\right)} S(\zeta) \ldots T^{\left(v_{p}\right)} S(\zeta) \||d \zeta| .
\end{array}
$$

A somewhat different estimate can be obtained in the special case in which $T^{(n)}=0$ for $n \geqq 2$. In this case we have (2.34), where $P^{(n-1)}$ has rank $\leqq \min (n m, N)$ by (2.53). Hence we have, again estimating the trace by $\min (n m, N)$ times the norm,

$$
\begin{equation*}
\left|\hat{\lambda}^{(n)}\right| \leqq \min \left(1, \frac{N}{n m}\right)\left\|T^{(\mathbf{1})} P^{(n-1)}\right\|, \quad n=1,2, \ldots \tag{3.46}
\end{equation*}
$$

On the other hand (2.8) gives

$$
\begin{align*}
\left\|T^{(1)} P^{(n-1)}\right\| & \leqq \frac{1}{2 \pi} \int_{\Gamma}\left\|\left(T^{(1)} R(\zeta)\right)^{n}\right\||d \zeta| \leqq \frac{1}{2 \pi} \int_{\Gamma}\left\|T^{(1)} R(\zeta)\right\|^{n}|d \zeta| .  \tag{3.47}\\
& \leqq \frac{1}{2 \pi}\left\|T^{(\mathbf{1})}\right\|^{n} \int_{\Gamma}\|R(\zeta)\|^{n}|d \zeta| .
\end{align*}
$$

Substitution of (3.47) into (3.46) gives an estimate of $\hat{\lambda}(n)$.
Remark 3.8. Under the last assumptions, the $T^{(1)}$ in (3.46-47) for $n \geqq 2$ may be replaced by $T^{(1)}-\alpha$ for any scalar $\alpha$. This follows from the fact that the replacement of $T^{(1)}$ by $T^{(\mathbf{1})}-\alpha$ changes $T(x)$ only by the additive term $-\alpha x$ and does not affect $\hat{\lambda}^{(n)}$ for $n \geqq 2$. In particular, the $\left\|T^{(1)}\right\|$ in the last member of (3.47) may be replaced by

$$
\begin{equation*}
a_{0}=\min _{\alpha}\left\|T^{(1)}-\alpha\right\| . \tag{3.48}
\end{equation*}
$$

## 5. The special case of a normal unperturbed operator

The foregoing results on the convergence radii and error estimates are much simplified in the special case in which X is a unitary space and $T$ is normal. Then we have by I-(6.70)

$$
\begin{equation*}
\|R(\zeta)\|=1 / \operatorname{dist}(\zeta, \Sigma(T)) \tag{3.49}
\end{equation*}
$$

for every $\zeta \in \mathrm{P}(T)$.
If we further assume that the $T^{(n)}$ satisfy the inequalities (3.7), then (3.8) gives

$$
\begin{equation*}
r_{0}=\min _{\zeta \in \Gamma}\left(\frac{a}{\operatorname{dist}(\zeta, \Sigma(T))}+c\right)^{-1} \tag{3.50}
\end{equation*}
$$

as a lower bound for the convergence radii for $P(x)$ and $\lambda(x)$. If we choose as $\Gamma$ the circle $|\zeta-\lambda|=d / 2$ where $d$ is the isolation distance of the
eigenvalue $\lambda$ of $T$ (see par. 2), we obtain

$$
\begin{equation*}
r_{0}=\left(\frac{2 a}{d}+c\right)^{-1} . \tag{3.51}
\end{equation*}
$$

In the remainder of this paragraph we shall assume that $T^{(n)}=0$ for $n \geqq 2$. Then we can take $c=0$ and $a=\left\|T^{(1)}\right\|$, and (3.51) becomes

$$
\begin{equation*}
r_{0}=d / 2 a=d / 2\left\|T^{(1)}\right\| . \tag{3.52}
\end{equation*}
$$

In other words, we have
Theorem 3.9. ${ }^{1}$ Let X be a unitary space, let $T(x)=T+\varkappa T^{(1)}$ and let $T$ be normal. Then the power series for $P(x)$ and $\hat{\lambda}(x)$ are convergent if the "magnitude of the perturbation" $\left\|\varkappa T^{(1)}\right\|$ is smaller than half the isolation distance of the eigenvalue $\lambda$ of $T$.

Here the factor $1 / 2$ is the best possible, as is seen from
Example 3.10. Consider Example 1.1, a) and introduce in $X$ the unitary norm I-(6.6) with respect to the canonical basis for which $T(x)$ has the matrix a). It is then easy to verify that $T$ is normal (even symmetric), $\left\|T^{(1)}\right\|=1$ and $d=2$ for each of the two eigenvalues $\pm 1$ of $T$. But the convergence radii of the series (1.4) are exactly equal to $r_{0}=1$ given by (3.52).

Remark 3.11. $a=\left\|T^{(1)}\right\|$ in (3.52) can be replaced by $a_{0}$ given by (3.48) for the same reason as in Remark 3.8.

For the coefficients $\hat{\lambda}(n)$, the formula (3.5) gives

$$
\begin{equation*}
|\hat{\lambda}(1)| \leqq a, \quad|\hat{\lambda}(n)| \leqq a_{0}^{n}\left(\frac{2}{d}\right)^{n-1}, \quad n \geqq 2, \tag{3.53}
\end{equation*}
$$

for we have $\varrho=d / 2$ for the $\Gamma$ under consideration (see Remark 3.11). The formulas (3.46-47) lead to the same results (3.53) if the same $\Gamma$ is used.

But (3.46) is able to give sharper estimates than (3.53) in some special cases. This happens, for example, when $T$ is symmetric so that the eigenvalues of $T$ are real. In this case, considering the eigenvalue $\lambda$ of $T$, we can take as $\Gamma$ the pair $\Gamma_{1}, \Gamma_{2}$ of straight lines perpendicular to the real axis passing through $\left(\lambda+\lambda_{1}\right) / 2$ and $\left(\lambda+\lambda_{2}\right) / 2$, where $\lambda_{1}$ and $\lambda_{2}$ denote respectively the largest eigenvalue of $T$ below $\lambda$ and the smallest one above. On setting

$$
\begin{equation*}
d_{1}=\lambda-\lambda_{1}, \quad d_{2}=\lambda_{2}-\lambda, \tag{3.54}
\end{equation*}
$$

we have

$$
\begin{equation*}
\|R(\zeta)\|=\left(\frac{d_{j}^{2}}{4}+\eta^{2}\right)^{-1 / 2}, \quad \zeta \in \Gamma_{j}, \quad j=1,2, \quad \eta=\operatorname{Im} \zeta \tag{3.55}
\end{equation*}
$$

[^47]Hence (3.46-47) with Remark 3.8 give for $n \geqq 2$

$$
\begin{align*}
\left|\hat{\lambda}^{(n)}\right| & \leqq \frac{1}{2 \pi} \min \left(1, \frac{N}{n m}\right) a_{0}^{n}\left[\int_{-\infty}^{\infty}\left(\frac{d_{1}^{2}}{4}+\eta^{2}\right)^{-\frac{n}{2}} d \eta+\int_{-\infty}^{\infty}\left(\frac{d_{2}^{2}}{4}+\eta^{2}\right)^{-\frac{n}{2}} d \eta\right]  \tag{3.56}\\
& =\min \left(1, \frac{N}{n m}\right) \frac{\Gamma\left(\frac{n-1}{2}\right)}{\sqrt{\pi} \Gamma\left(\frac{n}{2}\right)} a_{0}^{n} \cdot \frac{1}{2}\left[\left(\frac{2}{d_{1}}\right)^{n-1}+\left(\frac{2}{d_{2}}\right)^{n-1}\right],
\end{align*}
$$

in which $\Gamma$ denotes the gamma function. It should be noted that if $\lambda$ is the smallest or the largest eigenvalue of $T$, we can set $d_{1}=\infty$ or $d_{2}=\infty$, respectively, thereby improving the result.

It is interesting to observe that (3.56) is "the best possible", as is seen from the following example.

Example 3.12. Again take Example 3.10. We have $N=2, \lambda=1, m=1$, $d_{1}=2, d_{2}=\infty$ and $a_{0}=\left\|T^{(1)}\right\|=1$ and (3.56) gives

$$
\begin{equation*}
\left|\lambda^{(n)}\right|=\left|\hat{\lambda}^{(n)}\right| \leqq \frac{\Gamma\left(\frac{n-1}{2}\right)}{\sqrt{\pi} n \Gamma\left(\frac{n}{2}\right)} . \tag{3.57}
\end{equation*}
$$

The correct eigenvalue $\lambda(x)$ is

$$
\begin{equation*}
\lambda(x)=\left(1+x^{2}\right)^{1 / 2}=\sum_{p=0}^{\infty}\binom{1 / 2}{p} x^{2 p} \tag{3.58}
\end{equation*}
$$

The coefficient $\lambda^{(n)}$ of $\chi^{n}$ in this series is $\binom{1 / 2}{n / 2}$ for even $n$ and is exactly equal to the right member of (3.57).

The factor $\alpha_{n}=\Gamma\left(\frac{n-1}{2}\right) / \sqrt{\pi} \Gamma\left(\frac{n}{2}\right)$ in (3.56) has the following values for smaller $n$ :

| $n$ | $\alpha_{n}$ |
| :--- | ---: |
| 2 | $1=1.0000$ |
| 3 | $2 / \pi=0.6366$ |
| 4 | $1 / 2=0.5000$ |
| 5 | $4 / 3 \pi=0.4244$ |
| 6 | $3 / 8=0.3750$ |

$\alpha_{n}$ has the asymptotic value $n^{-1 / 2}$ for $n \rightarrow \infty$. Thus (3.56) shows that $\lambda^{\prime}(n)$ is at most of the order

$$
\begin{equation*}
\operatorname{const}\left(\frac{2}{d}\right)^{n-1} n^{-3 / 2}, \quad d=\min \left(d_{1}, d_{2}\right) . \tag{3.59}
\end{equation*}
$$

But $n^{-3 / 2}$ must be replaced by $n^{-1 / 2}$ if $N=\infty$, and this should be done for practical purposes even for finite $N$ if it is large.

[^48]Problem 3.13. (3.56) is sharper than (3.53).
Problem 3.14. Why do the equalities in (3.57) hold for even $n$ in Example 3.10 ?
Let us now compare these results with the estimates given by the method of majorizing series. We first note that

$$
\begin{equation*}
D=0, \quad\|P\|=1, \quad\|S\|=1 / d \tag{3.60}
\end{equation*}
$$

since $T$ is assumed to be normal. If we replace (3.15) by $p=\left\|T^{(1)}\right\|=a, q=\left\|T^{(1)}\right\|\|S\|$ $=a / d$ and $s=\|S\|=1 / d$, (3.21) gives $r=d / 4 a$ as a lower bound for the convergence radii, a value just one-half of the value (3.52). On the other hand, the majorizing series (3.16) for $\hat{\lambda}(x)-\lambda$ becomes after these substitions

$$
\begin{align*}
\Psi(x) & =a \varkappa+\frac{1}{d} \cdot \frac{2 a^{2} \varkappa^{2}}{1-\frac{2 a \varkappa}{d}+\left(1-\frac{4 a \varkappa}{d}\right)^{1 / 2}}  \tag{3.61}\\
& =\sum_{n=1}^{\infty}(-1)^{n-1}\binom{1 / 2}{n} 2^{2 n-1} \frac{a^{n}}{d^{n-1}} \varkappa^{n} .
\end{align*}
$$

The estimates for $\hat{\lambda}^{(n)}$ obtained from this majorizing series are

$$
\begin{equation*}
|\hat{\lambda}(1)| \leqq a, \quad\left|\hat{\lambda}^{(2)}\right| \leqq a_{0}^{2} / d, \quad\left|\hat{\lambda}^{(3)}\right| \leqq 2 a_{0}^{3} / d^{2}, \quad\left|\hat{\lambda}^{(4)}\right| \leqq 5 a_{0}^{4} / d^{3}, \ldots \tag{3.62}
\end{equation*}
$$

(replacement of $a$ by $a_{0}$ is justified by Remark 3.8). (3.62) is sharper than (3.53) for $n \leqq 5$ but not for $n \geqq 6$. It is also sharper than (3.56) (with $d_{1}$ and $d_{2}$ replaced by $d$ ) for $n \leqq 3$ but not for $n \geqq 4$. In any case the majorizing series gives rather sharp estimates for the first several coefficients but not for later ones. In the same way the majorizing series (3.34) for the eigenfunction becomes (in the case $m=1$ )

$$
\begin{align*}
\varphi(x)-\varphi & \ll \frac{2 \varkappa\left\|T^{(1)} \varphi\right\| / d}{1-\frac{2 a \varkappa}{d}+\left(1-\frac{4 a \varkappa}{d}\right)^{1 / 2}}  \tag{3.63}\\
& =\frac{\left\|T^{(1)} \varphi\right\|}{d} \sum_{n=1}^{\infty}(-1)^{n}\binom{1 / 2}{n+1} 2^{2 n+1}\left(\frac{a}{d}\right)^{n-1} \varkappa^{n} .
\end{align*}
$$

For the first several coefficients of the expansion $\varphi(x)-\varphi=\sum x^{n} \varphi^{(n)}$, this gives (replacing $a$ by $a_{0}$ as above)

$$
\begin{align*}
& \left\|\varphi^{(1)}\right\| \leqq\left\|T^{(1)} \varphi\right\| / d, \quad\left\|\varphi^{(2)}\right\| \leqq 2\left\|T^{(1)} \varphi\right\| a_{0} / d^{2}  \tag{3.64}\\
& \left\|\varphi^{(3)}\right\| \leqq 5\left\|T^{(1)} \varphi\right\| a_{0}^{2} / d^{3}, \quad\left\|\varphi^{(4)}\right\| \leqq 14\left\|T^{(1)} \varphi\right\| a_{0}^{3} / d^{4}, \ldots .
\end{align*}
$$

Here $\left\|T^{(1)} \varphi\right\|$ may also be replaced by $\min _{\alpha}\left\|\left(T^{(1)}-\alpha\right) \varphi\right\|$ for the same reason as above ${ }^{1}$.

## 6. The enumerative method

An estimate of $\hat{\lambda}(n)$ can also be obtained by computing directly the number of terms in the explicit formula (2.31) ${ }^{2}$. To illustrate the method, we assume for simplicity that X is a unitary space, $T^{(n)}=0$ for $n \geqq 2$ and that $T$ is normal. Recalling that $S^{(k)}=S^{k}, S^{(0)}=-P$ and $S^{(-k)}$ $=D^{k}=0, k>0$, and noting (3.60), we obtain

$$
\begin{equation*}
|\hat{\lambda}(n)| \leqq \frac{1}{n m} \sum_{k_{1}+\cdots+k_{n}=n-1}\left|\operatorname{tr} T^{(1)} S^{\left(k_{1}\right)} \ldots T^{(1)} S^{\left(k_{n}\right)}\right| . \tag{3.65}
\end{equation*}
$$

[^49]Now the expression after the tr sign in (3.65) contains at least one factor $S^{(0)}=-P$, so that this expression is of rank $\leqq m$. Hence this trace can be majorized by $m$ times the norm of this operator as we have done before, giving

$$
\begin{equation*}
|\hat{\lambda}(n)| \leqq \frac{(2 n-2)!}{n!(n-1)!} \frac{a_{0}^{n}}{d^{n-1}} \equiv \beta_{n} a_{0}^{n}\left(\frac{2}{d}\right)^{n-1}, \quad n \geqq 2 . \tag{3.66}
\end{equation*}
$$

Here we have replaced $\left\|T^{(1)}\right\|$ by $a_{0}$ for the same reason as above. The numerical factor $2^{n-1} n \beta_{n}=(2 n-2)!/((n-1)!)^{2}$ is the number of solutions of $k_{1}+\cdots+k_{n}=n-1$. For smaller values of $n$ we have

| $n$ | $\beta_{n}$ |
| :---: | :---: |
| 2 | 1 |
| 3 | $1 / 2=1.0000$ |
| 4 | $5 / 8=0.5000$ |
| 5 | $7 / 8=0.6250$ |
| 6 | $21 / 16=1.3125$ |

This shows that the estimate (3.66) is sharper than the simple estimate (3.53) only for $n \leqq 5$. In fact $\beta_{n}$ has the asymptotic value $\pi^{-1 / 2} n^{-3 / 2} 2^{n-1}$ for $n \rightarrow \infty$, which is very large compared with unity.

Actually (3.66) is only a special case of the result obtained by the majorizing series: (3.66) is exactly the $n$-th coefficient of (3.61) for $n \geqq 2$ (again with $a$ replaced by $a_{0}$ ).

Thus the enumerative method does not give any new result. Furthermore, it is more limited in scope than the method of majorizing series, for it is not easy to estimate effectively by enumeration the coefficients $\hat{\lambda}(n)$ in more general cases.

Summing up, it may be concluded that the method of majorizing series gives in general rather sharp estimates in a closed form, especially for the first several terms of the series. In this method, however, it is difficult to take into account special properties (such as normality) of the operator. In such a special case the simpler method of contour integrals appears to be more effective. The estimates (3.50), (3.51) and (3.52) have so far been deduced only by this method.

## §4. Similarity transformations of the eigenspaces and eigenvectors

## 1. Eigenvectors

In the preceding sections on the perturbation theory of eigenvalue problems, we have considered eigenprojections rather than eigenvectors (except in §3.3) because the latter are not uniquely determined. In some cases, however, it is required to have an expression for eigenvectors $\varphi_{h}(x)$ of the perturbed operator $T(x)$ for the eigenvalue $\lambda_{h}(x)$. We shall deduce such formulas in the present section, but for simplicity we shall be content with considering the generalized eigenvectors; by this we mean
any non-zero vector belonging to the algebraic eigenspace $M_{h}(\varkappa)=P_{h}(\varkappa) X$ for the eigenvalue $\lambda_{h}(\varkappa)$ (see I-§ 5.4). Of course a generalized eigenvector is an eigenvector in the proper sense if $\lambda_{h}(\boldsymbol{\varkappa})$ is semisimple.

These eigenvectors can be obtained simply by setting

$$
\begin{equation*}
\varphi_{h k}(x)=P_{h}(x) \varphi_{k}, \tag{4.1}
\end{equation*}
$$

where the $\varphi_{k}$ are fixed, linearly independent vectors of $X$. For each $h$ and $k, \varphi_{h k}(\varkappa)$ is an analytic function of $\varkappa$ representing a generalized eigenvector of $T(x)$ as long as it does not vanish. This way of constructing generalized eigenvectors, however, has the following inconveniences, apart from the fact that it is rather artificial. First, $\varphi_{h k}(x)$ may become zero for some $x$ which is not a singular point of $\lambda_{h}(x)$ or of $P_{h}(x)$. Second, the $\varphi_{h k}(\varkappa)$ for different $k$ need not be linearly independent; in fact there do not exist more than $m_{j}$ linearly independent eigenvectors for a $\lambda_{h}(x)$ with multiplicity $m_{j}$.

These inconveniences may be avoided to some extent by taking the vectors $\varphi_{k}$ from the subspace $M_{h}\left(x_{0}\right)$ where $x_{0}$ is a fixed, non-exceptional point. Thus we can take exactly $m_{j}$ linearly independent vectors $\varphi_{k} \in$ $\in \mathrm{M}_{h}\left(x_{0}\right)$, and the resulting $m_{j}$ vectors (4.1) for fixed $h$ are linearly independent for sufficiently small $\left|x-x_{0}\right|$ since $P_{h}(x)$ is holomorphic at $x=\varkappa_{0}$. Since $\operatorname{dim} \mathrm{M}_{h}(x)=m_{h}$, the $m_{h}$ vectors $\varphi_{h k}(x)$ form a basis of $\mathrm{M}_{h}(x)$. In this way we have obtained a basis of $\mathrm{M}_{h}(\boldsymbol{x})$ depending holomorphically on $\varkappa$.

But this is still not satisfactory, for the $\varphi_{h_{k}}(x)$ may not be linearly independent (and some of them may vanish) for some $x$ which is not exceptional. In the following paragraphs we shall present a different procedure which is free from such inconveniences.

## 2. Transformation functions ${ }^{1}$

Our problem can be set in the following general form. Suppose that a projection $P(x)$ in X is given, which is holomorphic in $x$ in a domain D of the $x$-plane. Then $\operatorname{dim} P(\varkappa) X=m$ is constant by Lemma I-4.10. It is required to find $m$ vectors $\varphi_{k}(x), k=1, \ldots, m$, which are holomorphic in $x$ and which form a basis of $M(x)=P(x) X$ for all $x \in \mathrm{D}$.

We may assume without loss of generality that $x=0$ belongs to D . Our problem will be solved if we construct an operator-valued function $U(x)$ [hereafter called a transformation function for $P(x)$ ] with the following properties:
(1) The inverse $U(x)^{-1}$ exists and both $U(x)$ and $U(x)^{-1}$ are holomorphic for $x \in \mathrm{D}$;
(2) $U(x) P(0) U(x)^{-1}=P(x)$.

[^50]The second property implies that $U(x)$ maps $M(0)$ onto $M(x)$ one to one (see I-§ 5.7). If $\left\{\varphi_{k}\right\}, k=1, \ldots, m$, is a basis of $\mathrm{M}(0)$, it follows that the vectors

$$
\begin{equation*}
\varphi_{k}(x)=U(x) \varphi_{k}, \quad k=1, \ldots, m, \tag{4.2}
\end{equation*}
$$

form a basis of $M(x)$, which solves our problem.
We shall now construct a $U(x)$ with the above properties under the assumption that D is simply connected. We have

$$
\begin{equation*}
P(x)^{2}=P(x) \tag{4.3}
\end{equation*}
$$

and by differentiation

$$
\begin{equation*}
P(x) P^{\prime}(x)+P^{\prime}(x) P(x)=P^{\prime}(x), \tag{4.4}
\end{equation*}
$$

where we use' to denote the differentiation $d / d \kappa$. Multiplying (4.4) by $P(x)$ from the left and from the right and noting (4.3), we obtain [we write $P$ in place of $P(\varkappa)$, etc., for simplicity]

$$
\begin{equation*}
P P^{\prime} P=0 . \tag{4.5}
\end{equation*}
$$

We now introduce the commutator $Q$ of $P^{\prime}$ and $P$ :

$$
\begin{equation*}
Q(\varkappa)=\left[P^{\prime}(x), P(x)\right]=P^{\prime}(x) P(x)-P(x) P^{\prime}(x) . \tag{4.6}
\end{equation*}
$$

Obviously $P^{\prime}$ and $Q$ are holomorphic for $x \in \mathrm{D}$. It follows from (4.3), (4.5) and (4.6) that

$$
\begin{equation*}
P Q=-P P^{\prime}, \quad Q P=P^{\prime} P . \tag{4.7}
\end{equation*}
$$

Hence (4.4) gives

$$
\begin{equation*}
P^{\prime}=[Q, P] . \tag{4.8}
\end{equation*}
$$

Let us now consider the differential equation

$$
\begin{equation*}
X^{\prime}=Q(x) X \tag{4.9}
\end{equation*}
$$

for the unknown $X=X(x)$. Since this is a linear differential equation, it has a unique solution holomorphic for $x \in \mathrm{D}$ when the initial value $X(0)$ is specified. This can be proved, for example, by the method of successive approximation in the same way as for a linear system of ordinary differential equations ${ }^{1}$.

[^51]Let $X(x)=U(x)$ be the solution of (4.9) for the initial condition $X(0)=1$. The general solution of (4.9) can then be written in the form

$$
\begin{equation*}
X(x)=U(x) X(0) . \tag{4.10}
\end{equation*}
$$

In fact (4.10) satisfies (4.9) and the initial condition; in view of the uniqueness of the solution it must be the required solution.

In quite the same way, the differential equation

$$
\begin{equation*}
Y^{\prime}=-Y Q(x) \tag{4.11}
\end{equation*}
$$

has a unique solution for a given initial value $Y(0)$. Let $Y=V(x)$ be the solution for $Y(0)=1$. We shall show that $U(x)$ and $V(x)$ are inverse to each other. The differential equations satisfied by these functions give $(V U)^{\prime}=V^{\prime} U+V U^{\prime}=-V Q U+V Q U=0$. Hence $V U$ is a constant and

$$
\begin{equation*}
V(x) U(x)=V(0) U(0)=1 . \tag{4.12}
\end{equation*}
$$

This proves that $V=U^{-1}$ and, therefore, we have also

$$
\begin{equation*}
U(x) V(x)=1 \tag{4.13}
\end{equation*}
$$

We shall give an independent proof of (4.13), for later reference, for (4.13) is not implied by (4.12) if the underlying space is of infinite dimension. We have as above

$$
\begin{equation*}
(U V)^{\prime}=Q U V-U V Q=[Q, U V] \tag{4.14}
\end{equation*}
$$

This time it is not obvious that the right member of (4.14) is zero. But (4.14) is also a linear differential equation for $Z=U V$, and the uniqueness of its solution can be proved in the same way as for (4.9) and (4.11). Since $Z(x)=1$ satisfies (4.14) as well as the initial condition $Z(0)=1=U(0) V(0), U V$ must coincide with $Z$. This proves (4.13) ${ }^{\mathbf{1}}$.

We now show that $U(x)$ satisfies the conditions (1), (2) required above. (1) follows from $U(x)^{-1}=V(x)$ implied by (4.12) and (4.13). To prove (2), we consider the function $P(x) U(x)$. We have

$$
\begin{equation*}
(P U)^{\prime}=P^{\prime} U+P U^{\prime}=\left(P^{\prime}+P Q\right) U=Q P U \tag{4.15}
\end{equation*}
$$

by (4.9) and (4.8). Thus $X=P U$ is a solution of (4.9) with the initial value $X(0)=P(0)$ and must coincide with $U(x) X(0)=U(x) P(0)$ by (4.10). This is equivalent to (2).

Remark 4.1. In virtue of (4.7), the $Q$ in the last member of (4.15) can be replaced by $P^{\prime}$. Thus the function $W(x)=U(x) P(0)=P(x) U(x)$ satisfies the differential equation

$$
\begin{equation*}
W^{\prime}=P^{\prime}(x) W, \tag{4.16}
\end{equation*}
$$

${ }^{1}$ (4.13) can also be deduced from (4.12) by a more general argument based on the stability of the index; cf. X-§5.5.
which is somewhat simpler than (4.9). Similarly, it is seen that $Z(x)$ $=P(0) U(x)^{-1}$ satisfies

$$
\begin{equation*}
Z^{\prime}=Z P^{\prime}(x) . \tag{4.17}
\end{equation*}
$$

Remark 4.2. $U(x)$ and $U(x)^{-1}$ can be continued analytically as long as this is possible for $P(x)$. But it may happen that they are not singlevalued even when $P(x)$ is, if the domain of $x$ is not simply connected.

Remark 4.3. The construction of $U(x)$ can be carried out even if $x$ is a real variable. In this case $P(x)$ need not be holomorphic; it suffices that $P^{\prime}(x)$ exists and is continuous (or piecewise continuous). Then $U(x)$ has a continuous (piecewise continuous) derivative and satisfies (1), (2) except that it is not necessarily holomorphic in $\varkappa$.

Remark 4.4. The transformation function $U(x)$ is not unique for a given $P(x)$. Another $U(x)$ can be obtained from the result of I-§ 4.6, at least for sufficiently small $|x|$. Substituting $P(0), P(x)$ for the $P, Q$ of I-§ 4.6, we see from I-(4.38) that ${ }^{1}$

$$
\begin{equation*}
U(x)=\left[1-(P(x)-P(0))^{2}\right]^{-1 / 2}[P(x) P(0)+(1-P(x))(1-P(0))] \tag{4.18}
\end{equation*}
$$

is a transformation function if $|x|$ is so small that $\|P(x)-P(0)\|<1$. (4.18) is simpler than the $U(x)$ constructed above in that it is an algebraic expression in $P(x)$ and $P(0)$ while the other one was defined as the solution of a differential equation. But (4.18) has the inconvenience that it may not be defined for all $x \in \mathrm{D}$.

## 3. Solution of the differential equation

Since we are primarily interested in the mapping of $M(0)$ onto $M(x)$ by the transformation function $U(x)$, it suffices to consider $W(x)$ $=U(x) P(0)$ instead of $U(x)$. To determine $W$ it suffices to solve the differential equation (4.16) for the initial condition $W(0)=P(0)$.

Let us solve this equation in the case where $P(x)$ is the total projection for the $\lambda$-group eigenvalues of $T(x) . P(x)$ has the form (2.3), so that

$$
\begin{equation*}
P^{\prime}(x)=\sum_{n=0}^{\infty}(n+1) x^{n} P^{(n+1)} . \tag{4.19}
\end{equation*}
$$

Since $W(0)=P(0)=P$, we can write

$$
\begin{equation*}
W(x)=P+\sum_{n=1}^{\infty} x^{n} W^{(n)} . \tag{4.20}
\end{equation*}
$$

Substitution of (4.19) and (4.20) into (4.16) gives the following recurrence formulas for $W^{(n)}$ :

$$
\begin{gather*}
n W^{(n)}=n P^{(n)} P+(n-1) P^{(n-1)} W^{(1)}+\cdots+P^{(1)} W^{(n-1)}  \tag{4.21}\\
n=1,2, \ldots
\end{gather*}
$$

[^52]The $W^{(n)}$ can be determined successively from (4.21) by making use of the expressions (2.12) for $P^{(n)}$. In this way we obtain

$$
\begin{align*}
& W^{(1)}=P^{(1)} P,  \tag{4.22}\\
& W^{(2)}=P^{(2)} P+\frac{1}{2}\left[P^{(1)}\right]^{2} P, \\
& W^{(3)}=P^{(3)} P+\frac{2}{3} P^{(2)} P^{(1)} P+\frac{1}{3} P^{(1)} P^{(2)} P+\frac{1}{6}\left[P^{(1)}\right]^{3} P .
\end{align*}
$$

If the eigenvalue $\lambda$ of $T$ is semisimple, we have by (2.14)

$$
\begin{align*}
W^{(1)}= & -S T^{(1)} P,  \tag{4.23}\\
W^{(2)}= & -S T^{(2)} P+S T^{(1)} S T^{(1)} P-S^{2} T^{(1)} P T^{(1)} P- \\
& -\frac{1}{2} P T^{(1)} S^{2} T^{(1)} P .
\end{align*}
$$

In case the $\lambda$-group consists of a single eigenvalue (no splitting), $M(x)=P(x) \mathrm{X}$ is itself the algebraic eigenspace of $T(x)$ for this eigenvalue, and we have a set of generalized eigenvectors

$$
\begin{equation*}
\varphi_{k}(\varkappa)=W(x) \varphi_{k}, \quad k=1, \ldots, m, \tag{4.24}
\end{equation*}
$$

where $\left\{\varphi_{k}\right\}, k=1, \ldots, m$, is a basis of $M(0)$. According to the properties of $W(x)$, the $m$ vectors (4.24) form a basis of $M(x)$.

The function $Z(x)=P(0) U(x)^{-1}$ can be determined in the same way. Actually we need not solve the differential equation (4.17) independently. (4.17) differs from (4.16) only in the order of the multiplication of the unknown and the coefficient $P^{\prime}(x)$. Thus the series $\Sigma \varkappa^{n} Z^{(n)}$ for $Z(x)$ is obtained from that of $W(x)$ by inverting the order of the factors in each term. This is true not only for the expression of $Z^{(n)}$ in terms of the $P^{\left(n^{n}\right)}$ but also in terms of $P, S, T^{(1)}, T^{(2)}, \ldots$ as in (4.23). This is due to the fact that the expressions (2.12) for the $P^{(n)}$ are invariant under the inversion of the type described. This remark gives, under the same assumption that $\lambda$ is semisimple,

$$
\begin{align*}
Z^{(1)}= & -P T^{(1)} S,  \tag{4.25}\\
Z^{(2)}= & -P T^{(2)} S+P T^{(1)} S T^{(1)} S-P T^{(1)} P T^{(1)} S^{2}- \\
& -\frac{1}{2} P T^{(1)} S^{2} T^{(1)} P .
\end{align*}
$$

Remark 4.5. The other transformation function $U(x)$ given by (4.18) can also be written as a power series in $x$ under the same assumptions. As is easily seen, the expansion of $U(x) P$ coincides with that of $W(x)$ deduced above up to the order $\varkappa^{2}$ inclusive.

## 4. The transformation function and the reduction process

The transformation function $U(x)$ for the total projection $P(x)$ for the $\lambda$-group constructed above can be applied to the reduction process described in $\S 2.3$. Since the $\lambda$-group eigenvalues are the eigenvalues of $T(x)$ in the invariant subspace $M(x)=\mathrm{R}(P(x))$ and since $U(x)$ has the property $P(x)=U(x) P U(x)^{-1}$, the eigenvalue problem for $T(x)$ in $M(x)$ is equivalent to the eigenvalue problem for the operator

$$
\begin{equation*}
U(x)^{-1} T(x) U(x) \tag{4.26}
\end{equation*}
$$

considered in the subspace $M=M(0)=R(P)$ (which is invariant under this operator). In fact, (4.26) has the same set of eigenvalues as $T(\varkappa)$, whereas the associated eigenprojections and eigennilpotents of (4.26) are related to those of $T(x)$ by the similarity transformation with $U(x)^{-1}$. Since we are interested in the $\lambda$-group only, it suffices to consider the operator

$$
\begin{equation*}
P U(x)^{-1} T(x) U(x) P=Z(x) T(x) W(x) \tag{4.27}
\end{equation*}
$$

with the $Z$ and $W$ introduced in the preceding paragraphs.
(4.27) is holomorphic in $\varkappa$ and in this sense is of the same form as the given operator $T(\varkappa)$. Thus the problem for the $\lambda$-group has been reduced to a problem within a fixed subspace $M$ of $X$. This reduction of the original problem to a problem in a smaller subspace $M$ has the advantage that $M$ is independent of $x$, whereas in the reduction process considered in § 2.3 the subspace $M(x)$ depends on $x$. For this reason the reduction to (4.27) is more complete at least theoretically, though it has the practical inconvenience that the construction of $U(x)$ is not simple.

In particular it follows that the weighted mean $\hat{\lambda}(x)$ of the $\lambda$-group eigenvalues is equal to $m^{-1}$ times the trace of (4.27):

$$
\begin{align*}
\hat{\lambda}(x) & =m^{-1} \operatorname{tr} Z(x) T(x) W(x)  \tag{4.28}\\
& =\lambda+m^{-1} \operatorname{tr} Z(x)(T(x)-\lambda) W(x) .
\end{align*}
$$

Substitution of (4.23) and (4.25) for the coefficients of $W(x)$ and $Z(x)$ leads to the same results as in (2.33).

Problem 4.6. Verify the last statement.

## 5. Simultaneous transformation for several projections

The $U(x)$ considered in par. 2 serves only for a single projection $P(x)$. We shall now consider several projections $P_{h}(x), h=1, \ldots, s$, satisfying the conditions

$$
\begin{equation*}
P_{h}(\varkappa) P_{k}(\varkappa)=\delta_{h k} P_{h}(\varkappa), \tag{4.29}
\end{equation*}
$$

and construct a transformation function $U(x)$ such that

$$
\begin{equation*}
U(x) P_{h}(0) U(x)^{-1}=P_{h}(x), \quad h=1, \ldots, s . \tag{4.30}
\end{equation*}
$$

As a consequence, we can find a basis $\left\{\varphi_{h_{1}}(x), \ldots, \varphi_{h m_{h}}(x)\right\}$ of each subspace $\mathrm{M}_{h}(x)=\mathrm{R}\left(P_{h}(x)\right)$ by setting

$$
\begin{equation*}
\varphi_{h j}(x)=U(x) \varphi_{h j}, \tag{4.31}
\end{equation*}
$$

where $\left\{\varphi_{h_{1}}, \ldots, \varphi_{h m_{n}}\right\}$ is a basis of $M_{h}=M_{h}(0)$.
As before we assume that the $P_{h}(x)$ are either holomorphic in a simply-connected domain D of the complex plane or continuously differentiable in an interval of the real line. We may assume that the set $\left\{P_{h}(x)\right\}$ is complete in the sense that

$$
\begin{equation*}
\sum_{h=1}^{s} P_{h}(x)=1 . \tag{4.32}
\end{equation*}
$$

Otherwise we can introduce the projection $P_{0}(x)=1-\sum_{h=1}^{s} P_{h}(x)$; the new set $\left\{P_{h}(x)\right\}, h=0,1, \ldots, s$, will satisfy (4.29) as well as the completeness condition, and $U(x)$ satisfies (4.30) for the old set if and only if it does the same for the new set.

The construction of $U(x)$ is similar to that for a single $P(x)$. We define $U(x)$ as the solution of the differential equation (4.9) for the initial value $X(0)=1$, in which $Q(x)$ is to be given now by

$$
\begin{align*}
Q(x) & =\frac{1}{2} \sum_{h=1}^{s}\left[P_{h}^{\prime}(x), P_{h}(x)\right]=\sum_{h=1}^{s} P_{h}^{\prime}(x) P_{h}(x)  \tag{4.33}\\
& =-\sum_{h=1}^{s} P_{h}(x) P_{h}^{\prime}(x) .
\end{align*}
$$

The equality of the three members of (4.33) follows from (4.32), which implies that $\Sigma P_{h}^{\prime} P_{h}+\Sigma P_{h} P_{h}^{\prime}=\Sigma\left(P_{h}^{2}\right)^{\prime}=\Sigma P_{h}^{\prime}=0$. Note also that this $Q(x)$ coincides with (4.6) in the case of a single $P(x)$; the apparent difference due to the presence in (4.33) of the factor $1 / 2$ arises from the fact that in (4.33) we have enlarged the single $P(x)$ to the pair $\{P(x)$, $1-P(x)\}$ so as to satisfy the completeness condition (4.32).

The argument of par. 2 [in particular (4.15)] shows that (4.30) is proved if we can show that

$$
\begin{equation*}
P_{h}^{\prime}(x)=\left[Q(x), P_{h}(x)\right], \quad h=1, \ldots, s . \tag{4.34}
\end{equation*}
$$

To prove this we differentiate (4.29), obtaining

$$
\begin{equation*}
P_{h}^{\prime} P_{k}+P_{h} P_{k}^{\prime}=\delta_{h k} P_{h}^{\prime} . \tag{4.35}
\end{equation*}
$$

Multiplication from the left by $P_{h}$ gives $P_{h} P_{h}^{\prime} P_{k}+P_{h} P_{k}^{\prime}=\delta_{h k} P_{h} P_{h}^{\prime}$ $=P_{k} P_{h} P_{h}^{\prime}$, which may be written

$$
\begin{equation*}
-\left[P_{h} P_{h}^{\prime}, P_{k}\right]=P_{h} P_{k}^{\prime} \tag{4.36}
\end{equation*}
$$

Summation over $h=1, \ldots$, $s$ gives (4.34) in virtue of (4.33).

Obviously a simultaneous transformation function $U(x)$ can be constructed in this way for the set of all eigenprojections $P_{h}(x)$ of $T(x)$ in any simply connected domain D of the $\varkappa$-plane in which the $P_{h}(\varkappa)$ are holomorphic ${ }^{1}$.

## 6. Diagonalization of a holomorphic matrix function

Let $\left(\tau_{j k}(x)\right)$ be an $N \times N$ matrix whose elements are holomorphic functions of a complex variable $\varkappa$. Under certain conditions such a matrix function can be diagonalized, that is, there is a matrix ( $\gamma_{j k}(x)$ ) with elements holomorphic in $x$ such that

$$
\begin{equation*}
\left(\tau_{i k}^{\prime}(\varkappa)\right)=\left(\gamma_{j k}(\varkappa)\right)^{-1}\left(\tau_{j k}(\varkappa)\right)\left(\gamma_{j k}(x)\right) \tag{4.37}
\end{equation*}
$$

is a diagonal matrix for every $x$ considered.
This problem can be reduced to the one considered in this section. It suffices to regard the given matrix as an operator $T(x)$ acting in the space $\mathrm{X}=\mathrm{C}^{N}$ of numerical vectors and apply the foregoing results. If the value of $x$ is restricted to a simply-connected domain D containing no exceptional points, we can construct the $U(x)$ and therefore a basis (4.31) consisting of vector functions holomorphic for $x \in \mathrm{D}$ and adapted to the set $\left\{P_{h}(x)\right\}$ of eigenprojections of $T(x)$. With respect to such a basis, the matrix representation of $T(x)$ takes the simple form described in I-§ 5.4. In particular it is a diagonal matrix with diagonal elements $\lambda_{h}(x)$ if the $D_{h}(x)$ are all identically zero [which happens, for example, if all $m_{h}=1$ or $T(\varkappa)$ is normal for real $\varkappa$, say]. As is seen from I-§ 5.4, this is equivalent to the existence of a matrix function $\left(\gamma_{j k}(\varkappa)\right)$ with the required property (4.37). Note that the column vectors ( $\gamma_{1 k}(x), \ldots$, $\left.\gamma_{N k}(x)\right)$ are eigenvectors of the given matrix $\left(\tau_{j k}(x)\right)$.

## § 5. Non-analytic perturbations

## 1. Continuity of the eigenvalues and the total projection

In the preceding sections we considered the eigenvalue problem for an operator $T(x) \in \mathscr{B}(\mathrm{X})$ holomorphic in $x$ and showed that its eigenvalues and eigenprojections are analytic functions of $\varkappa$. We now ask what conclusions can be drawn if we consider a more general type of dependence of $T(x)$ on $\varkappa^{2}$.

First we consider the case in which $T(x)$ is only assumed to be continuous in $\varkappa . \varkappa$ may vary in a domain $\mathrm{D}_{0}$ of the complex plane or in

[^53]an interval I of the real line. Even under this general assumption, some of the results of the foregoing sections remain essentially unchanged.

The resolvent $R(\zeta, x)=(T(x)-\zeta)^{-1}$ is now continuous in $\zeta$ and $x$ jointly in each domain for which $\zeta$ is different from any eigenvalue of $T(x)$. This is easily seen by modifying slightly the argument given in § 1.3; we need only to note that the $A(x)=T(x)-T$ in (1.11) is no longer holomorphic but tends to zero for $\varkappa \rightarrow 0(T=T(0))$.

It follows that $R(\zeta, \varkappa)$ exists when $\zeta$ is in the resolvent set $\mathrm{P}(T)$ of $T$ provided that $|x|$ is small enough to ensure that

$$
\begin{equation*}
\|T(x)-T\|<\|R(\zeta)\|^{-1} \quad(R(\zeta)=R(\zeta, 0)) ; \tag{5.1}
\end{equation*}
$$

see (1.12). Furthermore, $R(\zeta, x) \rightarrow R(\zeta)$ for $x \rightarrow 0$ uniformly for $\zeta$ belonging to a compact subset of $\mathrm{P}(T)$.

Let $\lambda$ be one of the eigenvalues of $T$, say with (algebraic) multiplicity $m$. Let $\Gamma$ be a closed curve enclosing $\lambda$ but no other eigenvalues of $T$. $\|R(\zeta)\|^{-1}$ has a positive minimum $\delta$ for $\zeta \in \Gamma$, and $R(\zeta, x)$ exists for all $\zeta \in \Gamma$ if $\|T(x)-T\|<\delta$. Consequently the operator $P(x)$ is again defined by (1.16) and is continuous in $x$ near $x=0$. As in the analytic case, $P(x)$ is the total projection for the eigenvalues of $T(x)$ lying inside $\Gamma$. The continuity of $P(x)$ again implies that

$$
\begin{equation*}
\operatorname{dim} M(x)=\operatorname{dim} M=m, \quad M(x)=P(x) X, \quad M=M(0)=P X, \tag{5.2}
\end{equation*}
$$

where $P=P(0)$ is the eigenprojection of $T$ for the eigenvalue $\lambda$. (5.2) implies that the sum of the multiplicities of the eigenvalues of $T(x)$ lying inside $\Gamma$ is equal to $m$. These eigenvalues are again said to form the $\lambda$-group.

The same results are true for each eigenvalue $\lambda_{\boldsymbol{h}}$ of $T$. In any neighborhood of $\lambda_{h}$, there are eigenvalues of $T(x)$ with total multiplicity equal to the multiplicity $m_{h}$ of $\lambda_{h}$ provided that $|x|$ is sufficiently small. Since the sum of the $m_{h}$ is $N$, there are no other eigenvalues of $T(x)$. This proves (and gives a precise meaning to) the proposition that the eigenvalues of $T(\varkappa)$ are continuous in $\varkappa$.

We assumed above that $T(x)$ is continuous in a domain of $x$. But the same argument shows that the eigenvalues of $T(x)$ and the total projection $P(x)$ are continuous at $x=0$ if $T(x)$ is continuous at $x=0$. To see this it suffices to notice that $R(\zeta, x) \rightarrow R(\zeta), x \rightarrow 0$, uniformly for $\zeta \in \Gamma$. We may even replace $T(x)$ by a sequence $\left\{T_{n}\right\}$ such that $T_{n} \rightarrow T$, $n \rightarrow \infty$. Then it follows that the eigenvalues as well as the total projections of $T_{n}$ tend to the corresponding ones of $T$ for $n \rightarrow \infty$.

Summing up, we have
Theorem 5.1. Let $T(\varkappa)$ be continuous at $\varkappa=0$. Then the eigenvalues of $T(x)$ are continuous at $x=0$. If $\lambda$ is an eigenvalue of $T=T(0)$, the
$\lambda$-group is well-defined for sufficiently small $|x|$ and the total projection $P(\varkappa)$ for the $\lambda$-group is continuous at $\varkappa=0$. If $T(x)$ is continuous in a domain of the $x$-plane or in an interval of the real line, the resolvent $R(\zeta, x)$ is continuous in $\zeta$ and $x$ jointly in the sense stated above.

## 2. The numbering of the eigenvalues

The fact proved above that the eigenvalues of $T(x)$ change continuously with $x$ when $T(x)$ is continuous in $x$ is not altogether simple since the number of eigenvalues of $T(x)$ is not necessarily constant. It is true that the same circumstance exists even in the analytic case, but there the number $s$ of (different) eigenvalues is constant for nonexceptional $\kappa$. In the general case now under consideration, this number may change with $x$ quite irregularly; the splitting and coalescence of eigenvalues may take place in a very complicated manner.

To avoid this inconvenience, it is usual to count the eigenvalues repeatedly according to their (algebraic) multiplicities as described in I-§ 5.4 (repeated eigenvalues). The repeated eigenvalues of an operator form an unordered $N$-tuple of complex numbers. Two such $N$-tuples $\mathfrak{S}=\left(\mu_{1}, \ldots, \mu_{N}\right)$ and $\mathbb{S}^{\prime}=\left(\mu_{1}^{\prime}, \ldots, \mu_{N}^{\prime}\right)$ may be considered close to each other if, for suitable numbering of their elements, the $\left|\mu_{n}-\mu_{n}^{\prime}\right|$ are small for all $n=1, \ldots, N$. We can even define the distance between such two $N$-tuples by

$$
\begin{equation*}
\operatorname{dist}\left(\mathfrak{\Im}, \mathfrak{\Im}^{\prime}\right)=\min \max _{n}\left|\mu_{n}-\mu_{n}^{\prime}\right| \tag{5.3}
\end{equation*}
$$

where the min is taken over all possible renumberings of the elements of one of the $N$-tuples. For example, the distance between the triples $(0,0,1)$ and $(0,1,1)$ is equal to 1 , though the set $\{0,1\}$ of their elements is the same for the two triples. It is easy to verify that the distance thus defined satisfies the axioms of a distance function.

The continuity of the eigenvalues of $T(x)$ given by Theorem 5.1 can now be expressed by saying that the N-tuple $\mathfrak{S}(\varkappa)$ consisting of the repeated eigenvalues of $T(x)$ changes with $x$ continuously. This means that the distance of $\mathfrak{S}(x)$ from $\mathfrak{S}\left(x_{0}\right)$ tends to zero for $x \rightarrow x_{0}$ for each fixed $x_{0}$.

The continuity thus formulated is the continuity of the repeated eigenvalues as a whole. It is a different question whether it is possible to define $N$ single-valued, continuous functions $\mu_{n}(\varkappa), n=1, \ldots, N$, which for each $\varkappa$ represent the repeated eigenvalues of $T(x)$. Such a parametrization is in general impossible. This will be seen from Example 1.1, d), in which the two eigenvalues are $\pm \boldsymbol{x}^{1 / 2}$; here it is impossible to define two single-valued continuous functions representing the two eigenvalues in a domain of the complex plane containing the branch point $\varkappa=0$.

A parametrization is possible if either i) the parameter $x$ changes over an interval of the real line or ii) the eigenvalues are always real. In case ii) it suffices to number the eigenvalues $\mu_{n}(\kappa)$ in ascending (or descending) order:

$$
\begin{equation*}
\mu_{1}(x) \leqq \mu_{2}(\varkappa) \leqq \cdots \leqq \mu_{N}(x) . \tag{5.4}
\end{equation*}
$$

It should be noted, however, that this way of numbering is not always convenient, for it can destroy the differentiability of the functions which may exist in a different arrangement.

The possibility of a parametrization in case i) is not altogether obvious. This is contained in the following theorem.

Theorem 5.2. Let $\mathfrak{S}(x)$ be an unordered $N$-tuple of complex numbers, depending continuously on a real variable $x$ in a (closed or open) interval I. Then there exist $N$ single-valued, continuous functions $\mu_{n}(\varkappa), n=1, \ldots, N$, the values of which constitute the N-tuple $\mathfrak{S}(\varkappa)$ for each $x \in \mathrm{I}$. $\left[\left(\mu_{n}(\varkappa)\right)\right.$ is called a representation of $\subseteq(x)$.]

Proof. For convenience we shall say that a subinterval $I_{0}$ of $I$ has property (A) if there exist $N$ functions defined on $\mathrm{I}_{0}$ with the properties stated in the theorem. What is required is to prove that I itself has property (A). We first show that, whenever two subintervals $I_{1}, I_{2}$ with property (A) have a common point, then their union $I_{0}=I_{1} \cup I_{2}$ also has the same property. Let $\left(\mu_{n}^{(1)}(\varkappa)\right)$ and $\left(\mu_{n}^{(2)}(\varkappa)\right)$ be representations of $\mathfrak{S}(x)$ in $\mathrm{I}_{1}$ and $\mathrm{I}_{2}$, respectively, by continuous functions. We may assume that neither $I_{1}$ nor $I_{2}$ contains the other (otherwise the proof is trivial) and that $I_{1}$ lies to the left of $I_{2}$. For a fixed $\varkappa_{0}$ lying in the intersection of $I_{1}$ and $\mathrm{I}_{2}$, we have $\mu_{n}^{(1)}\left(\varkappa_{0}\right)=\mu_{n}^{(2)}\left(\varkappa_{0}\right), n=1, \ldots, N$, after a suitable renumbering of $\left(\mu_{n}^{(2)}\right)$, for both $\left(\mu_{n}^{(1)}\left(\varkappa_{0}\right)\right)$ and $\left(\mu_{n}^{(2)}\left(\varkappa_{0}\right)\right)$ represent the same $\mathfrak{S}\left(x_{0}\right)$. Then the functions $\mu_{n}^{(0)}(x)$ defined on $\mathrm{I}_{0}$ by

$$
\mu_{n}^{(0)}(x)= \begin{cases}\mu_{n}^{(1)}(x), & x \leqq x_{0},  \tag{5.5}\\ \mu_{n}^{(2)}(x), & x \geqq x_{0},\end{cases}
$$

are continuous and represent $\mathscr{S}(\varkappa)$ on $\mathrm{I}_{0}$.
It follows that, whenever a subinterval $I^{\prime}$ has the property that each point of $I^{\prime}$ has a neighborhood with property (A), then $I^{\prime}$ itself has property (A).

With these preliminaries, we now prove Theorem 5.2 by induction. The theorem is obviously true for $N=1$. Suppose that it has been proved for $N$ replaced by smaller numbers and for any interval I. Let $\Gamma$ be the set of all $x \in \mathrm{I}$ for which the $N$ elements of $\mathfrak{S}(x)$ are identical, and let $\Delta$ be the complement of $\Gamma$ in $I$. $\Gamma$ is closed and $\Delta$ is open relative to $I$. Let us now show that each point of $\Delta$ has a neighborhood having property (A). Let $x_{0} \in \Delta$. Since the $N$ elements of $\mathfrak{S}\left(x_{0}\right)$ are not all
identical, they can be divided into two separate groups with $N_{1}$ and $N_{2}$ elements, where $N_{1}+N_{2}=N$. In other words, $\mathfrak{S}\left(x_{0}\right)$ is composed of an $N_{1}$-tuple and an $N_{2}$-tuple with separate elements ("separate" means that there is no element of one group equal to an element of the other). The continuity of $\mathfrak{S}(x)$ implies that for sufficiently small $\left|x-x_{0}\right|, \mathcal{S}(x)$ consists likewise of an $N_{1}$-tuple and an $N_{2}$-tuple each of which is continuous in $\varkappa$. According to the induction hypothesis, these $N_{1}$ and $N_{2}$ tuples can be represented in a neighborhood $\Delta^{\prime}$ of $\varkappa_{0}$ by families of continuous functions ( $\left.\mu_{1}(x), \ldots, \mu_{N_{1}}(x)\right)$ and ( $\left.\mu_{N_{1}+1}(x), \ldots, \mu_{N}(x)\right)$, respectively. These $N$ functions taken together then represent $\mathfrak{S}(\varkappa)$ in $\Delta^{\prime}$. In other words, $\Delta^{\prime}$ has property (A).

Since $\Delta$ is open in $I$, it consists of at most countably many subintervals $I_{1}, I_{2}, \ldots$. Since each point of $\Delta$ has a neighborhood with property (A), it follows from the remark above that each component interval $\mathrm{I}_{p}$ has property (A). We denote by $\mu_{n}^{(p)}(x), n=1, \ldots, N$, the $N$ functions representing $\mathcal{S}(x)$ in $\mathrm{I}_{\boldsymbol{p}}$. For $x \in \Gamma$, on the other hand, $\mathbb{S}(x)$ consists of $N$ identical elements $\mu(x)$. We now define $N$ functions $\mu_{n}(x)$, $n=1, \ldots, N$, on I by

$$
\mu_{n}(x)= \begin{cases}\mu_{n}^{(p)}(x), & x \in I_{p}, \quad p=1,2, \ldots,  \tag{5.6}\\ \mu(x), & x \in \Gamma .\end{cases}
$$

These $N$ functions represent $\mathbb{S}(x)$ on the whole interval I. It is easy to verify that each $\mu_{n}(火)$ is continuous on $I$. This completes the induction and the theorem is proved.

## 3. Continuity of the eigenspaces and eigenvectors

Even when $T(x)$ is continuous in $\varkappa$, the eigenvectors or eigenspaces are not necessarily continuous. We have shown above that the total projection $P(\varkappa)$ for the $\lambda$-group is continuous, but $P(\varkappa)$ is defined only for small $|x|$ for which the $\lambda$-group eigenvalues are not too far from $\lambda$.

If $T(x)$ has $N$ distinct eigenvalues $\lambda_{h}(x), h=1, \ldots, N$, for all $x$ in a simply connected domain of the complex plane or in an interval of the real line, we can define the associated eigenprojections $P_{h}(x)$ each of which is one-dimensional. Each $P_{h}(\varkappa)$ is continuous since it is identical with the total projection for the eigenvalue $\lambda_{h}(x)$. But $P_{h}(x)$ cannot in general be continued beyond a value of $\varkappa$ for which $\lambda_{h}(x)$ coincides with some other $\lambda_{k}(\varkappa)$. In this sense the eigenprojections behave more singularly than the eigenvalues. It should be recalled that even in the analytic case $P_{h}(\varkappa)$ may not exist at an exceptional point where $\lambda_{h}(\varkappa)$ is holomorphic [Example 1.12, f)]; but $P_{h}(x)$ has at most a pole in that case (see § 1.8). In the general case under consideration, the situation is much worse. That the eigenspaces can behave quite singularly even for a
very smooth function $T(x)$ is seen from the following example due to Rellich ${ }^{1}$.

Example 5.3. Let $N=2$ and

$$
T(x)=e^{-\frac{1}{x^{2}}}\left(\begin{array}{rr}
\cos \frac{2}{x} & \sin \frac{2}{x}  \tag{5.7}\\
\sin \frac{2}{x} & -\cos \frac{2}{x}
\end{array}\right), \quad T(0)=0 .
$$

$T(\varkappa)$ is not only continuous but is infinitely differentiable for all real values of $\varkappa$, and the same is true of the eigenvalues of $T(x)$, which are $\pm e^{-1 / x^{2}}$ for $x \neq 0$ and zero for $\varkappa=0$. But the associated eigenprojections are given for $\varkappa \neq 0$ by

$$
\left(\begin{array}{cc}
\cos ^{2} \frac{1}{x} & \cos \frac{1}{x} \sin \frac{1}{x}  \tag{5.8}\\
\cos \frac{1}{x} \sin \frac{1}{x} & \sin ^{2} \frac{1}{x}
\end{array}\right),\left(\begin{array}{cc}
\sin ^{2} \frac{1}{x} & -\cos \frac{1}{x} \sin \frac{1}{x} \\
-\cos \frac{1}{x} \sin \frac{1}{x} & \cos ^{2} \frac{1}{x}
\end{array}\right) .
$$

These matrix functions are continuous (even infinitely differentiable) in any interval not containing $x=0$, but they cannot be continued to $x=0$ as continuous functions. Furthermore, it is easily seen that there does not exist any eigenvector of $T(x)$ that is continuous in the neighborhood of $x=0$ and that does not vanish at $\boldsymbol{x}=0$.

It should be remarked that (5.7) is a symmetric operator for each real $\boldsymbol{x}$ (acting in $\mathrm{C}^{2}$ considered a unitary space). In particular it is normal and, therefore, the eigenprojections would be holomorphic at $\varkappa=0$ if $T(x)$ were holomorphic (Theorem 1.10). The example is interesting since it shows that this smoothness of the eigenprojections can be lost completely if the holomorphy of $T(x)$ is replaced by infinite differentiability.

## 4. Differentiability at a point

Let us now assume that $T(\varkappa)$ is not only continuous but differentiable. This does not in general imply that the eigenvalues of $T(x)$ are differentiable; in fact they need not be differentiable even if $T(\varkappa)$ is holomorphic [Example 1.1, d)]. However, we have

Theorem 5.4. Let $T(\varkappa)$ be differentiable at $\varkappa=0$. Then the total projection $P(\varkappa)$ for the $\lambda$-group is diferentiable at $\varkappa=0$ :

$$
\begin{equation*}
P(\varkappa)=P+\varkappa P^{(\mathbf{1})}+o(x), \tag{5.9}
\end{equation*}
$$

where ${ }^{2} P^{(1)}=-P T^{\prime}(0) S-S T^{\prime}(0) P$ and $S$ is the reduced resolvent of $T$ for $\lambda$ (see I-§5.3). If $\lambda$ is a semisimple eigenvalue of $T$, the $\lambda$-group eigenvalues of $T(\varkappa)$ are differentiable at $\varkappa=0$ :

$$
\begin{equation*}
\mu_{j}(x)=\lambda+\varkappa \mu_{j}^{(1)}+o(\varkappa), \quad j=1, \ldots, m, \tag{5.10}
\end{equation*}
$$

where the $\mu_{j}(x)$ are the repeated eigenvalues of the $\lambda$-group and the $\mu_{j}^{(1)}$ are the repeated eigenvalues of $P T^{\prime}(0) P$ in the subspace $M=P X$ ( $P$ is

[^54]the eigenprojection of $T$ for $\lambda$ ). If $T$ is diagonable, all the eigenvalues are differentiable at $\varkappa=0$.

Remark 5.5. The above theorem needs some comments. That the eigenvalues of $T(x)$ are differentiable means that the $N$-tuple $\subseteq(x)$ consisting of the repeated eigenvalues of $T(x)$ is differentiable, and similarly for the differentiability of the $\lambda$-group eigenvalues. That an (unordered) $N$-tuple $\mathfrak{S}(x)$ is differentiable at $\varkappa=0$ means that $\mathfrak{S}(x)$ can be represented in a neighborhood of $\varkappa=0$ by $N$ functions $\mu_{n}(\varkappa)$, $n=1, \ldots, N$, which are differentiable at $\varkappa=0$. The $N$-tuple $\mathbb{S}^{\prime}(0)$ consisting of the $\mu_{n}^{\prime}(0)$ is called the derivative of $\mathfrak{S}(\varkappa)$ at $\varkappa=0$. It can be easily proved (by induction on $N$, say) that $\mathscr{S}^{\prime}(0)$ is thereby defined independently of the particular representation $\left(\mu_{n}(\varkappa)\right)$ of $\mathfrak{C}(x)$. If $\mathfrak{S}(x)$ is differentiable at each $\varkappa$ and $\mathscr{S}^{\prime}(\varkappa)$ is continuous, $\mathfrak{S}(\varkappa)$ is said to be continuously differentiable.

Note that $\Im_{(0)}$ and $\mathbb{S}^{\prime}(0)$ together need not determine the behavior of $\mathscr{S}(x)$ even in the immediate neighborhood of $\varkappa=0$. For example, $\mathfrak{S}_{1}(x)=(x, 1-x)$ and $\mathfrak{S}_{2}(x)=(-x, 1+x)$ have the common value $(0,1)$ and the common derivative $(1,-1)$ at $x=0$.

Proof of Theorem 5.4. We first note that the resolvent $R(\zeta, x)$ is differentiable at $\boldsymbol{x}=0$, for it follows from I-(4.28) that

$$
\begin{equation*}
\left[\frac{\partial}{\partial x} R(\zeta, x)\right]_{x=0}=-R(\zeta) T^{\prime}(0) R(\zeta) . \tag{5.11}
\end{equation*}
$$

Here it should be noted that the derivative (5.11) exists uniformly for $\zeta$ belonging to a compact subset of $\mathrm{P}(T)$, for $R(\zeta, x) \rightarrow R(\zeta), x \rightarrow 0$, holds uniformly (see par. 1). Considering the expression (1.16) for $P(x)$, it follows that $P(\varkappa)$ is differentiable at $\varkappa=0$, with

$$
\begin{align*}
P^{\prime}(0) & =-\frac{1}{2 \pi i} \int_{\Gamma}\left[\frac{\partial}{\partial \varkappa} R(\zeta, x)\right]_{x=0} d \zeta=\frac{1}{2 \pi i} \int_{\Gamma} R(\zeta) T^{\prime}(0) R(\zeta) d \zeta  \tag{5.12}\\
& =-P T^{\prime}(0) S-S T^{\prime}(0) P=P^{(\mathbf{1})} \quad[\mathrm{cf.}(2.14)] .
\end{align*}
$$

This proves (5.9).
As in the analytic case, if $\lambda$ is semisimple the $\lambda$-group eigenvalues of $T(x)$ are of the form

$$
\begin{equation*}
\mu_{j}(\varkappa)=\lambda+\varkappa \mu_{j}^{(1)}(\varkappa), \quad j=1, \ldots, m, \tag{5.13}
\end{equation*}
$$

where the $\mu_{j}^{(1)}(\varkappa)$ are the (repeated) eigenvalues of the operator

$$
\begin{equation*}
\widetilde{T}^{(1)}(\varkappa)=\varkappa^{-1}(T(\varkappa)-\lambda) P(\varkappa)=-\frac{\varkappa^{-1}}{2 \pi i} \int_{\Gamma}(\zeta-\lambda) R(\zeta, x) d \zeta, \tag{5.14}
\end{equation*}
$$

in the subspace $M(\varkappa)=P(\varkappa) X$ [see (2.37)]. Since $T(\varkappa)$ and $P(x)$ are differentiable at $\varkappa=0$ and $(T-\lambda) P=0$ if $\lambda$ is semisimple, $\widetilde{T}^{(1)}(\varkappa)$ is
continuous at $\varkappa=0$ if we set

$$
\begin{equation*}
\widetilde{T}^{(1)}(0)=T^{\prime}(0) P+(T-\lambda) P^{\prime}(0)=P T^{\prime}(0) P \tag{5.15}
\end{equation*}
$$

where we have used (5.12) and ( $T-\lambda$ ) $S=1-P$ [see (2.11)]. Hence the eigenvalues of $\widetilde{T}^{(1)}(x)$ are continuous at $x=0$. In particular, the eigenvalues $\mu_{j}^{(1)}(x)$ of $\widetilde{T}^{(1)}(x)$ in the invariant subspace $M(x)$ are continuous at $x=0$ (see Theorem 5.1), though they need not be continuous for $\varkappa \neq 0$. In view of (5.13), this proves (5.10).

## 5. Differentiability in an interval

So far we have been considering the differentiability of the eigenvalues and eigenprojections at a single point $\varkappa=0$. Let us now consider the differentiability in a domain of $\varkappa$, assuming that $T(x)$ is differentiable in this domain. If this is a domain of the complex plane, $T(x)$ is necessarily holomorphic; since this case has been discussed in detail, we shall henceforth assume that $T(x)$ is defined and differentiable in an interval I of the real line ${ }^{1}$.

According to Theorem 5.4, the $N$-tuple $\mathfrak{S}(\varkappa)$ of the repeated eigenvalues of $T(\varkappa)$ is differentiable for $\varkappa \in \mathrm{I}$ provided that $T(\varkappa)$ is diagonable for $x \in \mathrm{I}$. However, it is by no means obvious that there exist $N$ functions $\mu_{n}(x), n=1, \ldots, N$, representing the repeated eigenvalues of $T(x)$, which are single-valued and differentiable on the whole of I Actually this is true, as is seen from the following general theorem.

Theorem 5.6. Let $\mathfrak{S}(x)$ be an unordered $N$-tuple of complex numbers depending on a real variable $x$ in an interval I , and let $\mathfrak{S}(x)$ be differentiable at each $x \in \mathrm{I}$ (in the sense of Remark 5.5). Then there exist $N$ complexvalued functions $\mu_{n}(x), n=1, \ldots, N$, representing the $N$-tuple $\mathfrak{S}(x)$ for $x \in \mathrm{I}$, each of which is differentiable for $x \in \mathrm{I}$.

Proof. A subinterval of I for which there exist $N$ functions of the kind described will be said to have property (B); it is required to prove that I itself has property (B). It can be shown, as in the proof of Theorem 5.2, that for any overlapping ${ }^{2}$ subintervals $I_{1}, I_{2}$ with property (B), their union $I_{1} \cup I_{2}$ has also property (B). The only point to be noted is that care must be taken in the renumbering of the $\mu_{n}^{(2)}(x)$ to make sure that the continuation (5.5) preserves the differentiability of the functions at $\varkappa=x_{0}$; this is possible owing to the assumption that $\mathfrak{S}(\varkappa)$ is differentiable at $\varkappa=\chi_{0}$.

[^55]With this observation, the proof is carried out in the same way as in Theorem 5.2. A slight modification is necessary at the final stage, for the functions defined by (5.6) may have discontinuities of derivatives at an isolated point of $\Gamma$. To avoid this, we proceed as follows. An isolated point $\varkappa_{0}$ of $\Gamma$ is either a boundary point of $I$ or a common boundary of an $\mathrm{I}_{p}$ and an $\mathrm{I}_{q}$. In the first case we have nothing to do. In the second case, it is easy to "connect" the two families $\left(\mu_{n}^{(p)}(x)\right)$ and $\left(\mu_{n}^{(q)}(x)\right)$ "smoothly" by a suitable renumbering of the latter, for these two families of differentiable functions represent $\mathfrak{S}(\varkappa)$ at the different sides of $x=x_{0}$ and $\mathfrak{S}(x)$ is differentiable at $\varkappa=\varkappa_{0}$. It follows that the interval consisting of $\mathrm{I}_{p}, \mathrm{I}_{q}$ and $\varkappa_{0}$ has property (B).

Let $\Gamma^{\prime}$ be the set of isolated points of $\Gamma . \Delta \cup \Gamma^{\prime}$ is relatively open in I and consists of (at most) countably many subintervals $\mathrm{I}_{k}^{\prime}$. Each $\mathrm{I}_{k}^{\prime}$ consists in turn of countably many subintervals of the form $\mathrm{I}_{p}$ joined with one another at a point of $\Gamma^{\prime}$ in the manner stated above. By repeated applications of the connection process just described, the functions representing $\mathcal{S}(\varkappa)$ in these $\mathrm{I}_{p}$ can be connected to form a family of $N$ functions differentiable on $\mathrm{I}_{k}^{\prime}$. This shows that each $\mathrm{I}_{k}^{\prime}$ has property (B).

The construction of $N$ differentiable functions $\mu_{n}(\varkappa)$ representing $\subseteq(x)$ on the whole interval I can now be carried out by the method (5.6), in which the $\mathrm{I}_{b}$ and $\Gamma$ should be replaced by the $\mathrm{I}_{k}^{\prime}$ and $\Gamma^{\prime \prime}$ respectively, $\Gamma^{\prime \prime}$ being the complement of $\Gamma^{\prime}$ in $\Gamma$. The differentiability at a point $\varkappa_{0}$ of $\Gamma^{\prime \prime}$ of the $\mu_{n}(\varkappa)$ thus defined follows simply from the fact that the derivative $\mathfrak{\Xi}^{\prime}\left(\boldsymbol{x}_{0}\right)$ consists of $N$ identical elements, just as does $\mathcal{\Im}\left(x_{0}\right)$. This completes the proof of Theorem 5.6.

Theorem 5.7. If in Theorem 5.6 the derivative $\mathfrak{S}^{\prime}(\varkappa)$ is continuous, the $N$ functions $\mu_{n}(\varkappa)$ are continuously differentiable on I .

Proof. Suppose that the real part of $\mu_{n}^{\prime}(\varkappa)$ is discontinuous at $\varkappa=\varkappa_{0}$. According to a well-known result in differential calculus, the values taken by $\operatorname{Re} \mu_{n}^{\prime}(x)$ in any neighborhood of $\varkappa_{0}$ cover an interval of length larger than a fixed positive number ${ }^{1}$. But this is impossible if $\mathscr{S}^{\prime}(x)$ is continuous, for any value of $\mu_{n}^{\prime}(x)$ is among the $N$ elements of $\mathscr{\Im}^{\prime}(x)$. For the same reason $\operatorname{Im} \mu_{n}^{\prime}(\kappa)$ cannot be discontinuous at any point.

Remark 5.8. We have seen (Theorem 5.4) that the eigenvalues of $T(\varkappa)$ are differentiable on I if $T(x)$ is differentiable and diagonable for $\varkappa \in \mathrm{I}$.

[^56]It is quite natural, then, to conjecture that the eigenvalues are continuously differentiable if $T(\varkappa)$ is continuously differentiable and diagonable. But this is not true, as is seen from the following example ${ }^{\mathbf{1}}$.

Example 5.9. Let $N=2$ and

$$
T(x)=\left(\begin{array}{rc}
|x|^{\alpha} & |x|^{\alpha}-|x|^{\beta}\left(2+\sin \frac{1}{|x|}\right)  \tag{5.16}\\
-|x|^{\alpha} & -|x|^{\alpha}
\end{array}\right), \quad x \neq 0 ; \quad T(0)=0 .
$$

$T(x)$ is continuously differentiable for all real $\varkappa$ if $\alpha>1$ and $\beta>2$. The two eigenvalues of $T(x)$ are

$$
\begin{equation*}
\mu_{ \pm}(x)= \pm|x|^{\frac{\alpha+\beta}{2}}\left(2+\sin \frac{1}{|x|}\right)^{\frac{1}{2}}, \quad x \neq 0, \quad \mu_{ \pm}(0)=0 . \tag{5.17}
\end{equation*}
$$

Since the $\mu_{ \pm}(x)$ are different from each other for $\varkappa \neq 0, T(x)$ is diagonable, and $T(0)=0$ is obviously diagonable. The $\mu_{ \pm}(x)$ are differentiable everywhere, as the general theory requires. But their derivatives are discontinuous at $x=0$ if $\alpha+$ $+\beta \leqq 4$. This simple example shows again that a non-analytic perturbation can be rather pathological in behavior.

Remark 5.10. If $T(\varkappa)$ is continuously differentiable in a neighborhood of $\varkappa=0$ and $\lambda$ is a semisimple eigenvalue of $T(0)$, the total projection $P(\varkappa)$ for the $\lambda$-group is continuously differentiable and $\widetilde{T}^{(1)}(\varkappa)$ is continuous in a neighborhood of $\varkappa=0$, as is seen from (5.12) and (5.14).

## 6. Asymptotic expansion of the eigenvalues and eigenvectors

The differentiability of the eigenvalues considered in the preceding paragraphs can be studied from a somewhat different point of view. Theorem 5.4 may be regarded as giving an asymptotic expansion of the eigenvalues $\mu_{j}(x)$ up to the first order of $\varkappa$ when $T(x)$ has the asymptotic form $T(\varkappa)=T+\varkappa T^{\prime}+o(\varkappa)$, where $T^{\prime}=T^{\prime}(0)$. Going to the second order, we can similarly inquire into the asymptotic behavior of the eigenvalues when $T(\varkappa)$ has the asymptotic form $T+\varkappa T^{(\mathbf{1})}+\varkappa^{2} T^{(2)}+$ $+o\left(\varkappa^{2}\right)$. In this direction, the extension of Theorem 5.4 is rather straightforward.

Theorem 5.11. Let $T(\varkappa)=T+\varkappa T^{(1)}+\varkappa^{2} T^{(2)}+o\left(\varkappa^{2}\right)$ for $\varkappa \rightarrow 0$. Let $\lambda$ be an eigenvalue of $T$ with the eigenprojection $P$. Then the total projection $P(\varkappa)$ for the $\lambda$-group eigenvalues of $T(\varkappa)$ has the form

$$
\begin{equation*}
P(\varkappa)=P+\varkappa P^{(\mathbf{1})}+\varkappa^{2} P^{(2)}+o\left(\varkappa^{2}\right) \tag{5.18}
\end{equation*}
$$

where $P, P^{(\mathbf{1})}$ and $P^{(\mathbf{2})}$ are given by (2.13). If the eigenvalue $\lambda$ of $T$ is semisimple and if $\lambda_{j}^{(1)}$ is an eigenvalue of $P T^{(1)} P$ in $P \mathrm{X}$ with the eigen-

[^57]projection $P_{j}^{(1)}$, then $T(\kappa)$ has exactly $m_{j}^{(1)}=\operatorname{dim} P_{j}^{(1)}$ repeated eigenvalues (the $\lambda+x \lambda_{j}^{(1)}$-group) of the form $\lambda+x \lambda_{j}^{(1)}+o(x)$. The total eigenprojection $P_{j}^{(1)}(x)$ for this group has the form
\[

$$
\begin{equation*}
P_{j}^{(1)}(\varkappa)=P_{j}^{(1)}+\varkappa P_{j}^{(11)}+o(\varkappa) . \tag{5.19}
\end{equation*}
$$

\]

If, in addition, the eigenvalue $\lambda_{j}^{(1)}$ of $P T^{(1)} P$ is semisimple, then $P_{j}^{(11)}$ is given by (2.47) and the $m_{j}^{(1)}$ repeated eigenvalues of the $\lambda+x \lambda_{j}^{(1)}$-group have the form

$$
\begin{equation*}
\mu_{j k}(x)=\lambda+\varkappa \lambda_{j}^{(1)}+\varkappa^{2} \mu_{j k}^{(2)}+o\left(\varkappa^{2}\right), \quad k=1, \ldots, m_{j}^{(1)}, \tag{5.20}
\end{equation*}
$$

where $\mu_{j k}^{(2)}, k=1, \ldots, m_{j}^{(1)}$, are the repeated eigenvalues of $P_{j}^{(1)} \widetilde{T}^{(2)} P_{j}^{(1)}$ $=P_{j}^{(1)} T^{(2)} P_{j}^{(1)}-P_{j}^{(1)} T^{(1)} S T^{(1)} P_{j}^{(1)}$ in the subspace $P_{j}^{(1)} \mathrm{X}$.

Proof. The possibility of the asymptotic expansion of $T(x)$ up to the second order implies the same for the resolvent:

$$
\begin{gather*}
R(\zeta, \varkappa)=R(\zeta)-R(\zeta)(T(\varkappa)-T) R(\zeta)+R(\zeta)(T(\varkappa)-T) \times  \tag{5.21}\\
\times R(\zeta)(T(\varkappa)-T) R(\zeta)+\cdots+ \\
=R(\zeta)-\varkappa R(\zeta) T^{(\mathbf{1})} R(\zeta)+\varkappa^{2}\left[-R(\zeta) T^{(2)} R(\zeta)+\right. \\
\left.+R(\zeta) T^{(\mathbf{1})} R(\zeta) T^{(\mathbf{1})} R(\zeta)\right]+o\left(\varkappa^{2}\right) .
\end{gather*}
$$

Here $o\left(x^{2}\right)$ is uniform in $\zeta$ in each compact subset of $\mathrm{P}(T)$. Substitution of (5.21) into (1.16) yields (5.18), just as in the analytic case.

It follows that if $\lambda$ is semisimple, the $\widetilde{T}^{(1)}(\boldsymbol{\chi})$ of (5.14) has the form

$$
\begin{equation*}
\widetilde{T}^{(\mathbf{1})}(\varkappa)=P T^{(\mathbf{1})} P+\varkappa \widetilde{T}^{(2)}+o(\varkappa) \tag{5.22}
\end{equation*}
$$

where $\widetilde{T}^{(2)}$ is given by (2.20). The application of Theorem 5.4 to $\widetilde{T}^{(1)}(\varkappa)$ then leads to the result of the theorem. Again the calculation of the terms up to the order $\varkappa^{2}$ is the same as in the analytic case.

## 7. Operators depending on several parameters

So far we have been concerned with an operator $T(x)$ depending on a single parameter $x$. Let us now consider an operator $T\left(x_{1}, x_{2}\right)$ depending on two variables $\varkappa_{1}, \varkappa_{2}$ which may be complex or real.

There is nothing new in regard to the continuity of the eigenvalues. The eigenvalues are continuous in $\varkappa_{1}, \varkappa_{2}$ (in the sense explained in par. 1,2) if $T\left(\varkappa_{1}, \varkappa_{2}\right)$ is continuous. Again, the same is true for partial differentiability (when the variables $\varkappa_{1}, \varkappa_{2}$ are real). But something singular appears concerning total differentiability. The total differentiability of $T\left(\varkappa_{1}, \varkappa_{2}\right)$ does not necessarily imply the same for the eigenvalues even if $T\left(\varkappa_{1}, x_{2}\right)$ is diagonable (cf. Theorem 5.4).

Example 5.12. ${ }^{1}$ Let $N=2$ and

$$
T\left(\varkappa_{1}, \varkappa_{2}\right)=\left(\begin{array}{rr}
\varkappa_{1} & \varkappa_{2}  \tag{5.23}\\
\varkappa_{2} & -\varkappa_{1}
\end{array}\right) .
$$

${ }^{1}$ See Rellich [1].
$T\left(\varkappa_{1}, \varkappa_{2}\right)$ is totally differentiable in $\varkappa_{1}, \varkappa_{2}$ and diagonable for all real values of $\varkappa_{1}, \varkappa_{2}$. But its eigenvalues

$$
\begin{equation*}
\lambda_{ \pm}\left(\varkappa_{1}, \varkappa_{2}\right)= \pm\left(x_{1}^{2}+\varkappa_{2}^{2}\right)^{1 / 2} \tag{5.24}
\end{equation*}
$$

are not totally differentiable at $x_{1}=x_{2}=0$.
We could also consider the case in which $T\left(\varkappa_{1}, \varkappa_{2}\right)$ is holomorphic in the two variables. But the eigenvalues of $T\left(\varkappa_{1}, \varkappa_{2}\right)$ might have rather complicated singularities, as is seen from the above example ${ }^{1}$.

Remark 5.13. (5.23) is symmetric for real $\varkappa_{1}, \varkappa_{2}$ if the usual inner product is introduced into $X=C^{2}$. Thus the appearence of a singularity of the kind (5.24) shows that the situation is different from the case of a single variable, where the eigenvalue is holomorphic at $\varkappa=0$ if $T(\varkappa)$ is normal for real $x$ (see Theorem 1.10).

Similar remarks apply to the case in which there are more than two variables ${ }^{2}$.

## 8. The eigenvalues as functions of the operator

In perturbation theory the introduction of the parameter $\varkappa$ is sometimes rather artificial, although it sometimes corresponds to the real situation. We could rather consider the change of the eigenvalues of an operator $T$ when $T$ is changed by a small amount, without introducing any parameter $x$ or parameters $\varkappa_{1}, \varkappa_{2}, \ldots$. From this broader point of view, the eigenvalues of $T$ should be regarded as functions of $T$ itself. Some care is necessary in this interpretation, however, since the eigenvalues are not fixed in number. Again it is convenient to consider the unordered $N$-tuple $\varsigma[T]$, consisting of the $N$ repeated eigenvalues of $T$, as a function of $T$. This is equivalent to regarding $\mathfrak{S}[T]$ as a function of the $N^{2}$ elements of the matrix representing $T$ with respect to a fixed basis of $X$.

[^58]Theorem 5.14. $\subseteq[T]$ is a continuous function of $T$. By this it is meant that, for any fixed operator $T$, the distance between $\mathfrak{S}[T+A]$ and $\mathfrak{S}[T]$ tends to zero for $\|A\| \rightarrow 0$.

The proof of this theorem is contained in the result of par. 1,2 where the continuity of $\mathcal{S}(\varkappa)$ as a function of $\varkappa$ is proved. An examination of the arguments given there will show that the use of the parameter $\varkappa$ is not essential.

This continuity of $\mathfrak{S}[T]$ is naturally uniform on any bounded region of the variable $T$ (that is, a region in which $\|T\|$ is bounded), for the variable $T$ is equivalent to $N^{2}$ complex variables as noted above. But the degree of continuity may be very weak at some special $T$ (non-diagonable $T$ ), as is seen from the fact that the Puiseux series for the eigenvalues of $T+\varkappa T^{(1)}+\cdots$ can have the form $\lambda+\alpha \varkappa^{1 / p}+\cdots$ [see (1.7) and Example 1.1, d)].

Let us now consider the differentiability of $\subseteq[T]$. As we have seen, the eigenvalues are not always differentiable even in the analytic case $T(\varkappa)$. If $T$ is diagonable, on the other hand, the eigenvalues of $T+\varkappa T^{(1)}$ are differentiable at $\varkappa=0$ for any $T^{(1)}$ (in the sense of par. 4), and the diagonability of $T$ is necessary in order that this be true for every $T^{(1)}$. This proves

Theorem 5.15. $\mathfrak{S}[T]$ is partially differentiable at $T=T_{0}$ if and only if $T_{0}$ is diagonable.

Here "partially differentiable" means that $\subseteq\left[T+\varkappa T^{(\mathbf{1})}\right]$ is differentiable at $\varkappa=0$ for any fixed $T^{(1)}$, and it implies the partial differentiability of $\subseteq[T]$ in each of the $N^{2}$ variables when it is regarded as a function of the $N^{2}$ matrix elements.

Theorem 5.15 is not true if "partially" is replaced by "totally". This is seen from Example 5.12, which shows that $\mathcal{S}[T]$ need not be totally differentiable even when the change of $T$ is restricted to a twodimensional subspace of $\mathscr{B}(\mathrm{X})$. In general a complex-valued function $\mu[T]$ of $T \in \mathscr{B}(\mathrm{X})$ is said to be totally differentiable at $T=T_{0}$ if there is a function $\nu_{\boldsymbol{T}_{\bullet}}[A]$, linear in $A \in \mathscr{B}(\mathrm{X})$, such that

$$
\begin{equation*}
\|A\|^{-1}\left|\mu\left[T_{0}+A\right]-\mu\left[T_{0}\right]-\nu_{T_{0}}[A]\right| \rightarrow 0 \quad \text { for } \quad\|A\| \rightarrow 0 . \tag{5.25}
\end{equation*}
$$

This definition does not depend on the particular norm used, for all norms are equivalent. $\nu_{\boldsymbol{\mu}_{0}}[A]$ is the total differential of $\mu[T]$ at $T=T_{0}$. It is easily seen that $\mu[T]$ is totally differentiable if and only if it is totally differentiable as a function of the $N^{2}$ matrix elements of $T$.

In reality we are here not considering a single complex-valued function $\mu[T]$ but an unordered $N$-tuple $\mathfrak{S}[T]$ as a function of $T$. If $\mathfrak{S}[T]$ were an ordered $N$-tuple, the above definition could be extended immediately to $\mathfrak{S}[T]$. But as $\mathfrak{S}[T]$ is unordered, this is not an easy matter and we shall not pursue it in this much generality. We shall
rather restrict ourselves to the case in which $T_{0}$ is not only diagonable but simple (has $N$ distinct eigenvalues). Then the same is true of $T=T_{0}+A$ for sufficiently small $\|A\|$ in virtue of the continuity of $\mathcal{S}[T]$, and the eigenvalues of $T$ can be expressed in a neighborhood of $T_{0}$ by $N$ single-valued, continuous functions $\lambda_{h}[T], h=1, \ldots, N$. We shall now prove

Theorem 5.16. The functions $\lambda_{h}[T]$ are not only totally differentiable but holomorphic in a neighborhood of $T=T_{0}$.

Remark 5.17. A complex-valued function $\mu[T]$ of $T$ is said to be holomorphic at $T=T_{0}$ if it can be expanded into an absolutely convergent power series (Taylor series) in $A=T-T_{0}$ :

$$
\begin{equation*}
\mu\left[T_{0}+A\right]=\mu\left[T_{0}\right]+\mu^{(1)}\left[T_{0}, A\right]+\mu^{(2)}\left[T_{0}, A\right]+\cdots \tag{5.26}
\end{equation*}
$$

in which $\mu^{(n)}\left[T_{0}, A\right]$ is a form of degree $n$ in $A$, that is,

$$
\begin{equation*}
\mu^{(n)}\left[T_{0}, A\right]=\mu^{(n)}\left[T_{0} ; A, \ldots, A\right] \tag{5.27}
\end{equation*}
$$

where $\mu^{(n)}\left[T_{0} ; A_{1}, \ldots, A_{n}\right]$ is a symmetric $n$-linear form ${ }^{1}$ in $n$ operators $A_{1}, \ldots, A_{n}$. As is easily seen, $\mu[T]$ is holomorphic at $T=T_{0}$ if and only if $\mu\left[T_{0}+A\right]$ can be expressed as a convergent power series in the $N^{2}$ matrix elements of $A$. In the same way holomorphic dependence of an operator-valued function $R[T] \in \mathscr{B}(\mathrm{X})$ on $T \in \mathscr{B}(\mathrm{X})$ can be defined.

Proof of Theorem 5.16. First we show that the one-dimensional eigenprojection $P_{h}[T]$ for the eigenvalue $\lambda_{h}[T]$ is holomorphic in $T$. We have, as in (1.17),

$$
\begin{equation*}
P_{h}\left[T_{0}+A\right]=-\frac{1}{2 \pi i} \int_{\Gamma_{k}} \sum_{n=0}^{\infty} R_{0}(\zeta)\left(-A R_{0}(\zeta)\right)^{n} d \zeta \tag{5.28}
\end{equation*}
$$

where $R_{0}(\zeta)=\left(T_{0}-\zeta\right)^{-1}$ and $\Gamma_{h}$ is a small circle around $\lambda_{h}\left[T_{0}\right]$. The series in the integrand of (5.28) is uniformly convergent for $\zeta \in \Gamma_{h}$ for $\|A\|<\delta_{h}$, where $\delta_{h}$ is the minimum of $\left\|R_{0}(\zeta)\right\|^{-1}$ for $\zeta \in \Gamma_{h}$. Since the right member turns out to be a power series in $A$, we see that $P_{h}[T]$ is holomorphic at $T=T_{0}$.

Since $P_{h}[T]$ is one-dimensional, we have

$$
\begin{equation*}
\lambda_{h}\left[T_{0}+A\right]=\operatorname{tr}\left\{\left(T_{0}+A\right) P_{h}\left[T_{0}+A\right]\right\} \tag{5.29}
\end{equation*}
$$

Substitution of the power series (5.28) shows that $\lambda_{h}\left[T_{0}+A\right]$ is also a power series in $A$, as we wished to show.

[^59]
## § 6. Perturbation of symmetric operators

## 1. Analytic perturbation of symmetric operators

Many theorems of the preceding sections can be simplified or strengthened if $X$ is a unitary space $H$. For the reason stated at the beginning of I-§6., we shall mainly be concerned with the perturbation of symmetric operators.

Suppose we are given an operator $T(x)$ of the form (1.2) in which $T, T^{(1)}, T^{(2)}, \ldots$ are all symmetric. Then the sum $T(\varkappa)$ is also symmetric for real $\varkappa$. Naturally it cannot be expected that $T(\varkappa)$ be symmetric for all $x$ of a domain of the complex plane.

More generally, let us assume that we are given an operator-valued function $T(\varkappa) \in \mathscr{B}(\mathrm{H})$ which is holomorphic in a domain $\mathrm{D}_{\mathbf{0}}$ of the $x$-plane intersecting with the real axis and which is symmetric for real $x$ :

$$
\begin{equation*}
T(\varkappa)^{*}=T(\varkappa) \quad \text { for real } \varkappa . \tag{6.1}
\end{equation*}
$$

For brevity the family $\{T(\kappa)\}$ will then be said to be symmetric. Also we shall speak of a symmetric perturbation when we consider $T(x)$ as a perturbed operator. $T(\bar{x})^{*}$ is holomorphic for $\varkappa \in \overline{\mathrm{D}}_{0}$ (the mirror image of $\mathrm{D}_{0}$ with respect to the real axis) and coincides with $T(\kappa)$ for real $\kappa$. Hence $T(\bar{x})^{*}=T(x)$ for $\varkappa \in \mathrm{D}_{0} \cap \overline{\mathrm{D}}_{\mathbf{0}}$ by the unique continuation property of holomorphic functions. Thus

$$
\begin{equation*}
T(x)^{*}=T(\bar{x}) \tag{6.2}
\end{equation*}
$$

as long as both $x$ and $\bar{x}$ belong to $\mathrm{D}_{0}$. This can be used to continue $T(\varkappa)$ analytically to any $x$ for which one of $x$ and $\bar{x}$ belongs to $\mathrm{D}_{0}$ but the other does not. Thus we may assume without loss of generality that $D_{0}$ is symmetric with respect to the real axis.

Since a symmetric operator is normal, the following theorem results directly from Theorem 1.10.

Theorem 6.1. If the holomorphic family $T(x)$ is symmetric, the eigenvalues $\lambda_{h}(\varkappa)$ and the eigenprojections $P_{h}(x)$ are holomorphic on the real axis, whereas the eigennilpotents $D_{h}(x)$ vanish identically ${ }^{\mathbf{1}}$.

Problem 6.2. If $T(x)=T+\varkappa T^{(1)}$ with $T$ and $T^{(1)}$ symmetric, the smallest eigenvalue of $T(x)$ for real $x$ is a piecewise holomorphic, concave function of $x$. [hint: Apply I-(6.79)].

Remark 6.3. Theorem 6.1 cannot be extended to the case of two or more variables. The eigenvalues of a function $T\left(\varkappa_{1}, \varkappa_{2}\right)$ holomorphic in $\varkappa_{1}, \varkappa_{2}$ and symmetric for real $\varkappa_{1}, \varkappa_{2}$ need not be holomorphic for real $\varkappa_{1}, \varkappa_{2}$, as is seen from Example 5.12.

Remark 6.4. A theorem similar to Theorem 6.1 holds if $T(x)$ is normal for real $\varkappa$ or, more generally, for all $\varkappa$ on a curve in $\mathrm{D}_{0}$. But such a

[^60]theorem is of little practical use, since it is not easy to express the condition in terms of the coefficients $T^{(n)}$ of (1.2).

The calculation of the perturbation series given in § 2 is also simplified in the case of a symmetric perturbation. Since the unperturbed operator $T$ is symmetric, any eigenvalue $\lambda$ of $T$ is semisimple $(D=0)$ and the reduction process described in $\S 2.3$ is effective. The operator function $\widetilde{T}^{(1)}(\varkappa)$ given by (2.37) is again symmetric, for $P(x)$ is symmetric and commutes with $T(x)$. The reduction process preserves symmetry. Therefore, the reduction can be continued indefinitely. The splitting of the eigenvalues must come to an end after finitely many steps, however, and the eigenvalues and the eigenprojections are finally given explicitly by the formulas corresponding to (2.5) and (2.3) in the final stage of the reduction process where the splitting has ceased to occur. In this way the reduction process gives a complete recipe for calculating explicitly the eigenvalues and eigenprojections in the case of a symmetric perturbation.

Remark 6.5. Again there is no general criterion for deciding whether there is no further splitting of the eigenvalue at a given stage. But the reducibility principle given in Remark 2.4 is useful, especially for symmetric perturbations. Since the unperturbed eigenvalue at each stage is automatically semisimple, there can be no further splitting if the unperturbed eigenprojection at that stage is irreducible with respect to a set $\{A\}$ of operators.

In applications such a set $\{A\}$ is often given as a unitary group under which $T(x)$ is invariant. Since the eigenprojection under consideration is an orthogonal projection, it is irreducible under $\{A\}$ if and only if there is no proper subspace of the eigenspace which is invariant under all the unitary operators $A$.

Remark 6.6. The general theory is simplified to some extent even if only the unperturbed operator $T$ is symmetric or even normal. For example, all the eigenvalues $\lambda_{h}(\boldsymbol{\varkappa})$ are then continuously differentiable at $x=0$ in virtue of the diagonability of $T$ (Theorem 2.3). The estimates for the convergence radii and the error estimates are also simplified if the unperturbed operator $T$ is symmetric or normal, as has been shown in § 3.5 .

Remark 6.7. The estimate (3.52) is the best possible of its kind even in the special case of a symmetric perturbation, for Example 3.10 belongs to this case.

## 2. Orthonormal families of eigenvectors

Consider a holomorphic, symmetric family $T(\varkappa)$. For each real $\varkappa$ there exists an orthonormal basis $\left\{\varphi_{n}(x)\right\}$ of H consisting of eigenvectors of $T(\kappa)$ [see I-(6.68)]. The question arises whether these orthonormal eigenvectors $\varphi_{n}(\varkappa)$ can be chosen as holomorphic functions of $\varkappa$. The answer is yes for real $\varkappa$.

Since the eigenvalues $\lambda_{h}(\varkappa)$ and the eigenprojections $P_{h}(\varkappa)$ are holomorphic on the real axis (Theorem 6.1), the method of $\S 4.5$ can be applied to construct a holomorphic transformation function $U(x)$ satisfying (4.30). Furthermore, $U(\varkappa)$ is unitary for real $\kappa$. To see this we recall that $U(\varkappa)$ was constructed as the solution of the differential equation $U^{\prime}=Q(x) U$ with the initial condition $U(0)=1$, where $Q(x)$ is given by (4.33). Since the $P_{h}(\varkappa)$ are symmetric, we have $P_{h}(x)^{*}=P_{h}(\bar{\chi})$ as in (6.2) and so the same is true of $P_{h}^{\prime}(x)$. Hence $Q(x)$ is skew-symmetric: $Q(\bar{\chi})^{*}=-Q(x)$ and $U(\bar{\chi})^{*}$ satisfies the differential equation

$$
\begin{equation*}
\frac{d}{d x} U(\bar{x})^{*}=-U(\bar{x})^{*} Q(x) . \tag{6.3}
\end{equation*}
$$

On the other hand, $V(x)=U(x)^{-1}$ satisfies the differential equation $V^{\prime}=-V Q(x)$ with the initial condition $V(0)=1$. In view of the uniqueness of the solution we must have

$$
\begin{equation*}
U(\bar{x})^{*}=U(x)^{-1} \tag{6.4}
\end{equation*}
$$

This shows that $U(x)$ is unitary for real $\varkappa$.
It follows that the basis $\varphi_{h k}(\varkappa)=U(\varkappa) \varphi_{h k}$ as given by (4.31) is orthonormal for real $\varkappa$ if the $\varphi_{h k}$ form an orthonormal basis (which is possible since $T$ is symmetric). It should be noted that the $\varphi_{h k}(\varkappa)$ are (not only generalized but proper) eigenvectors of $T(x)$ because $T(x)$ is diagonable. The existence of such an orthonormal basis depending smoothly on $x$ is one of the most remarkable results of the analytic perturbation theory for symmetric operators. That the analyticity is essential here will be seen below.

## 3. Continuity and differentiability

Let us now consider non-analytic perturbations of operators in H . Let $T(\varkappa) \in \mathscr{B}(\mathrm{H})$ depend continuously on the parameter $\varkappa$, which will now be assumed to be real. The eigenvalues of $T(x)$ then depend on $x$ continuously, and it is possible to construct $N$ continuous functions $\mu_{n}(\varkappa), n=1, \ldots, N$, representing the repeated eigenvalues of $T(x)$ (see § 5.2). In this respect there is nothing new in the special case where $T(\varkappa)$ is symmetric, except that all $\mu_{n}(\varkappa)$ are real-valued and so a simple numbering such as (5.4) could also be used.

A new result is obtained for the differentiability of eigenvalues.
Theorem 6.8. ${ }^{1}$ Assume that $T(\varkappa)$ is symmetric and continuously differentiable in an interval I of $\varkappa$. Then there exist $N$ continuously differentiable functions $\mu_{n}(\varkappa)$ on I that represent the repeated eigenvalues of $T(x)$.

[^61]Proof. The proof of this theorem is rather complicated ${ }^{1}$. Consider a fixed value of $x$; we may set $x=0$ without loss of generality. Let $\lambda$ be one of the eigenvalues of $T=T(0), m$ its multiplicity, and $P$ the associated eigenprojection. Since $\lambda$ is semisimple, the derivatives at $\varkappa=0$ of the repeated eigenvalues of $T(\varkappa)$ belonging to the $\lambda$-group are given by the $m$ repeated eigenvalues of $P T^{\prime}(0) P$ in the subspace $M=P X$ (Theorem 5.4). Let $\lambda_{1}^{\prime}, \ldots, \lambda_{p}^{\prime}$ be the distinct eigenvalues of $P T^{\prime}(0) P$ in M and let $P_{1}, \ldots, P_{p}$ be the associated eigenprojections. The $\mathrm{M}_{j}=P_{j} \mathrm{H}$ are subspaces of $M$. It follows from the above remark that the $\lambda$-group (repeated) eigenvalues of $T(\varkappa)$ for small $|x| \neq 0$ are divided into $p$ subgroups, namely the $\lambda+\varkappa \lambda_{j}^{\prime}$-groups, $j=1, \ldots, p$. Since each of these subgroups is separated from other eigenvalues, the total projections $P_{j}(x)$ for them are defined. $P_{j}(x)$ is at the same time the total projection for the $\lambda_{i}^{\prime}$-group of the operator $\widetilde{T}^{(1)}(\varkappa)$ given by (5.14). But $\widetilde{T}^{(1)}(\varkappa)$ is continuous in a neighborhood of $\varkappa=0$ as was shown there (the continuity for $x \neq 0$ is obvious). Hence $P_{j}(x)$ is continuous in a neighborhood of $\varkappa=0$ by Theorem 5.1, and the same is true of

$$
\begin{equation*}
T_{j}(\varkappa)=P_{j}(\varkappa) T^{\prime}(\varkappa) P_{j}(\varkappa) \tag{6.5}
\end{equation*}
$$

because $T^{\prime}(\varkappa)=d T(\varkappa) / d \varkappa$ is continuous by hypothesis.
The $\lambda+\varkappa \lambda_{j}^{\prime}$-group of $T(x)$ consists in general of several distinct eigenvalues, the number of which may change discontinuously with $x$ in any neighborhood of $x=0$. Let $\lambda\left(\varkappa_{0}\right)$ be one of them for $\varkappa=x_{0} \neq 0$ and let $Q\left(x_{0}\right)$ be the associated eigenprojection. This $\lambda\left(x_{0}\right)$ may further split for small $\left|x-x_{0}\right| \neq 0$, but the derivative of any of the resulting eigenvalues must be an eigenvalue of $Q\left(\varkappa_{0}\right) T^{\prime}\left(x_{0}\right) Q\left(x_{0}\right)$ in the subspace $Q\left(x_{0}\right) \mathrm{H}$ (again by Theorem 5.4). But we have $Q\left(x_{0}\right) \mathrm{H} \subset P_{j}\left(x_{0}\right) \mathrm{H}$ because $\lambda\left(x_{0}\right)$ belongs to the $\lambda+x \lambda_{j}^{\prime}$-group, so that $Q\left(x_{0}\right) T^{\prime}\left(x_{0}\right) Q\left(x_{0}\right)$ $=Q\left(x_{0}\right) T_{j}\left(x_{0}\right) Q\left(x_{0}\right)$. Therefore, the derivatives under consideration are eigenvalues of the orthogonal projection (in the sense of I-§6.10) of the operator $T_{j}\left(\varkappa_{0}\right)$ on a certain subspace of $\mathrm{M}_{j}\left(\varkappa_{0}\right)=P_{j}\left(\varkappa_{0}\right) \mathrm{H}$. Since $T_{j}\left(\varkappa_{0}\right)$ is symmetric, it follows from Theorem I-6.46 that these eigenvalues lie between the largest and the smallest eigenvalues of $T_{j}\left(\varkappa_{0}\right)$ in the subspace $\mathrm{M}_{j}\left(\varkappa_{0}\right)$. But as $T_{j}\left(\varkappa_{)}\right.$is continuous in $\varkappa$ as shown above, the eigenvalues of $T_{j}\left(\varkappa_{0}\right)$ in $\mathrm{M}_{j}\left(\varkappa_{0}\right)$ tend for $\varkappa_{0} \rightarrow 0$ to the eigenvalues of $P_{j} T^{\prime}(0) P_{j}$ in $\mathrm{M}_{j}$, which are all equal to $\lambda_{j}^{\prime}$. It follows that the derivatives of the $\lambda+\varkappa \lambda_{j}^{\prime}-$ group eigenvalues of $T(\varkappa)$ must also tend to $\lambda_{j}^{\prime}$ for $\varkappa \rightarrow 0$. This proves the required continuity of the derivatives of the eigenvalues $\mu_{n}(火)$ constructed by Theorem 5.6. [In the above proof, essential use has been made of the symmetry of $T(\varkappa)$ in the application of Theorem I-6.46. This explains why the same result does not necessarily hold in the general case].

[^62]Remark 6.9. As in the general case, the eigenprojections or eigenvectors have much less continuity than the eigenvalues even in the case of a symmetric perturbation, once the assumption of analyticity is removed. Example 5.3 is sufficient to illustrate this; here the function $T(\varkappa)$ is infinitely differentiable in $x$ and symmetric (by the usual inner product in $\mathrm{C}^{2}$ ), but it is impossible to find eigenvectors of $T(x)$ that are continuous at $\varkappa=0$ and do not vanish there.

## 4. The eigenvalues as functions of the symmetric operator

As in § 5.8, we can regard the eigenvalues of a symmetric operator $T$ as functions of $T$ itself. As before, the eigenvalues are continuous functions of $T$ in the sense explained there. The situation is however much simpler now because we can, if we desire, regard the repeated eigenvalues as forming an ordered $N$-tuple by arranging them in the ascending order

$$
\begin{equation*}
\mu_{1}[T] \leqq \mu_{2}[T] \leqq \cdots \leqq \mu_{N}[T] \tag{6.6}
\end{equation*}
$$

This defines $N$ real-valued functions of $T, T$ varying over all symmetric operators in H . The continuity of the eigenvalues is expressed by the continuity of these functions ( $T^{\prime} \rightarrow T$ implies $\mu_{n}\left[T^{\prime}\right] \rightarrow \mu_{n}[T]$ ).

The numbering (6.6) of the eigenvalues is very simple but is not always convenient, for the $\mu_{n}[T]$ are not necessarily even partially differentiable. This is seen, for example, by considering the $\mu_{n}\left[T+\varkappa T^{\prime}\right]$ as functions of $\varkappa$, where $T, T^{\prime}$ are symmetric and $\varkappa$ is real. The eigenvalues of $T+\varkappa T^{\prime}$ can be represented as holomorphic functions of $x$ (Theorem 6.1). The graphs of these functions may cross each other at some values of $\varkappa$ (exceptional points). If such a crossing takes place, the graph of $\mu_{n}\left[T+\varkappa T^{\prime}\right]$ jumps from one smooth curve to another, making a corner at the crossing point. In other words, the $\mu_{n}\left[T+\varkappa T^{\prime}\right]$ are continuous but not necessarily differentiable. In any case, they are piecerwise holomorphic, since there are only a finite number of crossing points (exceptional points) in any finite interval of $\varkappa$.

Thus it is sometimes more convenient to return to the old point of view of regarding the repeated eigenvalues of $T$ as elements of an unordered $N$-tuple $\subseteq[T]$. Then it follows from the result of the preceding paragraph that $\mathfrak{S}[T]$ is partially continuously diferentiable. But $\mathfrak{S}[T]$ is totally differentiable only at those $T$ with $N$ distinct eigenvalues (again Example 5.12). In the neighborhood of such a $T$, however, the functions (6.6) are not only differentiable but holomorphic in $T$.

## 5. Applications. A theorem of Lidskir

Perturbation theory is primarily interested in small changes of the various quantities involved. Here we shall consider some problems
related to the change of the eigenvalues when the operator is subjected to a finite change ${ }^{1}$. More specifically, we consider the problem of estimating the relation between the eigenvalues of two symmetric operators $A, B$ in terms of their difference $C=B-A$.

Let us denote respectively by $\alpha_{n}, \beta_{n}, \gamma_{n}, n=1, \ldots, N$, the repeated eigenvalues of $A, B, C$ in the ascending order as in (6.6). Let

$$
\begin{equation*}
T(\varkappa)=A+\varkappa C, \quad 0 \leqq \varkappa \leqq 1, \tag{6.7}
\end{equation*}
$$

so that $T(0)=A$ and $T(1)=B$, and denote by $\mu_{n}(\varkappa)$ the repeated eigenvalues of $T(\varkappa)$ in the ascending order. As shown in the preceding paragraph, the $\mu_{n}(\varkappa)$ are continuous and piecewise holomorphic, with $\mu_{n}(0)=\alpha_{n}, \mu_{n}(1)=\beta_{n}$. In the interval $0 \leqq x \leqq 1$ there are only a finite number of exceptional points where the derivatives of the $\mu_{n}(\varkappa)$ may be discontinuous.

According to par. 2, we can choose for each $x$ a complete orthonormal family $\left\{\varphi_{n}(\varkappa)\right\}$ consisting of eigenvectors of $T(\varkappa)$ :

$$
\begin{equation*}
\left(T(\varkappa)-\mu_{n}(x)\right) \varphi_{n}(\varkappa)=0, \quad n=1, \ldots, N, \tag{6.8}
\end{equation*}
$$

in such a way that the $\varphi_{n}(\varkappa)$ are piecewise holomorphic. In general they are discontinuous at the exceptional points; this is due to the rather unnatural numbering of the eigenvalues $\mu_{n}(x)$. If $x$ is not an exceptional point, differentiation of (6.8) gives

$$
\begin{equation*}
\left(C-\mu_{n}^{\prime}(x)\right) \varphi_{n}(x)+\left(T(x)-\mu_{n}(x)\right) \varphi_{n}^{\prime}(x)=0 . \tag{6.9}
\end{equation*}
$$

Taking the inner product of (6.9) with $\varphi_{n}(\chi)$ and making use of the symmetry of $T(\varkappa)$, (6.8) and the normalization $\left\|\varphi_{n}(\varkappa)\right\|=1$, we obtain

$$
\begin{equation*}
\mu_{n}^{\prime}(x)=\left(C \varphi_{n}(\varkappa), \varphi_{n}(x)\right) . \tag{6.10}
\end{equation*}
$$

Since the $\mu_{n}(\varkappa)$ are continuous and the $\varphi_{n}(\varkappa)$ are piecewise continuous, integration of (6.10) yields

$$
\begin{equation*}
\beta_{n}-\alpha_{n}=\mu_{n}(1)-\mu_{n}(0)=\int_{0}^{1}\left(C \varphi_{n}(\varkappa), \varphi_{n}(x)\right) d \varkappa . \tag{6.11}
\end{equation*}
$$

Let $\left\{x_{j}\right\}$ be an orthonormal basis consisting of the eigenvectors of $C$ :

$$
\begin{equation*}
C x_{n}=\gamma_{n} x_{n}, \quad n=1, \ldots, N . \tag{6.12}
\end{equation*}
$$

We have

$$
\left(C \varphi_{n}(x), \varphi_{n}(x)\right)=\sum_{i}\left(C \varphi_{n}(x), x_{j}\right)\left(x_{j}, \varphi_{n}(x)\right)=\sum_{i} \gamma_{j}\left|\left(\varphi_{n}(x), x_{j}\right)\right|^{2}
$$

and (6.11) becomes

$$
\begin{align*}
\beta_{n}-\alpha_{n} & =\sum \sigma_{n j} \gamma_{j},  \tag{6.13}\\
\sigma_{n j} & =\int_{0}^{1}\left|\left(\varphi_{n}(\varkappa), x_{j}\right)\right|^{2} d \varkappa . \tag{6.14}
\end{align*}
$$

[^63]The orthonormality of $\left\{\varphi_{n}(x)\right\}$ and $\left\{x_{j}\right\}$ implies that

$$
\begin{equation*}
\sum_{j} \sigma_{n j}=1, \quad \sum_{n} \sigma_{n j}=1, \quad \sigma_{n j} \geqq 0 . \tag{6.15}
\end{equation*}
$$

Now it is well known in matrix theory that a square matrix ( $\sigma_{n j}$ ) with the properties (6.15) lies in the convex hull of the set of all permutation matrices ${ }^{1}$. Thus (6.13) leads to the following theorem due to Lidskil [1].

Theorem 6.10. Let $A, B, C, \alpha_{n}, \beta_{n}, \gamma_{n}$ be as above. The $N$-dimensional numerical vector $\left(\beta_{1}-\alpha_{1}, \ldots, \beta_{N}-\alpha_{N}\right)$ lies in the convex hull of the vectors obtained from $\left(\gamma_{1}, \ldots, \gamma_{N}\right)$ by all possible permutations of its elements.

Another consequence of (6.13) is
Theorem 6.11. For any convex function $\Phi(t)$ of a real variable $t$, the following inequality holds:

$$
\begin{equation*}
\sum_{n} \Phi\left(\beta_{n}-\alpha_{n}\right) \leqq \sum_{n} \Phi\left(\gamma_{n}\right) . \tag{6.16}
\end{equation*}
$$

The proof follows easily from (6.13), (6.15) and the convexity of $\Phi$, for

$$
\Phi\left(\beta_{n}-\alpha_{n}\right)=\Phi\left(\sum_{j} \sigma_{n j} \gamma_{j}\right) \leqq \sum_{j} \sigma_{n j} \Phi\left(\gamma_{j}\right) .
$$

Example 6.12. Let $\Phi(t)=|t|^{p}$ with $p \geqq 1$. Then (6.16) gives ${ }^{2}$

$$
\begin{equation*}
\sum_{n}\left|\beta_{n}-\alpha_{n}\right|^{p} \leqq \sum_{n}\left|\gamma_{n}\right|^{p}, \quad p \geqq 1 . \tag{6.17}
\end{equation*}
$$

## Chapter Three

## Introduction to the theory of operators in Banach spaces

This chapter is again preliminary; we present an outline of those parts of operator theory in Banach spaces which are needed in the perturbation theory developed in later chapters. The material is quite elementary, but the presentation is fairly complete, reference being made occasionally to the first chapter, so that this chapter can be read without previous knowledge of Banach space theory. It is also intended to be useful as an introduction to operator theory. To keep the chapter within reasonable length, however, some basic theorems (for example,
${ }^{1}$ See Birkhoff [1]. A permutation matrix ( $\sigma_{j k}$ ) is associated with a permutation $j \rightarrow \pi(j)$ of $\{1,2, \ldots, n\}$ by the relation $\sigma_{j k}=1$ if $k=\pi(j)$ and $\sigma_{j k}=0$ otherwise.
${ }^{2}$ It was shown by Hoffman and Wielandt [1] that (6.17) is true for $p=2$ in a more general case in which $A, B$ are only assumed to be normal, if the right member is replaced by $\operatorname{tr} C^{*} C$ and if a suitable numbering of $\left\{\alpha_{n}\right\}$ is chosen. Note that $C=B-A$ need not be normal for normal $A, B$.
the Baire category theorem and the Hahn－Banach extension theorem）are stated without proof ${ }^{1}$ ．

Again emphasis is laid on the spectral theory of operators，where the resolvent theory is the central subject．The results related specifically to Hilbert spaces are not included，being reserved for Chapters V and VI for detailed treatment．

## § 1．Banach spaces

## 1．Normed spaces

From now on we shall be concerned mainly with an infinite－dimen－ sional vector space $\mathbf{X}$ ．Since there does not exist a finite basis in $\mathbf{X}$ ，it is impossible to introduce the notion of convergence of a sequence of vectors of X in such a simple fashion as in a finite－dimensional space． For our purposes，it is convenient to consider a normed（vector）space from the outset．

A normed space is a vector space $\mathbf{X}$ in which a function $\|\|$ is defined and satisfies the conditions of a norm I－（1．18）．In $X$ the convergence of a sequence of vectors $\left\{u_{n}\right\}$ to a $u \in \mathbf{X}$ can be defined by $\left\|u_{n}-u\right\| \rightarrow 0$ ． It is easily seen that the limit $u$ ，whenever it exists，is uniquely deter－ mined by $\left\{u_{n}\right\}$ ．As we have shown in I－§ 1．4，every finite－dimensional vector space can be made into a normed space．

In what follows we shall consider exclusively normed spaces $\mathbf{X}$ ． Finite－dimensional spaces are not excluded，but we shall always assume that $\operatorname{dim} X>0$ ．

Example 1．1．Let $X$ be the set of all numerical vectors $u=\left(\xi_{k}\right)$ with a countably infinite number of complex components $\xi_{k}, k=1,2, \ldots$ X is an infinite－dimensional vector space with the customary definition of linear operations．Let $m$ be the subset of $X$ consisting of all $u=\left(\xi_{k}\right)$ such that the sequence $\left\{\xi_{k}\right\}$ is bounded． m is a linear manifold of $X$ and it is itself a vector space．For each $u \in m$ define its norm by

$$
\begin{equation*}
\|u\|=\|u\|_{m}=\|u\|_{\infty}=\sup _{k}\left|\xi_{k}\right| . \tag{1.1}
\end{equation*}
$$

It is easy to see that this norm satisfies $\mathrm{I}-(1.18)$ ，so that $m$ is a normed space．（1．1） is a generalization of I－（1．15）．Let $\boldsymbol{l}$ be the set of all $u=\left(\xi_{k}\right) \in X$ such that

$$
\begin{equation*}
\|u\|=\|u\|_{l}=\|u\|_{1}=\sum_{k}\left|\xi_{k}\right| \tag{1.2}
\end{equation*}
$$

is finite．$l$ is a normed space if the norm is defined by（1．2）．More generally we can define the normed space $l^{p}$ by introducing the norm ${ }^{2}$

[^64]\[

$$
\begin{equation*}
\|u\|=\|u\|_{\iota p}=\|u\|_{p}=\left(\sum_{k}\left|\xi_{k}\right|^{p}\right)^{1 / p} \tag{1.3}
\end{equation*}
$$

\]

where $p$ is a fixed number with $p \geqq 1 . \mathrm{m}$ can be regarded as the limiting case of $l^{p}$ for $p \rightarrow \infty$, and is also denoted by $\boldsymbol{l}^{\infty} . \boldsymbol{l}^{p}$ is a proper subset of $\boldsymbol{l}^{l}$ if $p<q$.

Example 1.2. The most important examples of normed spaces are function spaces. The simplest example of a function space is the set $\mathrm{C}[a, b]$ of all complexvalued, continuous functions $u=u(x)$ on a finite closed interval $[a, b]^{1}$ of a real variable (see Example I-1.2). C $[a, b]$ is a normed space if the norm is defined by

$$
\begin{equation*}
\|u\|=\|u\|_{\mathrm{C}[a, b]}=\|u\|_{\infty}=\max _{a \leqq x \leqq b}|u(x)| . \tag{1.4}
\end{equation*}
$$

More generally, the set $\mathrm{C}(\mathrm{E})$ of all continuous functions $u=u(x)=u\left(x_{1}, \ldots, x_{m}\right)$ defined on a compact region E in the $m$-dimensional space $\mathrm{R}^{m}$ (or, more generally, on any compact topological space E ) is a normed space if the norm is defined by

$$
\begin{equation*}
\|u\|=\|u\|_{\mathrm{C}(\mathrm{E})}=\|u\|_{\infty}=\max _{x \in \mathrm{E}}|u(x)| \tag{1.5}
\end{equation*}
$$

Example 1.3. We could introduce other norms in $\mathrm{C}[a, b]$, for example

$$
\begin{equation*}
\|u\|=\|u\|_{L_{p}}=\|u\|_{p}=\left(\int|u(x)|^{p} d x\right)^{1 / p}, \quad p \geqq 1 . \tag{1.6}
\end{equation*}
$$

This would make $\mathrm{C}[a, b]$ into a different normed space. Actually a wider class of functions can be admitted when the norm (1.6) is used. We denote by $L^{p}(a, b)$ the set of all complex-valued, Lebesgue-measurable functions $u=u(x)$ on a finite or infinite interval $(a, b)$ for which the integral (1.6) is finite. It can be shown that $L^{p}(a, b)$ is a normed space by the customary definition of linear operations and by the norm (1.6). It should be remarked that in $L^{p}(a, b)$, any two functions $u, v$ are identified whenever they are equivalent in the sense that $u(x)=v(x)$ almost everywhere in ( $a, b$ ); this convention makes the first condition of I-(1.18) satisfied ${ }^{2}$.

More generally, for any measurable subset $E$ of $R^{m}$ the set $L^{p}(E)$ of all Lebesguemeasurable functions $u=u(x)=u\left(x_{1}, \ldots, x_{m}\right)$ on E such that (1.6) is finite is a normed space if the norm is defined by (1.6). Again two equivalent functions should be identified. In the limiting case $p \rightarrow \infty, L^{p}(E)$ becomes the space $L^{\infty}(E)=M(E)$ consisting of all essentially bounded functions on E with the norm

$$
\begin{equation*}
\|u\|=\|u\|_{M(\mathrm{E})}=\|u\|_{\infty}=\underset{x \in \mathrm{E}}{\operatorname{ess} \sup }|u(x)| \tag{1.7}
\end{equation*}
$$

In other words, $\|u\|_{\infty}$ is the smallest number $M$ such that $|u(x)| \leqq M$ almost everywhere in $E$.

In the same way, we can define the space $L^{p}(E, d \mu)$ over any set $E$ on which a measure $d \mu$ is defined $^{3}$, the norm being given by $\left(\int_{E}|u(x)|^{p} d \mu(x)\right)^{1 / p}$.

Example 1.4. Let $C^{\prime}[a, b]$ be the set of all continuously differentiable functions on a finite closed interval $[a, b] . C^{\prime}[a, b]$ is a normed space if the norm is defined by

$$
\begin{equation*}
\|u\|=\|u\|_{\infty}+\left\|u^{\prime}\right\|_{\infty}, \tag{1.8}
\end{equation*}
$$

where $\|u\|_{\infty}$ is given by (1.4) and $u^{\prime}=d u / d x$.
${ }^{1}$ We denote by $[a, b]$ a closed interval, by ( $a, b$ ) an open interval, by $[a, b)$ a semi-closed interval, etc.
${ }^{2}$ In this sense $L^{p}$ is a set of equivalence classes of functions rather than a set of functions. But it is customary to represent an element of $L^{p}$ by a function, with the identification stated in the text.
${ }^{3}$ When we consider function spaces like $L^{p}$, we have to assume that the reader is familiar with the basic facts on real analysis, including Lebesgue integration, for which we may refer to standard textbooks (e. g., Royden $\mathbb{1} 1$ ). In most cases, however, it is restricted to examples, and the main text will be readable without those prerequisites.

Remark 1．5．The following are known as the Hölder inequalities ${ }^{1}$ ．If $p \geqq 1$ and $q \geqq 1$ are related by $p^{-1}+q^{-1}=1$（ $p=\infty$ or $q=\infty$ is permitted），then

$$
\begin{equation*}
\left|\sum_{k} \xi_{k} \eta_{k}\right| \leqq\|u\|_{p}\|v\|_{l}, \quad u=\left(\xi_{k}\right), \quad v=\left(\eta_{k}\right) \tag{1.9}
\end{equation*}
$$

where $\|u\|_{p},\|v\|_{\mathbb{R}}$ are given by（1．3），and

$$
\begin{equation*}
\left|\int u(x) v(x) d x\right| \leqq\|u\|_{p}\|v\|_{\mathscr{Q}} \tag{1.10}
\end{equation*}
$$

where $\|u\|_{p},\|v\|_{\mathrm{e}}$ are given by（1．6）．
Problem 1．6．For $\left\|\|_{D}\right.$ defined by（1．6）we have

$$
\begin{align*}
& \|u v\|_{s} \leqq\|u\|_{p}\|v\|_{Q} \text { for } \quad s^{-1}=p^{-1}+q^{-1}  \tag{1.11}\\
& \|u v w\|_{s} \leqq\|u\|_{D}\|v\|_{l}\|w\|_{r} \text { for } s^{-1}=p^{-1}+q^{-1}+r^{-1} \tag{1.12}
\end{align*}
$$

etc．，where $u v=u(x) v(x)$ ，etc．Similar inequalities exist for $\left\|\|_{D}\right.$ given by（1．3）． ［hint：Apply（1．10）to the function $|u v|^{*}$ etc．］

## 2．Banach spaces

In a normed space X the convergence $u_{n} \rightarrow u$ was defined by $\left\|u_{n}-u\right\|$ $\rightarrow 0$ ．As in the finite－dimensional case，this implies the Cauchy condition $\left\|u_{n}-u_{m}\right\| \rightarrow 0$［see I－（1．23）］．In the infinite－dimensional case，however， a Cauchy sequence $\left\{u_{n}\right\}$（a sequence that satisfies the Cauchy condition） need not have a limit $u \in \mathbf{X}$ ．A normed space in which every Cauchy sequence has a limit is said to be complete．A complete normed space is called a Banach space．The notion of Banach space is very useful since， on the one hand，the completeness is indispensable for the further development of the theory of normed spaces and，on the other，most of normed spaces that appear in applications are complete ${ }^{2}$ ．Recall that a finite－dimensional normed space is complete（ $\mathrm{I}-\S 1.4$ ）．

Example 1．7．In the space $C(E)$ of continuous functions（Example 1．2），$u_{n} \rightarrow u$ means the uniform convergence of $u_{n}(x)$ to $u(x)$ on E ．The Cauchy condition I－（1．23） means that $\left|u_{n}(x)-u_{m}(x)\right| \rightarrow 0$ uniformly．It is well known ${ }^{3}$ that this implies the uniform convergence of $u_{n}(x)$ to a continuous function $u(x)$ ．Hence $C(E)$ is complete．

Example 1．8．The spaces $l^{p}, 1 \leqq p \leqq \infty$ ，（Example 1．1）are complete．The function spaces $L^{p}(E)$（Example 1．3）are complete．We shall not give the proof here ${ }^{4}$ ．

Most of the topological notions introduced in I－§ 1.5 for a finite－ dimensional normed space can be taken over to a Banach space．Here we shall mention only a few additions and modifications required．

[^65]A linear manifold $M$ of a Banach space $X$ need not be closed. A closed linear manifold $M$ of $X$ is itself a Banach space. In this sense it is a subspace of $\mathbf{X}$. The closure of a linear manifold is a closed linear manifold.

Lemma 1.9. If $M$ is a closed linear manifold, the linear manifold $M^{\prime}$ spanned by M and a finite number of vectors $u_{1}, \ldots, u_{m}$ is closed.

Proof. It suffices to consider the case $m=1$; the general case is obtained by successive application of this special case. If $u_{1} \in M$, we have $\mathrm{M}^{\prime}=\mathrm{M}$ so that $\mathrm{M}^{\prime}$ is closed. If $u_{1} \notin \mathrm{M}$, we have $\operatorname{dist}\left(u_{1}, M\right)=d>0$, because $M$ is closed. $M^{\prime}$ is the set of all $u^{\prime}$ of the form $u^{\prime}=\boldsymbol{\xi} u_{1}+v$, $v \in M$. We have

$$
\begin{equation*}
|\xi| \leqq\left\|u^{\prime}\right\| / d \tag{1.13}
\end{equation*}
$$

In fact, $\left\|\xi^{-1} u^{\prime}\right\|=\left\|u_{1}+\xi^{-1} v\right\| \geqq d$ if $\xi \neq 0$ while (1.13) is trivial if $\boldsymbol{\xi}=0$.

Suppose now that $u_{n}^{\prime} \in M^{\prime}, u_{n}^{\prime} \rightarrow u^{\prime}, n \rightarrow \infty$; we have to show that $u^{\prime} \in \mathrm{M}^{\prime}$. Let $u_{n}^{\prime}=\xi_{n} u_{1}+v_{n}, v_{n} \in \mathrm{M}$. Application of (1.13) to $u^{\prime}=u_{n}^{\prime}-u_{m}^{\prime}$ gives $\left|\xi_{n}-\xi_{m}\right| \leqq\left\|u_{n}^{\prime}-u_{m}^{\prime}\right\| / d \rightarrow 0$. Hence $\xi_{n} \rightarrow \xi$ for some $\xi$, and $v_{n}=u_{n}^{\prime}-\xi_{n} u_{1} \rightarrow u^{\prime}-\xi u_{1}$. Since $M$ is closed and $v_{n} \in M, v=u^{\prime}-$ $-\xi u_{1} \in \mathbf{M}$. Hence $u^{\prime}=\xi u_{1}+v \in \mathbf{M}^{\prime}$ as required.

For any subset S of X , there is a smallest closed linear manifold containing $S$ (that is, a closed linear manifold $M$ such that any closed linear manifold $M^{\prime} \supset S$ contains $M$ ). It is equal to the closure of the (linear) span of S , and is called the closed linear manifold spanned by S or simply the closed span of S.

Example 1.10. In $\boldsymbol{l}^{p}$ the set of all $u=\left(\xi_{k}\right)$ with $\xi_{1}=0$ is a closed linear manifold. In $\boldsymbol{l}^{\infty}$ the set c of all $u=\left(\xi_{k}\right)$ such that $\lim \xi_{k}=\xi$ exists is a closed linear manifold. The subset $\mathrm{c}_{0}$ of c consisting of all $u$ such that $\xi=0$ is a closed linear manifold of $l^{\infty}$ and of $c$. In C $[a, b]$ the set of all functions $u(x)$ such that $u(a)=0$ is a closed linear manifold. The same is true of the set of $u$ such that $u(a)=u(b)=0$. C $[a, b]$ itself may be considered a closed linear manifold of $\mathrm{L}^{\infty}(a, b)$.

A subset $\mathbf{S}$ of $\mathbf{X}$ is (everywhere) dense if the closure $\overline{\mathbf{J}}$ coincides with $\mathbf{X}$. In this case each $u \in X$ can be approximated by an element of $S$, in the sense that for any $\varepsilon>0$ there is a $v \in \mathrm{~S}$ such that $\|u-v\|<\varepsilon$. More generally, for two subsets $\mathrm{S}_{1}, \mathrm{~S}_{2}$ of $\mathrm{X}, \mathrm{S}_{1}$ is dense with respect to $\mathrm{S}_{2}$ if $\bar{S}_{1} \supset \mathrm{~S}_{2}$ (or dense in $\mathrm{S}_{2}$ if $\mathrm{S}_{1} \subset \mathrm{~S}_{2}$ in addition). Then each $u \in \mathrm{~S}_{2}$ can be approximated by an element of $S_{1}$. If $S_{1}$ is dense with respect to $S_{2}$ and $S_{2}$ is dense with respect to $S_{3}$, then $S_{1}$ is dense with respect to $S_{3}$.

Example 1.11. In $C[a, b]$ (finite interval) the set of all polynomials is everywhere dense (theorem of Weierstrass) ${ }^{1}$. The same is true for $L^{p}(a, b)$ for $1 \leqq p<\infty$. In $L^{p}(a, b)$ (not necessarily finite interval) the set $C_{0}^{\infty}(a, b)$ of all infinitely differentiable functions with compact support ${ }^{2}$ is everywhere dense. If E is an open set of

[^66]$\mathrm{R}^{m}$ ，the set of all infinitely differentiable functions with compact support in E is dense in $L^{p}(\mathrm{E}), 1 \leqq p<\infty^{1}$ ．

Unlike a finite－dimensional normed space，an infinite－dimensional Banach space X is not locally compact（see I－§ 1．5）．Thus X contains a bounded sequence $\left\{u_{n}\right\}$ that contains no convergent subsequence． $\left\{u_{n}\right\}$ is such a sequence if

$$
\begin{equation*}
\left\|u_{n}\right\|=1, \quad\left\|u_{n}-u_{m}\right\| \geqq 1 \quad \text { for } \quad n \neq m \tag{1.14}
\end{equation*}
$$

$\left\{u_{n}\right\}$ can be constructed by induction．Suppose that $u_{1}, \ldots, u_{n}$ have been constructed．Let $M_{n}$ be their span．Then there is a $u \in X$ such that $\|u\|=1$ and $\operatorname{dist}\left(u, \mathrm{M}_{n}\right)=1$ ，as is seen from Lemma 1.12 proved below． It suffices to set $u_{n+1}=u$ ．

Lemma 1．12．For any closed linear manifold $M \neq X$ of $X$ and any $\varepsilon>0$ ，there is a $u \in X$ such that $\|u\|=1$ and $\operatorname{dist}(u, M)>1-\varepsilon$ ．We can even achieve $\operatorname{dist}(u, M)=1$ if $\operatorname{dim} \mathrm{M}<\infty$ ．

Proof．There is a $u_{0} \in X$ not belonging to $M$ ，so that $\operatorname{dist}\left(u_{0}, M\right)$ $=d>0$ ．Hence there is a $v_{0} \in M$ such that $\left\|u_{0}-v_{0}\right\|<d /(1-\varepsilon)$ ． Set $u_{1}=u_{0}-v_{0}$ ．Then $\left\|u_{1}\right\|<d /(1-\varepsilon)$ and $\operatorname{dist}\left(u_{1}, M\right)=\inf _{v \in M}\left\|u_{1}-v\right\|$ $=\inf _{v \in \mathrm{M}}\left\|u_{0}-v\right\|=\operatorname{dist}\left(u_{0}, \mathrm{M}\right)=d>(1-\varepsilon)\left\|u_{1}\right\|$ ．The required $u$ is obtain－ ed by normalizing $u_{1}: u=u_{1} /\left\|u_{1}\right\|$ ．If $\operatorname{dim} \mathrm{M}<\infty$ ，let $u_{0}$ be as above and let $X_{0}$ be the linear manifold spanned by $M$ and $u_{0}$ ．We can apply the result just obtained to the subspace $M$ of $X_{0}$ ．Thus there exists a $u_{n} \in X_{0}$ such that $\left\|u_{n}\right\|=1$ and $\operatorname{dist}\left(u_{n}, M\right)>1-n^{-1}$ ．Since $\operatorname{dim} X_{0}<\infty$ ， $\mathrm{X}_{0}$ is locally compact and there is a convergent subsequence of $\left\{u_{n}\right\}$ ． It is easy to see that its limit $u$ satisfies $\|u\|=1$ and $\operatorname{dist}(u, M)=1$ ．

A subset $\mathbf{S} \subset \mathbf{X}$ is said to be fundamental if the closed span of $S$ is $X$ （in other words，if the span of $\mathbf{S}$ is everywhere dense）． S is separable if $\mathbf{S}$ contains a countable subset which is dense in $\mathbf{S}$ ．For the separability of $X$ ，it is sufficient that $X$ contain a countable subset $S^{\prime}$ which is funda－ mental；for the set of all linear combinations of elements of $S^{\prime}$ with rational coefficients is a countable set dense in X ．A subset of a separable set is separable ${ }^{2}$ ．

Example 1．13． $\mathrm{C}[a, b]$ is separable；this is a consequence of the theorem of Weierstrass，for the set of monomials $u_{n}(x)=x^{n}, n=0,1, \ldots$ ，is fundamental in $\mathrm{C}[a, b]$（see Example 1．11）．$l^{p}$ is separable if $1 \leqq p<\infty$ ．The canonical basis consisting of $u_{n}=\left(\delta_{n k}\right), n=1,2, \ldots$ ，is fundamental in $l^{p}$ ．$L^{p}(a, b)$ is also separable if $1 \leqq p<\infty$ ．The set of functions $u_{\left(a^{\prime}, b^{\prime}\right)}(x)$ ，which is equal to 1 on（ $a^{\prime}, b^{\prime}$ ）and zero otherwise，is fundamental when $a^{\prime}$ and $b^{\prime}$ vary over all rational numbers in $(a, b)^{3}$ ．Similarly $L^{p}\left(R^{m}\right)$ is separable for $1 \leqq p<\infty$ ．It then follows that $L^{p}(E)$ is also separable if $E$ is any measurable subset of $R^{m}$ ，for $L^{p}(E)$ may be regarded as the subspace of $L^{p}\left(R^{m}\right)$ consisting of all functions vanishing outside $E$ ．

[^67]An important consequence of the completeness of a Banach space is the category theorem of Baire ${ }^{1}$ :

Theorem 1.14. If X is the union of a countable number of closed subsets $\mathrm{S}_{n}, n=1,2, \ldots$, at least one of the $\mathrm{S}_{n}$ contains interior points (that is, contains a ball).

In spite of some essential differences in topological structure between a general Banach space $X$ and a finite-dimensional space, most of the results regarding sequences $\left\{u_{n}\right\}$, infinite series $\Sigma u_{n}$ and vector-valued functions $u(t)$ stated in I-§ 1.6-7 remain valid in X. Such results will be used freely without comment in the sequel. It should be noted that the completeness of X is essential here. For example, the existence of the sum of an absolutely convergent series $\Sigma u_{n}$ depends on it, and similarly for the existence of the integral $\int u(t) d t$ of a continuous function $u(t)$. Also we note that the analyticity of a vector-valued function $u(t)$ is defined and the results of complex function theory are applicable to such a function (see loc. cit.). On the other hand, results of I-§ 1 based on the explicit use of a basis are in general not valid in the general case.

## 3. Linear forms

A linear form $f[u]$ on a Banach space X can be defined as in I-§ 2.1. But we here consider also linear forms $f[u]$ that are defined only on a certain linear manifold D of X . Such a form $f$ will be called a linear form in X , and $\mathrm{D}=\mathrm{D}(f)$ will be called the domain of $f . f$ is an extension of $g$ (and $g$ is a restriction of $f$ ) if $\mathrm{D}(f) \supset \mathrm{D}(g)$ and $f[u]=g[u]$ for $u \in \mathrm{D}(g)$; we write $f \supset g$ or $g \subset f$.
$f[u]$ is continuous at $u=u_{0} \in \mathrm{D}$ if $\left\|u_{n}-u_{0}\right\| \rightarrow 0, u_{n} \in \mathrm{D}$, implies $f\left[u_{n}\right] \rightarrow f\left[u_{0}\right]$. Since $f\left[u_{n}\right]-f\left[u_{0}\right]=f\left[u_{n}-u_{0}\right]$, it follows that $f[u]$ is continuous everywhere in D if and only if it is continuous at $u=0$. Such an $t$ is simply said to be continuous.

In a finite-dimensional space every linear form is continuous. This is not true in the general case, though it is not easy to give an example of a discontinuous linear form defined everywhere on a Banach space $\mathbf{X}^{2}$.

If a linear form $f$ is continuous, there is a $\delta>0$ such that $\|u\|<\delta$ implies $|f[u]| \leqq 1$. By homogeneity, it follows that

$$
\begin{equation*}
|f[u]| \leqq M\|u\| \quad \text { for every } \quad u \in \mathrm{D}(f) \tag{1.15}
\end{equation*}
$$

where $M=1 / \delta$. A linear form $f$ with the property (1.15) is said to be bounded. The smallest number $M$ with this property is called the bound of $f$ and is denoted by $\|f\|$. It is easy to see that, conversely, (1.15) implies that $t$ is continuous. Thus a linear form is continuous it and only if it is bounded.

[^68]Lemma 1．15．A bounded linear form $f$ is determined if its values are given in a subset $\mathrm{D}^{\prime}$ dense in $\mathrm{D}(f)$ ．

Proof．For each $u \in \mathrm{D}(f)$ ，there is a sequence $u_{n} \in \mathrm{D}^{\prime}$ such that $u_{n} \rightarrow u$ ． Thus $f[u]=\lim f\left[u_{n}\right]$ by continuity．

Theorem 1.16 （Extension principle）．A bounded linear form with domain D can be extended to a bounded linear form with domain $\overline{\mathrm{D}}$（the closure of D）．This extension is unique and the bound is preserved in the extension．

Proof．The uniqueness of the extension follows from Lemma 1．15． To construct such an extension，let $u \in \overline{\mathrm{D}}$ and let $u_{n} \in \mathrm{D}$ be such that $u_{n} \rightarrow u$ ．The $f\left[u_{n}\right]$ form a Cauchy sequence since $\left|f\left[u_{n}\right]-f\left[u_{m}\right]\right|=$ $=\left|f\left[u_{n}-u_{m}\right]\right| \leqq\|f\|\left\|u_{n}-u_{m}\right\| \rightarrow 0, n, m \rightarrow \infty$ ．Let the limit of $f\left[u_{n}\right]$ be denoted by $f^{\prime}[u] . f^{\prime}[u]$ is determined by $u$ independently of the choice of the sequence $\left\{u_{n}\right\}$ ，for $u_{n} \rightarrow u$ and $v_{n} \rightarrow u$ imply $u_{n}-v_{n} \rightarrow 0$ and hence $f\left[u_{n}\right]-f\left[v_{n}\right]=f\left[u_{n}-v_{n}\right] \rightarrow 0$ ．It is now easy to show that $f^{\prime}[u]$ is a linear form with domain $\overline{\mathrm{D}}$ ．That $\left\|f^{\prime}\right\|=\|f\|$ follows from the inequality $\left|f^{\prime}[u]\right| \leqq\|f\|\|u\|$ ，which is the limit of $\left|f\left[u_{n}\right]\right| \leqq\|f\|\left\|u_{n}\right\|$ ．

Example 1．17．In $\boldsymbol{l}^{\downarrow}, \mathbf{1} \leqq p \leqq \infty$ ，consider a linear form $f$ given by

$$
\begin{equation*}
f[u]=\sum_{k} \alpha_{k} \xi_{k} \quad \text { for } \quad u=\left(\xi_{k}\right) \tag{1.16}
\end{equation*}
$$

If we take as $D(f)$ the set of all $u \in l^{p}$ such that only a finite number of the $\xi_{k}$ are not zero，the coefficients $\alpha_{k}$ are arbitrary．But such an $f$ is in general not bounded． $f$ is bounded if

$$
\begin{equation*}
M=\left(\Sigma\left|\alpha_{k}\right|^{q}\right)^{1 / q}<\infty \quad \text { where } \quad p^{-1}+q^{-1}=1 \tag{1.17}
\end{equation*}
$$

Then we have $|f[u]| \leqq M\|u\|$ by the Hölder inequality（1．9）．In this case we can take $D(f)=l^{p}$ ；then it can easily be shown that $\|f\|=M$ ．It is further known that if $p<\infty$ any bounded linear form on $l^{p}$ can be expressed in the form（1．16）with the $\alpha_{k}$ satisfying（1．17）${ }^{1}$ ．

Example 1．18．Let $\mathrm{X}=\mathrm{C}[a, b]$ ；set $f[u]=u\left(x_{0}\right)$ for every $u \in \mathrm{X}$ ，with a fixed $x_{0}, a \leqq x_{0} \leqq b$［see I－（2．3）］．$f$ is a bounded linear form with domain $X$ ．More ge－ nerally，let $f(x)$ be a complex－valued function of bounded variation over［a，b］． Then the Stieltjes integral

$$
\begin{equation*}
f[u]=\int_{a}^{b} u(x) d f(x) \tag{1.18}
\end{equation*}
$$

defines a linear form on $\mathrm{C}[a, b] . f$ is bounded，for $|f[u]| \leqq M\|u\|$ where $M$ is the total variation of $f$ ．Hence $\|f\| \leqq M$ ．Actually it is known that $\|f\|=M$ ，and that any bounded linear form on $\mathrm{C}[a, b]$ can be expressed by a function $f$ of bounded varia－ tion in the form（1．18）${ }^{2}$ ．

Example 1．19．For each $u \in C^{\prime}[a, b]$（see Example 1．4）set $f[u]=u^{\prime}\left(x_{0}\right)$ ． $f$ is a bounded linear form on $C^{\prime}[a, b] . f$ can also be regarded as a linear form in $X=C[a, b]$ with $\mathrm{D}(f)=\mathrm{C}^{\prime}[a, b] \subset X$ ．In this interpretation $f$ is not bounded，for $\left|u^{\prime}\left(x_{0}\right)\right|$ may be arbitrarily large for $\|u\|=\max |u(x)|=1^{3}$ ．
${ }^{1}$ See e．g．Royden 〔1】，p．103，Taylor 【1】，p．193，Yosida 【1】，p． 117.
${ }^{2}$ See e．g．Taylor 【1】，p． 382.
${ }^{3}$ This $f$ is a simple example of an unbounded linear form，but $D(f)$ is not the whole space $X=C[a, b]$ ．An unbounded linear form with domain $X$ could be obtained by extending $f$ ，but it would require the use of the axiom of choice．

Example 1．20．For $u \in L^{p}(\mathrm{E})$ and $f \in \mathrm{~L}^{q}(\mathrm{E}), p^{-1}+q^{-1}=1$ ，set

$$
\begin{equation*}
f[u]=\int_{\mathbf{E}} f(x) u(x) d x . \tag{1.19}
\end{equation*}
$$

For a fixed $f, f[u]$ is a bounded linear form on $L^{p}(\mathrm{E})$ with $\|f\|_{\leqq}\|f\|_{g}$ by（1．10）． It is known that $\|f\|=\|f\|_{\Omega}$ and that any bounded linear form on $L^{p}(\mathrm{E}), p<\infty$ ， can be expressed in the form（1．19）in terms of an $f \in \operatorname{L}^{a}(E)^{1}$ ．

## 4．The adjoint space

Semilinear forms and bounded semilinear forms in a Banach space $X$ can be defined in the same way as above（cf．I－§ 2．2）．The adjoint space $\mathrm{X}^{*}$ of $X$ is defined as the set of all bounded semilinear forms on $X$ ，and $X^{*}$ is a normed vector space if the norm of $f \in \mathbf{X}^{*}$ is defined as the bound $\|f\|$ of $f$ ．As before we introduce the scalar product $(f, u)=f[u]$ for every $f \in X^{*}$ and $u \in X$ ．The generalized Schwarz inequality $\mathrm{I}-(2.25)$ is again a consequence of the definition of $\|f\|$ ．Other notions and obvious results of the finite－dimensional case will be taken over without further comment．
$X^{*}$ is a Banach space．To prove the completeness of $X^{*}$ ，consider a Cauchy sequence $\left\{f_{n}\right\}$ in $X^{*}$ ．Then

$$
\begin{equation*}
\left|\left(f_{n}-f_{m}, u\right)\right| \leqq\left\|f_{n}-f_{m}\right\|\|u\| \rightarrow 0, \quad n, m \rightarrow \infty \tag{1.20}
\end{equation*}
$$

for every $u \in \mathrm{X}$ so that $\lim \left(f_{n}, u\right)=f[u]$ exists．It is easily seen that $f[u]$ is a semilinear form in $u$ ．On letting $n \rightarrow \infty$ in $\left|\left(f_{n}, u\right)\right| \leqq\left\|f_{n}\right\|\|u\|$ we have $|f[u]| \leqq M\|u\|$ ，where $M=\lim \left\|f_{n}\right\|<\infty$ since the $\left\|f_{n}\right\|$ form a Cauchy sequence of positive numbers．Thus $f$ is bounded with $\|f\| \leqq M$ ． Now（1．20）shows for $m \rightarrow \infty$ that $\left|\left(f_{n}-f, u\right)\right| \leqq \lim _{m \rightarrow \infty}\left\|f_{n}-f_{m}\right\|\|u\|$ or $\left\|f_{n}-f\right\| \leqq \lim _{m \rightarrow \infty}\left\|f_{n}-f_{m}\right\|$ ．Hence $\lim _{n \rightarrow \infty}\left\|f_{n}-f\right\| \leqq \lim _{n, m \rightarrow \infty}\left\|f_{n}-f_{m}\right\|=0$ ．Thus $f_{n} \rightarrow f$ and $X^{*}$ is complete．

All these considerations would be of little use if there were no bounded semilinear forms on $X$ except the trivial form 0 ．For this reason the Hahn－Banach theorem，which assures the existence of＂sufficiently many＂bounded linear（or equivalently，semilinear）forms on $X$ ，is basic in Banach space theory．We shall state this theorem in a rather restricted form convenient for our use．

Theorem 1．21．Any bounded linear form in a Banach space $X$（with domain $\mathrm{D} \subset \mathrm{X}$ ）can be extended to a bounded linear form on the whole of X without increasing the bound．

We do not give the proof of this theorem ${ }^{2}$ ，but we add the following comments．If this theorem has been proved for real Banach spaces，the complex case can be dealt with by using the method of I－§ 2．5．In the case of a real space，the theorem admits the following geometric inter－ pretation．Let $S$ be the open unit ball of $X$ ．The intersection $S_{0}$ of $S$

[^69]with $D$ is the unit ball of $D$. If there is in $D$ a support hyperplane $M_{0}$ to $S_{0}$ (see I-§ 2.5), then there is in $X$ a support hyperplane $M$ to $S$ containing $M_{0}{ }^{1}$.

A consequence of Theorem 1.21 is
Theorem 1.22. Let $M$ be a closed linear manifold of X and let $u_{0} \in \mathrm{X}$ not belong to M. Then there is an $f \in \mathrm{X}^{*}$ such that $\left(f, u_{0}\right)=1,(f, u)=0$ for $u \in M$ and $\|f\|=1 / \operatorname{dist}\left(u_{0}, M\right)$.

Proof. Let $M^{\prime}$ be the span of $M$ and $u_{0}$. As in the proof of Lemma 1.9, each $u \in M^{\prime}$ has the form $u=\xi u_{0}+v, v \in M$. $\boldsymbol{\xi}$ is determined by $u$, so that we can define a function $f[u]=\bar{\xi}$ on $M^{\prime} . f$ is obviously semilinear and bounded by (1.13), with $\|f\| \leqq 1 / d$ where $d=\operatorname{dist}\left(u_{0}, M\right)$. Actually we have $\|f\|=1 / d$, for there is a $u \in M^{\prime}$ for which $\|u\|=1$ and $\operatorname{dist}(u, M)>$ $>1-\varepsilon$ (apply Lemma 1.12 with X replaced by $\mathrm{M}^{\prime}$ ); for this $u$ we have $1-\varepsilon<\operatorname{dist}(u, M)=\operatorname{dist}\left(\xi u_{0}+v, M\right)=|\xi| \operatorname{dist}\left(u_{0}, M\right)=|\xi| d$ or $|f[u]|$ $>(1-\varepsilon)\|u\| / d$. This $f$ can now be extended to X preserving the bound. Denoting again by $f$ the extended form, we see easily that the assertions of the theorem are satisfied.

Corollary 1.23. For any two vectors $u \neq v$ of X , there is an $f \in \mathrm{X}^{*}$ such that $(f, u) \neq(f, v)$. Thus $X^{*}$ contains sufficiently many elements to distinguish between elements of X .

Corollary 1.24. For any $u_{0} \in \mathbf{X}$, there is an $f \in \mathbf{X}^{*}$ such that $\left(f, u_{0}\right)$ $=\left\|u_{0}\right\|,\|f\|=1$ [see I-(2.27)].

A consequence of Corollary 1.24 is that I (2.26) is valid in a general Banach space:

$$
\begin{equation*}
\|u\|=\sup _{0 \neq f \in \mathrm{X}^{*}} \frac{|(f, u)|}{\|f\|}=\sup _{\|f\| \leqq 1}|(f, u)|=\sup _{\| f f=1}|(f, u)| . \tag{1.21}
\end{equation*}
$$

Example 1.25. Let $u=\left(\xi_{k}\right) \in \boldsymbol{l}^{p}$ and $f=\left(\alpha_{k}\right) \in \boldsymbol{l}^{q}$ with $p^{-1}+q^{-1}=1, l \leqq p<\infty$. For a fixed $f, f[u]=\Sigma \alpha_{k} \xi_{k}$ is a bounded semilinear form on $\mathbf{X}$, and any bounded semilinear form on $\mathbf{X}$ is expressed in this form by an $t \in l^{l}$ (Example 1.17). For this reason the adjoint space of $l^{p}$ is identified with $l^{\text {a }}$, and we write $(f, u)=\sum \alpha_{k} \bar{\xi}_{k}$. Similarly, the adjoint space of $L^{p}(E), l \leqq p<\infty$, is identified with $L^{q}(E)$ where $p^{-1}+q^{-1}=1$. We write

$$
\begin{equation*}
(f, u)=\int_{\mathrm{E}} f(x) \overline{u(x)} d x, \quad u \in \mathrm{~L}^{p}(\mathrm{E}), \quad f \in \mathrm{~L}^{q}(\mathrm{E}) \tag{1.22}
\end{equation*}
$$

The adjoint space of $\mathrm{C}[a, b]$ is the space $\mathrm{BV}[a, b]$ of all functions $f(x)$ of bounded variation properly normalized, with the norm $\|f\|$ equal to the total variation of $f$. The scalar product is

$$
\begin{equation*}
(f, u)=\int_{a}^{b} \overline{u(x)} d f(x), \quad u \in \mathrm{C}[a, b], \quad f \in \operatorname{BV}[a, b] . \tag{1.23}
\end{equation*}
$$

Problem 1.26. Each finite-dimensional linear manifold $M$ of $X$ has a complementary subspace $N: X=M \oplus N$. [hint: It suffices to consider the case $\operatorname{dim} M$ $=1$. Let $0 \neq u \in M$ and let $f \in X^{*},(t, u)=1$. Let $N$ be the set of all $v \in X$ such that $(f, v)=0$.]

[^70]The adjoint space $\mathrm{X}^{* *}$ of $\mathrm{X}^{*}$ is again a Banach space. As in the finite-dimensional case, each $u \in \mathbf{X}$ may be regarded as an element of $\mathrm{X}^{* *}$ (see I-§2.6). In this sense we may again write $(u, f)=\overline{(f, u)}$ for $u \in \mathbf{X}$ and $f \in \mathbf{X}^{*}$. This does not imply, however, that $\mathbf{X}^{* *}$ can be identified with $X$ as in the finite-dimensional case, for there may be semilinear forms $F[f]$ on $\mathrm{X}^{*}$ that cannot be expressed in the form $\overline{(f, u)}$ with a $u \in \mathbf{X}$. If there are no such forms $F, \mathrm{X}$ is said to be reflexive and X is identified with $\mathrm{X}^{* *}$. In general X is identified with a certain subspace of $\mathrm{X}^{* *}$.

The results of I-§ 2.6 on annihilators should be modified and supplemented accordingly. For any subset $S$ of $X$, the annihilator $S \perp$ is a closed linear manifold of $\mathrm{X}^{*}$ (since the scalar product is a continuous function of its arguments). The annihilator $S \perp \perp$ of $S \perp$ is a closed linear manifold of $\mathrm{X}^{* *}$ but need not be a subset of X (under the identification stated above). In any case we have

$$
\begin{equation*}
\mathbf{S} \perp \perp \cap \mathbf{X}=[\mathbf{S}] \tag{1.24}
\end{equation*}
$$

where [S] is the closed span of $S$. Since $S \perp \perp>S$ is clear, we have $S \perp \perp>$ $\supset[\mathrm{S}]$. To prove (1.24), it is therefore sufficient to show that any $u \in \mathrm{X}$ not belonging to [S] does not satisfy $(f, u)=0$ for all $f \in \mathrm{~S}^{\perp}=[\mathrm{S}] \perp$. But this is implied by Theorem 1.21.

## 5. The principle of uniform boundedness

The following are among the basic theorems in Banach space theory. In what follows $X$ denotes a Banach space.

Theorem 1.27. Let $\left\{u_{n}\right\}$ be a sequence of vectors of X such that the numerical sequence $\left\{\left(f, u_{n}\right)\right\}$ is bounded for each fixed $f \in \mathbf{X}^{*}$. Then $\left\{u_{n}\right\}$ is bounded: $\left\|u_{n}\right\| \leqq M$.

Theorem 1.28. Let $\left\{f_{n}\right\}$ be a sequence of vectors of $\mathrm{X}^{*}$ such that the numerical sequence $\left\{\left(f_{n}, u\right)\right\}$ is bounded for each fixed $u \in \mathbf{X}$. Then $\left\{f_{n}\right\}$ is bounded: $\left\|f_{n}\right\| \leqq M$.

These are special cases of the following theorem.
Theorem 1.29. Let $\left\{p_{\lambda}[u]\right\}$ be a family of nonnegative continuous functions defined for all $u \in \mathbf{X}$ such that

$$
\begin{equation*}
p_{\lambda}\left[u^{\prime}+u^{\prime \prime}\right] \leqq p_{\lambda}\left[u^{\prime}\right]+p_{\lambda}\left[u^{\prime \prime}\right] . \tag{1.25}
\end{equation*}
$$

If $\left\{p_{\lambda}[u]\right\}$ is bounded for each fixed $u$, then it is uniformly bounded for $\|u\| \leqq 1$.

Proof. Let $S_{n}$ be the set of all $u \in \mathbf{X}$ such that $p_{n}[u] \leqq n$ and $p_{\lambda}[-u] \leqq n$ for all $\lambda$. The $S_{n}$ are closed since the $p_{\lambda}[u]$ are continuous in $u$. The assumption implies that for each $u \in \mathbf{X}$ there is an $n$ such that $p_{\lambda}[u] \leqq n$ and $p_{\lambda}[-u] \leqq n$ for all $\lambda$. Hence $u \in \mathrm{~S}_{n}$, and X is the union of the $\mathrm{S}_{n}, n=1,2, \ldots$. It follows from the category theorem (Theorem 1.14) that at least one $S_{n}$ contains a ball $K$, say with center $u_{0}$ and radius $r$.

Any $u \in \mathrm{X}$ with $\|u\| \leqq 2 r$ can be written in the form $u=u^{\prime}-u^{\prime \prime}$ with $u^{\prime}, u^{\prime \prime} \in \mathrm{K}$; it suffices to set $u^{\prime}=u_{0}+u / 2, u^{\prime \prime}=u_{0}-u / 2$. Hence $p_{\lambda}[u] \leqq p_{\lambda}\left[u^{\prime}\right]+p_{\lambda}\left[-u^{\prime \prime}\right] \leqq n+n=2 n$ by (1.25). Thus $\left\{p_{\lambda}[u]\right\}$ is uniformly bounded for $\|u\| \leqq 2 r$. If $2 r \geqq 1$, this proves the assertion. If $2 r<1$, let $m$ be an integer larger than $1 / 2 r$. Then $\|u\| \leqq 1$ implies $\|u / m\| \leqq 2 r$ so that $p_{\lambda}[u / m] \leqq 2 n$. Repeated application of (1.25) then gives $p_{\lambda}[u] \leqq 2 m n$ for $\|u\| \leqq 1$.

To deduce Theorem 1.28 from Theorem 1.29, it suffices to take $p_{n}[u]=\left|\left(f_{n}, u\right)\right|$. To deduce Theorem 1.27, we replace the X of Theorem 1.29 by $X^{*}$ and set $p_{n}[f]=\left|\left(f, u_{n}\right)\right|$ [note (1.21)].

Problem 1.30. Let $f_{n} \in \mathbf{X}^{*}$ be such that $\lim \left(f_{n}, u\right)=f[u]$ exists for all $u \in \mathbf{X}$. Then $f \in \mathbf{X}^{*}$ and $\|f\| \leqq \lim \inf \left\|f_{n}\right\|<\infty$.

## 6. Weak convergence

A sequence $u_{n} \in \mathrm{X}$ is said to converge weakly if ( $u_{n}, f$ ) converges for every $f \in \mathrm{X}^{*}$. If this limit is equal to $(u, f)$ for some $u \in \mathbf{X}$ for every $f$, then $\left\{u_{n}\right\}$ is said to converge weakly to $u$ or have weak limit $u$. We denote this by the symbol $u_{n} \rightarrow u$ or $u=\mathrm{w}-\lim u_{n}$. It is easily seen that a sequence can have at most one weak limit ${ }^{1}$. To distinguish it from weak convergence, the convergence $u_{n} \rightarrow u$ defined earlier by $\left\|u_{n}-u\right\| \rightarrow 0$ is called strong convergence. To stress strong convergence, we sometimes write $u_{n} \rightarrow u$ or $u=\mathrm{s}-\lim u_{n}$. But in this book convergence will mean strong convergence unless otherwise stated.

It is obvious that strong convergence implies weak convergence. The converse is in general not true unless $X$ is finite-dimensional. Furthermore, a weakly convergent sequence need not have a weak limit. If every weakly convergent sequence has a weak limit, X is said to be weakly complete.

A weakly convergent sequence is bounded. This is an immediate consequence of Theorem 1.27. Also we note that

$$
\begin{equation*}
\|u\| \leqq \lim \inf \left\|u_{n}\right\| \quad \text { for } \quad u=\mathrm{w}-\lim u_{n} . \tag{1.26}
\end{equation*}
$$

This follows from $(u, f)=\lim \left(u_{n}, f\right)$ where $f \in \mathbf{X}^{*}$ is such that $\|f\|=1$, $(u, f)=\|u\|$ (see Corollary 1.24).

Lemma 1.31. Let $u_{n} \in \mathrm{X}$ be a bounded sequence. In order that $u_{n}$ converge weakly (to $u$ ), it suffices that ( $u_{n}, f$ ) converge (to ( $u, f$ )) for all $f$ of a fundamental subset $\mathrm{S}^{*}$ of $\mathrm{X}^{*}$.

[^71]Proof. Let D* be the span of S*; $^{*}$ D* is dense in X*. Obviously $\left(u_{n}, f\right)$ converges [to $(u, f)]$ for all $f \in \mathrm{D}^{*}$. Let $g \in \mathrm{X}^{*}$ and $\varepsilon>0$. Since $\mathrm{D}^{*}$ is dense in $\mathrm{X}^{*}$, there is an $f \in \mathrm{D}^{*}$ such that $\|g-f\|<\varepsilon$. Since ( $u_{n}, f$ ) converges, there is an $N$ such that $\left|\left(u_{n}-u_{m}, f\right)\right|<\varepsilon$ for $n, m>N$. Thus $\left|\left(u_{n}, g\right)-\left(u_{m}, g\right)\right| \leqq\left|\left(u_{n}, g-f\right)\right|+\left|\left(u_{n}-u_{m}, f\right)\right|+\left|\left(u_{m}, f-g\right)\right| \leqq(2 M+1) \varepsilon$ for $n, m>N$, where $M=\sup \left\|u_{n}\right\|$. This shows that $\left(u_{n}, g\right)$ converges for all $g \in X^{*}$. When $\left(u_{n}, f\right) \rightarrow(u, f)$ for $f \in \mathrm{D}^{*}$, we can apply the same argument with $u_{n}-u_{m}$ replaced by $u_{n}-u$ to conclude that $\left(u_{n}, g\right) \rightarrow(u, g)$ for all $g \in X^{*}$.

The relationship between strong and weak convergence is given by
Theorem 1.32. A sequence $u_{n} \in \mathrm{X}$ converges strongly if and only if $\left\{\left(u_{n}, f\right)\right\}$ converges uniformly for $\|f\| \leqq 1, f \in \mathrm{X}^{*}$.

Proof. The "only if" part follows directly from $\left|\left(u_{n}, f\right)-\left(u_{m}, f\right)\right| \leqq$ $\leqq\left\|u_{n}-u_{m}\right\|\|f\| \leqq\left\|u_{n}-u_{m}\right\|$. To prove the "if" part, suppose that ( $\left.u_{n}, f\right)$ converges uniformly for $\|f\| \leqq 1$. This implies that for any $\varepsilon>0$, there exists an $N$ such that $\left|\left(u_{n}-u_{m}, f\right)\right| \leqq \varepsilon$ if $n, m>N$ and $\|f\| \leqq 1$. Hence $\left\|u_{n}-u_{m}\right\|=\sup _{\| \|\| \|}\left|\left(u_{n}-u_{m}, f\right)\right| \leqq \varepsilon$ for $n, m>N$ by (1.21).

Remark 1.33. In Theorem 1.32, it suffices to assume the uniform convergence of $\left(u_{n}, f\right)$ for all $f$ of a set dense in the unit ball of $\mathrm{X}^{*}$, for $\left|\left(u_{n}-u_{m}, f\right)\right| \leqq \varepsilon$ for such $f$ implies the same for all $f$ of the unit ball.

Problem 1.34. Let $M$ be a closed linear manifold of $X$. Then $u_{n} \in M$ and $u_{n} \vec{w}^{u}$ imply $u \in M$. [hint: Theorem 1.22.]

Let us now consider vector-valued functions $u(t)$ of a real or complex variable $t$. We have already noticed that the notions of strong continuity, strong differentiability, and strong analyticity of such functions, and the integrals $\int u(t) d t$ of continuous functions $u(t)$, can be defined as in the finite-dimensional case (see par. 2).
$u(t)$ is weakly continuous in $t$ if $(u(t), f)$ is continuous for each $f \in \mathbf{X}^{*}$. Obviously strong continuity implies weak continuity. $u(t)$ is weakly differentiable if $(u(t), f)$ is differentiable for each $f \in \mathbf{X}^{*}$. If the derivative of $(u(t), f)$ has the form $(v(t), f)$ for each $f, v(t)$ is the weak derivative of $u(t)$.

If $u(t)$ is weakly continuous at $t=t_{0},\|u(t)\|$ is bounded near $t=t_{0}$; this follows from Theorem 1.27. If $u(t)$ is weakly continuous on a compact set of $t$, then $\|u(t)\|$ is bounded there.

Lemma 1.35. If $u(t)$ is weakly differentiable for $a<t<b$ with weak derivative identically zero, then $u(t)$ is constant.

Proof. The assumption implies that $(u(t), f)$ has derivative zero, so that $\left(u\left(t^{\prime}\right), f\right)=\left(u\left(t^{\prime \prime}\right), f\right)$ for any $t^{\prime}, t^{\prime \prime}$ and $f \in \mathbf{X}^{*}$. Hence $u\left(t^{\prime}\right)=u\left(t^{\prime \prime}\right)$ by Corollary 1.23.

Lemma 1.35 implies that $u(t)$ is constant if $u(t)$ is strongly differentiable with $d u(t) / d t=0$. It is desirable, however, to have a direct proof
of this fact, for the proof of Lemma 1.35 is not altogether elementary since it is based on the Hahn-Banach theorem. We shall give a direct proof in a slightly generalized case.

Lemma 1.36. If $u(t)$ is strongly continuous for $a \leqq t<b$ and has the strong right derivative $D^{+} u(t)=0$, then $u(t)$ is constant.

Proof. $D^{+} u(t)$ is defined as the strong limit of $h^{-1}[u(t+h)-u(t)]$ for $h \searrow 0^{1}$. We may assume without loss of generality that $a=0$ and $u(0)=0$. We shall prove that $\|u(t)\| \leqq \varepsilon t$ for any $\varepsilon>0$; then $u(t)=0$ follows on letting $\varepsilon \rightarrow 0$. Suppose $\varepsilon$ is given. Since $D^{+} u(0)=0$, we have $\|u(t)\| \leqq \varepsilon t$ for sufficiently small $t$. Let $[0, c)$ be the maximal subinterval of $[0, b)$ in which $\|u(t)\| \leqq \varepsilon t$ is true; we shall show that $c=b$. If $c<b$, we have $\|u(c)\| \leqq \varepsilon c$ by continuity. Then it follows from $D^{+} u(c)=0$ that $\|u(c+h)\|=\|u(c)\|+o(h) \leqq \varepsilon c+o(h) \leqq \varepsilon(c+h)$ for sufficiently small $h>0$. But this contradicts the definition of $c$.

We can also define a weakly holomorphic function $u(t)$ of a complex variable $t$. But such a function is necessarily strongly holomorphic. Namely, we have

Theorem 1.37. Let $u(\zeta) \in X$ be defined in a domain $\Delta$ of the complex plane and let $(u(\zeta), f)$ be holomorphic in $\Delta$ for each $f \in \mathbf{X}^{*}$. Then $u(\zeta)$ is holomorphic in the strong sense (strongly differentiable in $\zeta$ ).

Proof. Let $\Gamma$ be a positively-oriented circle in $\Delta$. We have the Cauchy integral formula for the holomorphic function ( $u(\zeta), f$ ):

$$
(u(\zeta), f)=\frac{1}{2 \pi i} \int_{\Gamma} \frac{\left(u\left(\zeta^{\prime}\right), f\right)}{\zeta^{\prime}-\zeta} d \zeta^{\prime}
$$

for $\zeta$ inside $\Gamma$. It follows that

$$
\begin{align*}
\frac{1}{\eta}(u(\zeta+\eta) & -u(\zeta), f)-\frac{d}{d \zeta}(u(\zeta), f)  \tag{1.27}\\
& =\frac{\eta}{2 \pi i} \int_{\Gamma} \frac{\left(u\left(\zeta^{\prime}\right), f\right)}{\left(\zeta^{\prime}-\zeta-\eta\right)\left(\zeta^{\prime}-\zeta\right)^{2}} d \zeta^{\prime} .
\end{align*}
$$

But $u(\zeta)$ is bounded on $\Gamma$ because it is weakly continuous, so that $\left|\left(u\left(\zeta^{\prime}\right), f\right)\right| \leqq M\|f\|$ for $\zeta^{\prime} \in \Gamma$. Hence (1.27) is majorized by a number of the form $|\eta| M^{\prime}\|f\|$ for small $|\eta|$. This shows that $\eta^{-1}(u(\zeta+\eta)-u(\zeta), f)$ converges as $\eta \rightarrow 0$ to $d(u(\zeta), f) / d \zeta$ uniformly for $\|f\| \leqq 1$. It follows from Theorem 1.32 that $\eta^{-1}(u(\zeta+\eta)-u(\eta))$ converges strongly. This proves that $u(\zeta)$ is strongly differentiable and hence holomorphic.

Remark 1.38. If $\|u(\zeta)\|$ is assumed to be locally bounded, it suffices in Theorem 1.37 to assume that $(u(\zeta), f)$ is holomorphic for all $f$ of a fundamental subset of $X^{*}$ (note Remark 1.33).

[^72]
## 7. Weak* convergence

In the adjoint space $\mathbf{X}^{*}$ there is another notion of convergence called weak* convergence ${ }^{1}$. A sequence $f_{n} \in \mathbf{X}^{*}$ is said to converge to $f$ weak* if $\left(u, f_{n}\right) \rightarrow(u, f)$ for each $u \in X$. Weak* convergence is weaker than weak convergence considered in the Banach space $\mathrm{X}^{*}$, for the latter requires the convergence of $\left(F, f_{n}\right)$ for all $F \in \mathbf{X}^{* *}$. We use the notations $f_{n} \underset{\mathbf{w}^{*}}{ } f$ or $\mathrm{w}^{*}-\lim f_{n}=f$ for weak* convergence.

A weak* convergent sequence is bounded. This follows immediately from Theorem 1.28.

It should be noted that if $\left(u, f_{n}\right)$ converges for each $u \in \mathrm{X}$, then $\mathrm{w}^{*}-\lim f_{n}=f \in \mathrm{X}^{*}$ exists (see Problem 1.30). In this sense $\mathrm{X}^{*}$ is weak* complete.

The following results can be proved in the same way as for weak convergence.
$\left\{f_{n}\right\}$ converges strongly if and only if $\left\{\left(u, f_{n}\right)\right\}$ converges uniformly for $\|u\| \leqq 1, u \in \mathrm{X}$.

If $\left\{f_{n}\right\}$ is bounded, it suffices for the weak* convergence of $\left\{f_{n}\right\}$ that $\left\{\left(u, f_{n}\right)\right\}$ converge for all $u$ of a fundamental subset of X .

If $f(\zeta) \in \mathbf{X}^{*}$ is holomorphic in a domain $\Delta$ of the complex plane in the weak* sense [that is, if $(f(\zeta), u)$ is holomorphic in $\Delta$ for each $u \in \mathrm{X}$ ], then $f(\zeta)$ is holomorphic in the strong sense.

Problem 1.39. Let $u_{n}, u \in \mathbf{X}, f_{n}, f \in \mathbf{X}^{*}$. Then $\left(u_{n}, f_{n}\right) \rightarrow(u, f)$ if (i) $u_{n} \rightarrow u$ and $f_{n} \overrightarrow{\mathrm{w}^{*}} f$ or (ii) $u_{n} \overrightarrow{\mathrm{w}} u$ and $f_{n} \rightarrow f$.

## 8. The quotient space

If $M$ is a linear manifold of a vector space $X$, the quotient space $\tilde{X}=X / M$ is defined as the set of all cosets $\tilde{u}=u+M$ modulo $M$ (or all inhomogeneous linear manifolds parallel to $M$ ) with the linear operations defined by $\mathrm{I}-(\mathbf{1} .8)$. If X is a normed space and M is closed, $\tilde{\mathrm{X}}$ becomes a normed space by the introduction of the norm

$$
\begin{equation*}
\|\tilde{u}\|=\inf _{v \in \tilde{u}}\|v\|=\inf _{z \in M}\|u-z\|=\operatorname{dist}(u, M) . \tag{1.28}
\end{equation*}
$$

It is easy to verify that (1.28) satisfies the conditions I-(1.18) of a norm. Recall that $\tilde{u}=\tilde{u}^{\prime}$ if and only if $u-u^{\prime} \in \mathrm{M}$.
$\tilde{\mathrm{X}}$ is a Banach space if X is a Banach space. To prove this, let $\left\{\tilde{u}_{n}\right\}$ be a Cauchy sequence in $\tilde{\mathrm{X}}$. Let $n(k)$ be an integer such that $\left\|\tilde{u}_{n}-\tilde{u}_{m}\right\|$ $\leqq 2^{-k}$ for $n, m \geqq n(k)$. We may further assume that $n(1) \leqq n(2) \leqq \cdots$. Set

$$
\tilde{v}_{k}=\dot{\tilde{u}}_{n(k+1)}-\tilde{u}_{n(k)}, k=1,2, \ldots
$$

Then $\left\|\tilde{v}_{k}\right\| \leqq 2^{-k}$, and we can choose a $v_{k} \in \tilde{v}_{k}$ for each $k$ in such a way that $\left\|v_{k}\right\| \leqq\left\|\tilde{v}_{k}\right\|+2^{-k} \leqq 2^{1-k}$. Set $u=u_{n(1)}+\sum_{k=1}^{\infty} v_{k} ;$ this series

[^73]converges absolutely and defines a vector of X since X is complete. Denoting by $w_{k}$ the partial sums of this series, we have $\tilde{w}_{k}=\tilde{u}_{n(k+1)}$. Since $\left\|\tilde{w}_{k}-\tilde{u}\right\| \leqq\left\|w_{k}-u\right\| \rightarrow 0$ as $k \rightarrow \infty$, we have $\left\|\tilde{u}_{n(k)}-\tilde{u}\right\| \rightarrow 0$. Choose $k$ so large that $\left\|\tilde{n}_{n(k)}-\tilde{u}\right\|<\varepsilon$ as well as $2^{-k}<\varepsilon$; then $\left\|\tilde{u}_{n}-\tilde{u}\right\| \leqq$ $\leqq\left\|\tilde{u}_{n}-\tilde{u}_{n(k)}\right\|+\left\|\tilde{u}_{n(k)}-\tilde{u}\right\|<2 \varepsilon$ for $n \geqq n(k)$. This shows that $\left\{\tilde{u}_{n}\right\}$ has the limit $\tilde{u} \in \tilde{X}$ and completes the proof of the completeness of $\tilde{\mathbb{X}}$.

The codimension or deficiency of a linear manifold $\mathbf{M}$ of $\mathbf{X}$ is defined by $\operatorname{codim} M=\operatorname{dim} X / M$ as before ( $I-\S 1.3$ ).

Lemma 1.40. If M is closed, then $\operatorname{codim} \mathrm{M}=\operatorname{dim} \mathrm{M}^{\perp}$ and $\operatorname{codim} \mathrm{M}^{\perp}$ $=\operatorname{dim} M$.

Proof. Suppose that codim $M=m<\infty$. Then there is a finite basis $\left\{\tilde{x}_{j}\right\}, j=1, \ldots, m$, of $\tilde{\mathrm{X}}=\mathbf{X} / \mathrm{M}$. Let $x_{j} \in \tilde{x}_{j}$. For any $u \in \mathrm{X}, \tilde{u}$ can be expressed uniquely in the form $\tilde{u}=\xi_{1} \tilde{x}_{1}+\cdots+\xi_{m} \tilde{x}_{m}$. Hence $u$ admits a unique expression

$$
\begin{equation*}
u=\xi_{1} x_{1}+\cdots+\xi_{m} x_{m}+v, \quad v \in M . \tag{1.29}
\end{equation*}
$$

Let $M_{j}$ be the span of $M$ and $x_{1}, \ldots, x_{j-1}, x_{j+1}, \ldots, x_{m} . M_{j}$ is closed by Lemma 1.9, so that there exists an $f_{j} \in \mathrm{X}^{*}$ such that $f_{j} \in \mathrm{M}_{j}^{\perp}$ and $\left(f_{j}, x_{j}\right)=1$ (Theorem 1.22). In other words $f_{j} \in M^{\perp}$ and $\left(f_{j}, x_{k}\right)=\delta_{j k}$. It is easily seen that the $f_{j}$ are linearly independent.

Let $f \in M^{\perp}$ and $\alpha_{j}=\left(f, x_{j}\right)$. Then $f-\alpha_{1} f_{1}-\cdots-\alpha_{m} f_{m}$ has scalar product 0 with all the $x_{k}$ and $v \in M$, hence with all $u \in X$ by (1.29). Hence it is 0 and $f=\alpha_{1} f_{1}+\cdots+\alpha_{m} f_{m}$. Thus $M^{\perp}$ is spanned by $f_{1}, \ldots$, $f_{m}: \operatorname{dim} M^{\perp}=m$.

If codim $M=\infty$, then there exists an infinite sequence $M_{n}$ of closed linear manifolds such that $M \subset M_{1} \subset M_{2} \subset \cdots$, all inclusions being proper. Thus $M^{\perp} \supset M_{1}^{\perp} \supset M_{2}^{\perp} \supset \cdots$ with all inclusions proper [cf. (1.24)]. Thus $\operatorname{dim} M^{\perp}=\infty$.

If $\operatorname{dim} M=m<\infty$, let $\left\{x_{1}, \ldots, x_{m}\right\}$ be a basis of $M$. As above we can construct $f_{j} \in \mathbf{X}^{*}, j=1, \ldots, m$, with $\left(f_{j}, x_{k}\right)=\delta_{j k}$. Each $f \in \mathbf{X}^{*}$ can be expressed in the form $f=\sum_{k=1}^{m}\left(f, x_{k}\right) f_{k}+f^{\prime}$ with $\left(f^{\prime}, x_{j}\right)=0, j=1, \ldots, m$, that is, $f^{\prime} \in M^{\perp}$. Hence $f$ is a linear combination of the $f_{k}$, where $f$ and the $f_{k}$ are elements of $X^{*} / M^{\perp}$. Since the $f_{k}$ are linearly independent, this proves that $\operatorname{codim} M^{\perp}=m$.

If $\operatorname{dim} M=\infty$, there is an infinite sequence $M_{n}$ of finite-dimensional linear manifolds such that $M_{1} \subset M_{2} \subset \cdots \subset M$, all inclusions being proper. Thus $M_{1}^{\perp} \supset M_{2}^{\perp} \supset \cdots \supset M^{\perp}$ with all inclusions proper. This proves that $\operatorname{codim} \mathrm{M}^{\perp}=\infty$.

Corollary 1.41. If M is a fnite-dimensional linear manifold, then $M^{\perp \perp}=M$.

Problem 1.42. If $\operatorname{codim} M<\operatorname{dim} N$ (which implies that $\operatorname{codim} M=m<\infty$ ), then $\operatorname{dim}(M \cap N)>0$. [hint: $u \in M$ is expressed by the $m$ conditions $\left(u, f_{j}\right)=0$, where the $f_{j}$ are as in the first part of the proof of Lemma 1.40.]

## § 2. Linear operators in Banach spaces

## 1. Linear operators. The domain and range

In what follows $\mathrm{X}, \mathrm{Y}, \mathrm{Z}, \ldots$ will denote Banach spaces unless otherwise stated. The definition of a linear operator (or simply an operator) is similar to that given in the finite-dimensional case (I-§ 3.1). But there are some generalizations of definition that we have to make for later applications.

We find it necessary to consider operators $T$ not necessarily defined for all vectors of the domain space. Thus we define an operator $T$ from $X$ to $Y$ as a function which sends every vector $u$ in a certain linear manifold D of X to a vector $v=T u \in \mathrm{Y}$ and which satisfies the linearity condition $\mathrm{I}-(3.1)$ for all $u_{1}, u_{2} \in \mathrm{D}$. D is called the domain of definition, or simply the domain, of $T$ and is denoted by $\mathrm{D}(T)$. The range $\mathrm{R}(T)$ of $T$ is defined as the set of all vectors of the form $T u$ with $u \in \mathrm{D}(T) . \mathrm{X}$ and Y are respectively called the domain and range spaces ${ }^{1}$. If $\mathrm{D}(T)$ is dense in X , $T$ is said to be densely defined. If $\mathrm{D}(T)=\mathrm{X}, T$ is said to be defined on $X$. If $Y=X$, we shall say that $T$ is an operator in $X$. The null space $N(T)$ of $T$ is the set of all $u \in \mathrm{D}(T)$ such that $T u=0$.

The consideration of operators not necessarily defined on the whole domain space leads to the notion of extension and restriction of operators, as in the case of linear forms. If $S$ and $T$ are two operators from X to Y such that $\mathrm{D}(S) \subset \mathrm{D}(T)$ and $S u=T u$ for all $u \in \mathrm{D}(S), T$ is called an extension of $S$ and $S$ a restriction of $T$; in symbol

$$
\begin{equation*}
T \supset S, \quad S \subset T . \tag{2.1}
\end{equation*}
$$

$T$ is called a finite extension of $S$ and $S$ a finite restriction of $T$ if $T \supset S$ and $[T / S] \equiv \operatorname{dim} \mathrm{D}(T) / \mathrm{D}(S)=m<\infty . m$ is the order of the extension or restriction. If $m=1$, we shall say that $T$ is a direct extension of $S$ and $S$ is a direct restriction of $T$.

For any subset S of the domain space X of $T$, we denote by $T \mathrm{~S}$ the image of $\mathrm{S} \cap \mathrm{D}(T)$, that is, the set of all $v=T u$ with $u \in \mathrm{~S} \cap \mathrm{D}(T)$; $T S$ is a subset of the range space Y . For any subset $\mathrm{S}^{\prime}$ of Y , the inverse image $T^{-1} \mathrm{~S}^{\prime}$ is the set of all $u \in \mathrm{D}(T)$ such that $T u \in \mathbf{S}^{\prime 2}$.

[^74]The inverse $T^{-1}$ of an operator $T$ from X to Y is defined if and only if the map $T$ is one to one, which is the case if and only if $T u=0$ implies $u=0 . T^{-1}$ is by definition the operator from Y to X that sends $T u$ into $u$. Thus

$$
\begin{align*}
& \mathrm{D}\left(T^{-1}\right)=\mathrm{R}(T), \quad \mathrm{R}\left(T^{-1}\right)=\mathrm{D}(T) .  \tag{2.2}\\
& T^{-1}(T u)=u, \quad u \in \mathrm{D}(T) ; \quad T\left(T^{-1} v\right)=v, \quad v \in \mathbf{R}(T) . \tag{2.3}
\end{align*}
$$

$T$ is said to be invertible if $T^{-1}$ exists. Any restriction of an invertible operator is invertible.

Example 2.1. A linear form in $X$ is an operator from $X$ to $C$ (the one-dimensional space of complex numbers).

Example 2.2. When the domain and range spaces $X, Y$ are function spaces such as $C(E), L^{p}(E)$, an operator $T$ defined by multiplication by a fixed function is called a multiplication operator. For example, let $X=L^{p}(E), Y=L^{a}(E)$ and define $T$ by $T u(x)=f(x) u(x)$, where $f(x)$ is a fixed complex-valued measurable function defined on E . $\mathrm{D}(T)$ must be such that $u \in \mathrm{D}(T)$ implies $f u \in \mathrm{~L}^{\text {q }}$. If $\mathrm{D}(T)$ is maximal with this property [that is, $\mathrm{D}(T)$ consists of all $u \in \mathrm{~L}^{p}(\mathrm{E})$ such that $\left.f u \in \mathrm{~L}^{q}(\mathrm{E})\right], T$ is called the maximal multiplication operator by $f(x) . T$ is invertible if and only if $f(x) \neq 0$ almost everywhere in E. If in particular $p=q$, the maximal multiplication operator $T$ is defined on the whole of $L^{p}(\mathrm{E})$ if and only if $f(x)$ is essentially bounded on $E$.

Example 2.3. An infinite matrix $\left(\tau_{j k}\right)_{j, k}=1,2, \ldots$, can be used to define an operator $T$ from $X$ to $Y$, where $X, Y$ may be any of the sequence spaces $c$ and $l^{p}$, $1 \leqq p \leqq \infty$. Formally $T$ is given by $T u=v$, where $u=\left(\xi_{j}\right)$ and $v=\left(\eta_{j}\right)$ are related by

$$
\begin{equation*}
\eta_{j}=\sum_{k=1}^{\infty} \tau_{j k} \xi_{k}, \quad j=1,2, \ldots \tag{2.4}
\end{equation*}
$$

$\mathrm{D}(T) \subset X$ must be such that, for any $u \in \mathrm{D}(T)$, the series (2.4) is convergent for every $j$ and the resulting vector $v$ belongs to Y . T is called the maximal operator defined by ( $\tau_{j k}$ ) and $X, Y$ if $D(T)$ consists exactly of all such $u$. How large $D(T)$ is depends on the property of the given matrix.

Assume for instance that there are finite constants $M^{\prime}, M^{\prime \prime}$ such that

$$
\begin{equation*}
\tau_{j}^{\prime}=\sum_{k=1}^{\infty}\left|\tau_{j k}\right| \leqq M^{\prime}, j=1,2, \ldots ; \tau_{k}^{\prime \prime}=\sum_{j=1}^{\infty}\left|\tau_{j k}\right| \leqq M^{\prime \prime}, k=1,2, \ldots \tag{2.5}
\end{equation*}
$$

If we choose $X=Y=l^{p}, 1 \leqq p \leqq \infty$, the same calculation as in I-(4.15) shows that $T u$ exists for any $u \in X$ and that

$$
\begin{equation*}
\|T u\|=\|v\| \leqq M^{,^{1-\frac{1}{p}}} M^{\prime^{\prime \frac{1}{p}}}\|u\| \leqq \max \left(M^{\prime}, M^{\prime \prime}\right)\|u\| \tag{2.6}
\end{equation*}
$$

Thus the maximal operator $T$ is defined on the whole of $\boldsymbol{l}^{\boldsymbol{p}}$. In particular this is the case if $\left(\tau_{\boldsymbol{j} \boldsymbol{k}}\right)$ is a diagonal matrix with bounded diagonal elements.

Example 2.4. An operator of the form ${ }^{1}$

$$
\begin{equation*}
T u(y)=v(y)=\int_{\mathrm{E}} t(y, x) u(x) d x, \quad y \in \mathrm{~F} \tag{2.7}
\end{equation*}
$$

[^75]is called an integral operator with the kernel $t(y, x) . t(y, x)$ is a complex-valued measurable function defined for $x \in \mathrm{E}, \boldsymbol{y} \in \mathrm{F}$ ( $\mathrm{E}, \mathrm{F}$ being, for example, subsets of euclidean spaces, not necessarily of the same dimension). If $X$ and $Y$ are function spaces defined over $E$ and $F$ respectively, say $X=L^{p}(E)$ and $Y=L^{q}(F)$, then (2.7) defines an operator $T$ from $X$ to $Y$ by an appropriate specification of $D(T) . D(T)$ must be such that for $u \in D(T)$, the integral on the right of (2.7) exists (in a suitable sense) for almost every $y$ and the resulting $v(y)$ belongs to $y$. If $\mathrm{D}(T)$ consists exactly of all such $u, T$ is called the maximal integral operator defined by the given kernel and $X, Y$.

For example, assume that there exist finite constants $M^{\prime}, M^{\prime \prime}$ such that

$$
\begin{equation*}
\int_{\mathbf{E}}|t(y, x)| d x \leqq M^{\prime}, y \in \mathrm{~F} ; \int_{\mathrm{F}}|t(y, x)| d y \leqq M^{\prime \prime}, \quad x \in \mathrm{E} . \tag{2.8}
\end{equation*}
$$

If we choose $X=L^{p}(E)$ and $Y=L^{p}(F)$, the maximal operator $T$ is defined on the whole of $X$, and we have the inequality

$$
\begin{equation*}
\|T u\|=\|v\| \leqq M^{\prime^{1-\frac{1}{p}}} M^{\prime^{\prime \prime}}\|u\| \leqq \max \left(M^{\prime}, M^{\prime \prime}\right)\|u\| . \tag{2.9}
\end{equation*}
$$

This can be proved as in I-(4.15) by using the inequalities for integrals instead of those for series. One has to invoke Fubini's theorem ${ }^{1}$, however, to prove rigorously the existence of the integral of (2.7) for almost all $y$.

If, in particular, $\mathrm{E}, \mathrm{F}$ are compact regions and $t(y, x)$ is continuous in $x, y$, (2.8) is obviously satisfied. In this case $T$ can also be regarded as an operator from $\mathbf{X}=\mathbf{C}(\mathrm{E})$ or any $L^{p}(\mathrm{E})$ to $\mathrm{Y}=\mathrm{C}(\mathrm{F})$ defined on X , for $T u(y)$ is continuous for all integrable $u(x)$.

Problem 2.5. Let $\int_{\mathrm{F}} \int_{\mathrm{E}}|t(y, x)|^{2} d x d y=M^{2}<\infty$. Then

$$
T u(y)=v(y)=\int_{E} t(y, x) u(x) d x
$$

defines an operator $T$ from $X=L^{2}(E)$ to $Y=L^{2}(F)$ with domain $X$, and $\|T u\| \leqq M\|u\|$. [hint: $|v(y)|^{2} \leqq\|u\|^{2} \int_{\mathrm{E}}|t(y, x)|^{2} d x$ by the Schwarz inequality.]

Example 2.6. One is led to the notion of extension and restriction for operators in a natural way by considering differential operators. The simplest example of a differential operator $T$ is

$$
\begin{equation*}
T u(x)=u^{\prime}(x)=\frac{d u(x)}{d x} . \tag{2.10}
\end{equation*}
$$

To be more precise, set $X=C[a, b]$ for a finite interval and regard $T$ as an operator in X . Then $\mathrm{D}(T)$ must consist only of continuously differentiable functions. If $\mathrm{D}(T)$ comprises all such functions, $T$ is the maximal operator given by (2.10) in $X$. $D(T)$ is a proper subset of $X=C[a, b]$. Let $D_{1}$ be the subset of $D(T)$ consisting of all $u \in \mathrm{D}(T)$ satisfying the boundary condition $u(a)=0$. Then the operator $T_{1}$ in $\mathbf{X}$ defined by $\mathrm{D}\left(T_{1}\right)=\mathrm{D}_{1}$ and $T_{1} u=u^{\prime}$ is a direct restriction of $T$. Similarly, a direct restriction $T_{2}$ of $T$ is defined by the boundary condition $u(b)=0$. Another possible boundary condition is $u(b)=k u(a)$ with a constant $k$; the resulting direct restriction of $T$ will be denoted by $T_{3}$, with domain $\mathrm{D}_{3}$. Furthermore, the boundary condition $u(a)=u(b)=0$ gives another restriction $T_{0}$ (with domain $D_{0}$ ) of $T$ of order 2. $T_{0}$ is a direct restriction of each of $T_{1}, T_{2}, T_{3}$. All these operators are simple examples of differential operators. The maximal differential operator $T$ is not invertible, for $T u=0$ if $u(x)=$ const. $T_{1}, T_{2}, T_{0}$ are invertible. $\mathrm{D}\left(T_{1}^{-1}\right)=\mathrm{R}\left(T_{1}\right)$ is the whole space $\mathrm{X}=\mathrm{C}[a, b]$ and $T_{\mathbf{1}}^{1} v(x)=\int_{a}^{x} v(t) d t$ for every $v \in \mathrm{X}$; thus $T_{\mathbf{1}}^{\mathbf{1}}$
${ }^{1}$ See, e. g., Royden 【1】, p. 233.
is an integral operator with domain X . $T_{0}$ is invertible as a restriction of $T_{1}$ or $T_{2}$, but the domain of $T_{0}^{-1}$ is not the whole space X ; it is the set of all $v \in \mathrm{X}$ such that $\cdot \int_{a}^{b} v(x) d x=0 . T_{3}$ is invertible if and only if $k \neq 1$; in this case $T^{-1}$ has domain X and

$$
\begin{equation*}
T_{3}^{-1} v(x)=\frac{1}{k-1}\left(k \int_{a}^{x} v(t) d t+\int_{x}^{b} v(t) d t\right) . \tag{2.11}
\end{equation*}
$$

It should be noted that $T$ is densely defined but the $T_{n}, n=0,1,2,3$, are not.
Example 2.7. The differential operator (2.10) can be considered in other function spaces, $\mathrm{X}=\mathrm{L}^{p}(a, b)$, say. Then $T u(x)=u^{\prime}(x)$ need not be continuous, and it is convenient to interpret the differentiation in a slightly generalized sense: $u^{\prime}(x)$ is supposed to exist if $u(x)$ is absolutely continuous [that is, $u(x)$ is an indefinite integral of a locally Lebesgue-integrable function $v(x)$; then $u^{\prime}=v$ by definition]. Thus the maximal differential operator defined from (2.10) in $X=L^{p}(a, b)$ has the domain $\mathrm{D}(T)$ consisting of all absolutely continuous functions $u(x) \in L^{p}(a, b)$ such that $u^{\prime}(x) \in L^{p}(a, b)$. The various boundary conditions considered in the preceding example can also be introduced here, leading to the restrictions $T_{0}, \ldots, T_{3}$ of the maximal operator $T$ defined in a similar way. All the operators $T, T_{0}, \ldots, T_{3}$ are densely defined if $1 \leqq p<\infty$. As in Example 2.6, the inverses of $T_{1}, T_{2}, T_{3}$ exist and are integral operators.

So far we have assumed that $(a, b)$ is a finite interval. The operator (2.10) can also be considered on the whole real line $(-\infty, \infty)$ or on a semi-infinite interval such as $(0, \infty)$, with some modifications. The maximal operator $T$ can be defined in exactly the same way as above. It is convenient to define also the minimal operator $\dot{T}$ as the restriction of $T$ with $\mathrm{D}(\dot{T})=\mathrm{C}_{0}^{\infty}(a, b) \subset X$ (see Example 1.11). [ $\dot{T}$ can also be defined when $(a, b)$ is finite.] In the case of a semi-infinite interval $(0, \infty)$, we can again define $T_{1} \subset T$ with the boundary condition $u(0)=0$.

When we consider boundary conditions such as $u(a)=0$ for $T$ defined in $L^{p}(a, b)$, it is important to see what $u(a)$ means. $u(a)$ has no meaning for a general $u \in L^{p}(a, b)$, for equivalent functions are identified in $L^{p}(a, b)$ (see Example 1.3). But $u(a)$ can be given a meaning if $u$ is equivalent to a continuous function, as the value at $x=a$ of this (necessarily unique) continuous function. Actually each $u \in \mathrm{D}(T)$ is equivalent to a function continuous on $[a, b)$ if $a>-\infty$, as is easily seen from the condition $u^{\prime} \in L^{p}(a, b)$.

## 2. Continuity and boundedness

An operator $T$ from X to Y is continuous at $u=u_{0} \in \mathrm{D}(T)$ if $\left\|u_{n}-u_{0}\right\|$ $\rightarrow 0, u_{n} \in \mathrm{D}(T)$, implies $\left\|T u_{n}-T u_{0}\right\| \rightarrow 0$. As in the case of a linear form (§ 1.3), $T$ is continuous everywhere in its domain if it is continuous at $u=0$. Again, $T$ is continuous if and only if $T$ is bounded: $\|T u\| \leqq M\|u\|$, $u \in \mathrm{D}(T)$. The smallest number $M$ with this property is called the bound of $T$ and is denoted by $\|T\|$. An unbounded operator is sometimes said to have bound $\infty$.

The extension principle proved for a linear form (Theorem 1.16) can be taken over to a bounded operator from X to Y . The only point to be noted in the proof is that the completeness of $Y$ is to be used in showing that $\left\{T u_{n}\right\}$ has a limit $v \in Y$ if $u_{n}$ is a convergent sequence in X .

Problem 2．8．An operator with a finite－dimensional domain is bounded．
Problem 2．9．Let $T$ be bounded with $\mathrm{R}(T)$ dense in $Y$ ．If $\mathrm{D}^{\prime} \subset \mathrm{D}(T)$ is dense in $\mathrm{D}(T), T \mathrm{D}^{\prime}$ is dense in Y ．

Problem 2．10．$T^{-1}$ exists and is bounded if and only if there is an $m>0$ such that

$$
\begin{equation*}
\|T u\| \geqq m\|u\|, \quad u \in \mathrm{D}(T) \tag{2.12}
\end{equation*}
$$

Example 2．11．The maximal multiplication operator $T$ of Example 2.2 for $q=p$ is bounded if and only if $f(x)$ is essentially bounded on E ；we have $\|T\|$ $=\|f\|_{\infty}$ ．The operator $T$ of Example 2.3 defined from a matrix（ $\tau_{j k}$ ）is bounded if （2．5）is assumed；we have $\|T\| \leqq M^{\prime 1-1 / p} M^{\prime \prime 1 / p}$ by（2．6）．The integral operator $T$ of Example 2.4 is bounded under the condition（2．8）；we have $\|T\| \leqq M^{\prime 1-1 / p} M^{\prime \prime 1 / p}$ by（2．9）．The integral operator $T$ of Problem 2.5 is also bounded with $\|T\| \leqq M$ ．

Example 2．12．The differential operators considered in Examples 2．6－2．7 are all unbounded，for $\left\|u^{\prime}\right\|$ can be arbitrarily large for $\|u\|=1$ ；this is true whether $X=C[a, b]$ or $L^{p}(a, b)$ and whether boundary conditions are imposed or not ${ }^{1}$ ． But the inverses $T_{k}^{-1}$ are bounded；this follows，for example，from the preceding example since these inverses are simple integral operators．

## 3．Ordinary differential operators of second order

We considered very simple differential operators in Examples 2．6－2．7．Let us consider here in some detail second order ordinary differential operators and their inverses ${ }^{2}$ ．Let

$$
\begin{equation*}
L u=p_{0}(x) u^{\prime \prime}+p_{1}(x) u^{\prime}+p_{2}(x) u \tag{2.13}
\end{equation*}
$$

be a formal differential operator defined on a finite interval $a \leqq x \leqq b$ ．We assume that $p_{0}, p_{1}$ and $p_{2}$ are real－valued，$p_{0}^{\prime \prime}, p_{1}^{\prime}, p_{2}$ are continuous on $[a, b]$ and $p_{0}(x)<0$ ． From the formal operator $L$ various operators in（or between）different function spaces can be constructed．

First take the space $X=C[a, b]$ ．Let D be the set of all functions $u$ with $u^{\prime \prime}$ continuous on［a，b］．By

$$
\begin{equation*}
T u=L u, \quad u \in \mathrm{D} \tag{2.14}
\end{equation*}
$$

we define an operator $T$ in X with $\mathrm{D}(T)=\mathrm{D}$ ．Restriction of the domain of $T$ by means of boundary conditions gives rise to different operators．We shall not consider all possible boundary conditions but restrict ourselves to several typical ones， namely，

$$
T_{1}, \quad \mathrm{D}\left(T_{1}\right)=\mathrm{D}_{1}: \begin{gather*}
u(a)=0, \quad u(b)=0  \tag{2.15}\\
\text { (zero boundary conditions) } . \tag{2.16}
\end{gather*}
$$

$T$ is the maximal operator in X constructed from the formal operator $L . T_{1}, T_{2}, T_{3}$ are restrictions of $T$ of order 2 and also extensions of $T_{0}$ of order 2.

[^76]$T$ is not invertible, for $T u=0$ has two linearly independent solutions $u_{1}, u_{2}$ belonging to X . The other operators $T_{k}, k=0,1,2,3$, are invertible, possibly under certain additional conditions. $T_{\frac{1}{3}}{ }^{1}$ always exists and has domain X , since an initial-value problem is always solvable in a unique way; it is an integral operator of the Volterra type ${ }^{1}$, given by
\[

$$
\begin{equation*}
T_{\overline{3}}^{-1} v(y)=\int_{a}^{y}\left[u_{1}(y) u_{2}(x)-u_{2}(y) u_{1}(x)\right] \frac{v(x) d x}{-W(x) p_{0}(x)}, \tag{2.19}
\end{equation*}
$$

\]

where $u_{1}, u_{2}$ are any two linearly independent solutions of $T u=0$ and $W(x)$ is the Wronskian

$$
\begin{equation*}
W(x)=u_{1}(x) u_{2}^{\prime}(x)-u_{2}(x) u_{1}^{\prime}(x)=\text { const. } \exp \left(-\int^{x} \frac{p_{1}}{p_{0}} d x\right) \tag{2.20}
\end{equation*}
$$

$T_{0}$ is also invertible since it is a restriction of $T_{3}$.
$T_{1}^{1}$ is also an integral operator

$$
\begin{equation*}
T_{\overline{\mathbf{I}}^{\mathbf{1}}} v(y)=\int_{a}^{b} g(y, x) v(x) d x \tag{2.21}
\end{equation*}
$$

where $g(y, x)$, the Green function ${ }^{2}$ for the zero boundary conditions, is given by

$$
\begin{equation*}
g(y, x)=\frac{u_{1}(y) u_{2}(x)}{-p_{0}(x) W(x)}, y \leqq x ; \quad=\frac{u_{2}(y) u_{1}(x)}{-p_{0}(x) W(x)}, y \geqq x . \tag{2.22}
\end{equation*}
$$

Here $u_{1}, u_{2}$ are the nontrivial solutions of $L u=0$ such that $u_{1}(a)=0, u_{2}(b)=0$ and $W$ is their Wronskian given by (2.20). $g$ is well-defined if $u_{1}(b) \neq 0$, for then $W(b) \neq 0$ and hence $W(x)$ is nowhere zero. This is the case if, for example, $p_{2}>0$ on $[a, b]$. In fact if $u_{1}(b)=u_{1}(a)=0, u_{1}(x)$ takes either a positive maximum or a negative minimum ${ }^{3}$. If $u_{1}\left(x_{0}\right)$ is a positive maximum, $x_{0} \in(a, b)$ and we must have $u_{1}^{\prime}\left(x_{0}\right)=0, u_{1}^{\prime \prime}\left(x_{0}\right) \leqq 0$, which is a contradiction since $L u_{1}\left(x_{0}\right)=0, p_{0}\left(x_{0}\right)<0$, $p_{2}\left(x_{0}\right)>0$. A negative minimum is excluded in the same way. Thus $T_{1}$ is invertible if $p_{2}>0$ on $[a, b]$, and $T_{1}^{-1}$ is the integral operator (2.21) defined on the whole of $\mathbf{X}$ [note that $g(y, x)$ is continuous in $x$ and $y$ ].

Similarly it can be shown that $T_{2}^{-1}$ exists, has domain X and is an integral operator of the form (2.21) with an appropriate Green function $g$ under some additional conditions (for example $p_{2}>0$ on $[a, b]$ and $h_{a}, h_{b} \geqq 0$ ).

Problem 2.13. The domain of $T_{0}^{-1}$ is not the whole of $X$; it is the set of all $v \in X$ satisfying the conditions

$$
\begin{align*}
\int_{a}^{b} r(x) u_{k}(x) v(x) d x & =0, \quad k=1,2  \tag{2.23}\\
r(x) & =\frac{1}{-p_{0}(x)} \exp \left(\int^{x} \frac{p_{1}}{p_{0}} d x\right) .
\end{align*}
$$

Let us estimate $\left\|T_{1}^{-1}\right\|$ explicitly, assuming $p_{2}>0$. We note that $g(y, x) \geqq 0$ and

$$
\begin{equation*}
\int_{a}^{b} g(y, x) d x \leqq c^{-1}, \quad c=\min _{x} p_{2}(x)>0 \tag{2.24}
\end{equation*}
$$

${ }^{1}$ A kernel $t(y, x)$ (or the associated integral operator) is of Volterra type if $t(y, x)=0$ identically for $y<x$ (or for $y>x$ ).
${ }^{2}$ See, e. g., Coddingron and Levinson 【1】 for the Green functions and other elementary results used below.
${ }^{3}$ Since $L$ has real coefficients, $u_{1}(x)$ may be assumed to be real without loss of generality.
$g \geqq 0$ can be seen from (2.22) where we may take $u_{1}, u_{2} \geqq 0$ for the reason stated above [or, more directly, from the fact that $g(y, x)$ cannot have a negative minimum in $y$ for a fixed $x$ since it satisfies $L_{y} g=0$ for $y \neq x$ and has a characteristic singularity ${ }^{1}$ at $y=x$ ]. To prove (2.24) denote by $u_{0}(y)$ the left member. $u_{0}(y)$ satisfies the differential equation $L u_{0}=1$ with the boundary conditions $u_{0}(a)=u_{0}(b)=0$. Let $u_{0}\left(x_{0}\right)$ be the maximum of $u_{0}(x)$. We have then $u_{0}^{\prime}\left(x_{0}\right)=0, u_{0}^{\prime \prime}\left(x_{0}\right) \leqq 0$ so that $L u_{0}\left(x_{0}\right)=1$ gives $p_{2}\left(x_{0}\right) u_{0}\left(x_{0}\right) \leqq 1$, which implies (2.24).

Now it follows from (2.21) that for $u=T_{1}^{-1} v$,

$$
\|u\|=\max _{y}|u(y)| \leqq \max _{x}|v(x)| \max _{y} \int_{a}^{b} g(y, x) d x \leqq\|v\| c^{-1}
$$

Hence

$$
\begin{equation*}
\left\|T_{\overline{1}}^{-1}\right\| \leqq c^{-1} \tag{2.25}
\end{equation*}
$$

Problem 2.14. (2.25) is true for $T_{1}$ replaced by $T_{2}$ if $h_{a}, h_{b} \geqq 0$.
Let us now consider the differential operator $L$ in a different Banach space. This time we shall take $\mathbf{X}=L^{p}(a, b), 1 \leqq p \leqq \infty$. Since $C[a, b]$ is a subset of $L^{p}(a, b)$, the operators $T$ and $T_{n}$ considered above may as well be regarded as operators in $X=L^{p}(a, b)$. But the above definition of $D(T)$ is rather arbitrary since now $u^{\prime \prime}$ need not be continuous in order that $L u$ belong to $X$. It is more natural to assume only that $u^{\prime}$ is absolutely continuous on $(a, b)$ and $u^{\prime \prime} \in X=L^{p}$. Let D be the set of all $u$ with these properties and define $T$ by $T u=L u$ with $\mathrm{D}(T)=\mathrm{D}$. The restrictions $T_{0}$ to $T_{3}$ of $T$ can be defined exactly as above by restricting the domain by the boundary conditions (2.15) to (2.18). [Note that $u^{\prime}$ is continuous on $[a, b]$ by $u^{\prime \prime} \in L^{p}$ so that the boundary values $u(a), u^{\prime}(a)$, etc. are well defined, cf. Example 2.7.]

The results concerning the inverses of $T$ and $T_{n}$ in the space $C[a, b]$ stated above are now valid in the new space $X=L^{p}(a, b)$. It suffices to add the following remarks. The Green functions are determined by the formal operator $L$ without reference to the Banach space $X$. That the $T_{n}^{-1}$ are bounded and defined on the whole of $X$ follows from the fact that, for example, the function (2.21) belongs to $D_{1}$ if and only if $v \in \mathbf{X}$, which is in turn a simple consequence of the property of the Green functions.

The estimate (2.25) for $T_{\mathbf{1}}^{-1}$ is not valid, however. To obtain a similar estimate in the present case we use the inequality

$$
\begin{equation*}
\int_{a}^{b} g(y, x) d y \leqq c^{\prime-1}, \quad c^{\prime}=\min _{x}\left(p_{2}-p_{1}^{\prime}+p_{0}^{\prime \prime}\right) \tag{2.26}
\end{equation*}
$$

where we assume that $c^{\prime}>0$. This follows from (2.24) by noting that $g(y, x)$ is, when the arguments $x, y$ are exchanged, the Green function of the adjoint equation $M v=0$ to $L u=0$, where

$$
\begin{equation*}
M v=\left(p_{0} v\right)^{\prime \prime}-\left(p_{1} v\right)^{\prime}+p_{2} v . \tag{2.27}
\end{equation*}
$$

Thus we obtain by Example 2.11

$$
\begin{equation*}
\left\|T_{1}^{-1}\right\| \leqq 1 / c^{1-1 / p} c^{\prime 1 / p} \leqq 1 / \min \left(c, c^{\prime}\right) \tag{2.28}
\end{equation*}
$$

Problem 2.15. The functions $r u_{k}, k=1,2$, in (2.23) are solutions of the adjoint equation $M v=0$.

[^77]Remark 2.16. We assumed above that $(a, b)$ is a finite interval, $p_{0}^{\prime \prime}, p_{1}^{\prime}, p_{2}$ are continuous on the closed interval $[a, b]$ and that $p_{0}<0$. In such a case $L$ is said to be regular. Let us now consider singular cases in which these conditions are not necessarily satisfied; we assume only that $p_{0}^{\prime \prime}, p_{1}^{\prime}$ and $p_{2}$ are continuous in the open interval $(a, b)$ and $p_{0} \neq 0$. The $p_{k}$ may even be complex-valued, and the interval $(a, b)$ may be finite or infinite.

In a singular case we cannot define all the operators $T$ and $T_{k}$ given above. But we can define at least the maximal operator $T$ and the minimal operator $\dot{T}$ in $\mathrm{X}=\mathrm{L}^{p}(a, b), 1 \leqq p<\infty$. $T$ is defined by $T u=L u$ where $\mathrm{D}(T)$ is the set of all $u \in X$ such that $u(x)$ is continuously differentiable in $(a, b), u^{\prime}(x)$ is absolutely continuous in $(a, b)$ [so that $u^{\prime \prime}(x)$ is defined almost everywhere] and $L u \in \mathbf{X} . \dot{T}$ is the restriction of $T$ with $\mathrm{D}(\dot{T})=\mathrm{C}_{0}^{\infty}(a, b)$ (see Example 1.11). $T$ and $\dot{T}$ are densely defined.

In a singular case it is in general not easy to define restrictions of $T$ with "good" boundary conditions such as the $T_{k}$ considered in the regular case. But $T$ is often a "good" operator itself, in a sense to be explained later.

It should also be remarked that, when applied to the regular case, the maximal operator $T$ just defined is apparently different from the $T$ defined earlier, for the earlier definition requires $u^{\prime \prime} \in X$ whereas the new one only $L u \in X$. Actually, however, these two definitions are equivalent, for $L u \in X$ implies $u^{\prime \prime} \in \mathbf{X}$ in the regular case. This is due to the basic property of a solution of the ordinary differential equation $L u=f \in \mathbf{X}$, namely, that $u$ is continuous with $u^{\prime}$ on $[a, b]$ in the regular case.

## § 3. Bounded operators

## 1. The space of bounded operators

We denote by $\mathscr{B}(\mathbf{X}, \mathrm{Y})$ the set of all bounded operators on X to Y . This corresponds to the set of all operators on $\mathbf{X}$ to Y , denoted by the same symbol, in the finite-dimensional case (see I-§ 3.2). We write $\mathscr{B}(\mathrm{X})$ for $\mathscr{B}(\mathrm{X}, \mathrm{X})$.

Since every operator belonging to $\mathscr{B}(\mathrm{X}, \mathrm{Y})$ has domain X and range in Y , the meaning of the linear combination $\alpha S+\beta T$ of $S, T \in \mathscr{B}(\mathrm{X}, \mathrm{Y})$ is clear ( $\mathrm{I}-\S 3.2$ ). The resulting operator is again linear and bounded. Thus $\mathscr{B}(\mathrm{X}, \mathrm{Y})$ is a normed space with the norm $\|T\|$ defined as the bound of $T$ (see I-§ 4.1). Similarly, the product $T S$ is defined for $T \in \mathscr{B}(\mathrm{Y}, \mathrm{Z})$, $S \in \mathscr{B}(\mathrm{X}, \mathrm{Y})$ by I-(3.15) and belongs to $\mathscr{B}(\mathrm{X}, \mathrm{Z})$.

Example 3.1. Consider the operator $T$ of Example 2.3 defined from a matrix. As a maximal operator from $X=l^{p}$ to itself, $T$ is defined everywhere on $X$ and is bounded if (2.5) is assumed (see Example 2.11). Thus $T \in \mathscr{B}(X)$. The set of all operators of this type is a linear manifold of $\mathscr{B}(X)$. If $T, S$ are operators of this type defined by the matrices $\left(\tau_{j k}\right),\left(\sigma_{j k}\right)$ respectively, $T S \in \mathscr{B}(X)$ is again of the same type and is defined by the matrix which is equal to the product of the two matrices.

Example 3.2. Consider an integral operator of the form (2.7). Regarded as a maximal integral operator from $X=L^{p}(E)$ to $Y=L^{p}(F), T$ is defined on $X$ and is bounded with $\|T\| \leqq M^{\prime 1-1 / p} M^{\prime \prime / p}$ if the condition (2.8) is satisfied. Thus $T$ belongs to $\mathscr{B}(\mathrm{X}, \mathrm{Y})$. The set of all integral operators of this type is a linear manifold of $\mathscr{B}(\mathbf{X}, \mathrm{Y})$.

Consider another integral operator $S \in \mathscr{B}(\mathrm{Y}, \mathrm{Z})$ of the same type with a kernel $s(z, y)$ where $y \in \mathrm{~F}$ and $z \in \mathrm{G}$ and where $\mathrm{Z}=\mathrm{L}^{p}(\mathrm{G})$. Then the product $S T$ is defined and belongs to $\mathscr{B}(\mathrm{X}, \mathrm{Z}) . S T$ is an integral operator with the kernel

$$
\begin{equation*}
r(z, x)=\int_{\mathbf{F}} s(z, y) t(y, x) d y \tag{3.1}
\end{equation*}
$$

This follows from the expression of $(S T) u=S(T u)$ by a change of order of integration, which is justified by Fubini's theorem since all the integrals involved are absolutely convergent. It is easily seen that the kernel $r$ given by (3.1) satisfies (2.8) if both $s$ and $t$ do.

Problem 3.3. The null space $\mathrm{N}(T)$ of an operator $T \in \mathscr{B}(\mathrm{X}, \mathrm{Y})$ is a closed linear manifold of $X$.
$\mathscr{B}(\mathrm{X}, \mathrm{Y})$ is a Banach space. To prove the completeness of $\mathscr{B}(\mathrm{X}, \mathrm{Y})$, let $\left\{T_{n}\right\}$ be a Cauchy sequence of elements of $\mathscr{B}(X, Y)$. Then $\left\{T_{n} u\right\}$ is a Cauchy sequence in Y for each fixed $u \in \mathrm{X}$, for $\left\|T_{n} u-T_{m} u\right\| \leqq$ $\leqq\left\|T_{n}-T_{m}\right\|\|u\| \rightarrow 0$. Since Y is complete, there is a $v \in Y$ such that $T_{n} u \rightarrow v$. We define an operator $T$ by setting $v=T u$. By an argument similar to that used to prove the completeness of $X^{*}$ in $\S 1.4$, it is seen that $T$ is linear and bounded so that $T \in \mathscr{B}(\mathrm{X}, \mathrm{Y})$ and that $\left\|T_{n}-T\right\| \rightarrow 0$.

Most of the results on $\mathscr{B}(\mathrm{X}, \mathrm{Y})$ deduced in the finite-dimensional case can be taken over to the present case (except those based on the explicit use of a basis). In particular we note the expression I-(4.2) for $\|T\|$, the inequality I-(4.6) for $\|T S\|$ and various results on infinite series and operator-valued functions given in I-§ 4.

Contrary to the finite-dimensional case, however, different kinds of convergence can be introduced into $\mathscr{B}(\mathrm{X}, \mathrm{Y})$. Let $T, T_{n} \in \mathscr{B}(\mathrm{X}, \mathrm{Y})$, $n=1,2, \ldots$. The convergence of $\left\{T_{n}\right\}$ to $T$ in the sense of $\left\|T_{n}-T\right\| \rightarrow 0$ [convergence in the normed space $\mathscr{B}(\mathrm{X}, \mathrm{Y})$ ] is called uniform convergence or convergence in norm. $\left\{T_{n}\right\}$ is said to converge strongly to $T$ if $T_{n} u \rightarrow T u$ for each $u \in \mathbf{X}$. $\left\{T_{n}\right\}$ converges in norm if and only if $\left\{T_{n} u\right\}$ converges uniformly for $\|u\| \leqq 1$. $\left\{T_{n}\right\}$ is said to converge weakly if $\left\{T_{n} u\right\}$ converges weakly for each $u \in \mathrm{X}$, that is, if ( $T_{n} u, g$ ) converges for each $u \in \mathbf{X}$ and $g \in Y^{*}$. If $\left\{T_{n} u\right\}$ has a weak limit $T u$ for each $u \in \mathbf{X},\left\{T_{n}\right\}$ has the weak limit $T$. ( $T$ is uniquely determined by $\left\{T_{n}\right\}$.) $\left\{T_{n}\right\}$ converges in norm if and only if ( $T_{n} u ; g$ ) converges uniformly for $\|u\| \leqq 1$ and $\|g\| \leqq 1$ (see Theorem 1.32). A weakly convergent sequence has a weak limit if $Y$ is weakly complete (see § 1.6). Convergence in norm implies strong convergence, and strong convergence implies weak convergence. We use the notations $T=\mathrm{u}-\lim T_{n}, T_{n} \underset{\mathrm{u}}{ } T$ for convergence in norm, $T$ $=\mathrm{s}-\lim T_{n}, T_{n} \rightarrow T$ for strong convergence and $T=\mathrm{w}-\lim T_{n}, T_{n} \rightarrow T$ for weak convergence.

Problem 3.4. If $\left\{T_{n} u\right\}$ converges strongly for each $u \in X$, then $\left\{T_{n}\right\}$ converges strongly to some $T \in \mathscr{B}(\mathrm{X}, \mathrm{Y})$.

If $\left\{T_{n}\right\}$ is weakly convergent, it is uniformly bounded, that is, $\left\{\left\|T_{n}\right\|\right\}$ is bounded. To see this we recall that $\left\{\left\|T_{n} u\right\|\right\}$ is bounded for each
$u \in \mathrm{X}$ because $\left\{T_{n} u\right\}$ is weakly convergent (§ 1.6). The assertion then follows by another application of the principle of uniform boundedness (apply Theorem 1.29 with $p_{\lambda}[u]=\left\|T_{n} u\right\|$ ). We note also that

$$
\begin{equation*}
\|T\| \leqq \lim \inf \left\|T_{n}\right\| \quad \text { for } \quad T=\mathrm{w}-\lim T_{n} \tag{3.2}
\end{equation*}
$$

as is seen from (1.26).
The following lemmas will be used frequently in this treatise. Here all operators belong to $\mathscr{B}(\mathrm{X}, \mathrm{Y})$ unless otherwise stated.

Lemma 3.5. Let $\left\{T_{n}\right\}$ be uniformly bounded. Then $\left\{T_{n}\right\}$ converges strongly (to $T$ ) if $\left\{T_{n} u\right\}$ converges strongly (to $T u$ ) for all $u$ of a fundamental subset of X .

Lemma 3.6. Let $\left\{T_{n}\right\}$ be uniformly bounded. Then $\left\{T_{n}\right\}$ converges weakly (to $T$ ) if $\left\{\left(T_{n} u, g\right)\right\}$ converges (to ( $\left.T u, g\right)$ ) for all $u$ of a fundamental subset of X and for all $g$ of a fundamental subset of $\mathrm{Y}^{*}$.

The proof of these two lemmas is similar to that of Lemma 1.31 and may be omitted.

Lemma 3.7. If $T_{n} \rightarrow T$ then $T_{n} u \underset{\mathrm{~s}}{ } T u$ uniformly for all $u$ of a compact subset S of X .

Proof. We may assume that $T=0$; otherwise we have only to consider $T_{n}-T$ instead of $T_{n}$. As is every compact subset of a metric space, $S$ is totally bounded, that is, for any $\varepsilon>0$ there are a finite number of elements $u_{k} \in \mathrm{~S}$ such that each $u \in \mathrm{~S}$ lies within distance $\varepsilon$ of some $u_{k}{ }^{1}$. Since $T_{n} u_{k} \rightarrow 0, n \rightarrow \infty$, there are positive numbers $n_{k}$ such that $\left\|T_{n} u_{k}\right\|<\varepsilon$ for $n>n_{k}$. For any $u \in \mathrm{~S}$, we have then $\left\|T_{n} u\right\| \leqq$ $\leqq\left\|T_{n}\left(u-u_{k}\right)\right\|+\left\|T_{n} u_{k}\right\| \leqq(M+1) \varepsilon$ if $n>\max n_{k}$, where $u_{k}$ is such that $\left\|u-u_{k}\right\|<\varepsilon$ and $M$ is an upper bound of $\left\|T_{n}\right\|$ ( $M$ is finite by the above remark).

Lemma 3.8. If $T_{n} \rightarrow T$ in $\mathscr{B}(\mathrm{Y}, \mathrm{Z})$ and $S_{n} \rightarrow S$ in $\mathscr{B}(\mathrm{X}, \mathrm{Y})$, then $T_{n} S_{n \rightarrow} T S$ in $\mathscr{B}(\mathrm{X}, \mathrm{Z})$.

Proof. $T_{n} S_{n} u-T S u=T_{n}\left(S_{n}-S\right) u+\left(T_{n}-T\right) S u \rightarrow 0$ for each $u \in \mathrm{X}$. Note that $\left\{T_{n}\right\}$ is uniformly bounded so that $\left\|T_{n}\left(S_{n}-S\right) u\right\| \leqq$ $\leqq M\left\|\left(S_{n}-S\right) u\right\| \rightarrow 0$.

Lemma 3.9. If $T_{n} \underset{\mathrm{w}}{ } T$ in $\mathscr{B}(\mathrm{Y}, \mathrm{Z})$ and $S_{n} \rightarrow S$ in $\mathscr{B}(\mathrm{X}, \mathrm{Y})$, then $T_{n} S_{n} \underset{\mathrm{w}}{ } T S$ in $\mathscr{B}(\mathrm{X}, \mathrm{Z})$.

Proof. Similar to the proof of Lemma 3.8; note that $\left|\left(T_{n}\left(S_{n}-S\right) u, g\right)\right|$ $\leqq M\|g\|\left\|\left(S_{n}-S\right) u\right\| \rightarrow 0$ for each $u \in \mathbf{X}$ and $g \in \mathbf{Z}^{*}$.

Problem 3.10. If $u_{n} \rightarrow u$ and $T_{n} \rightarrow T$, then $T_{n} u_{n} \rightarrow T u$. If $u_{n} \rightarrow u$ and $T_{n} \underset{\mathrm{w}}{ } T$, then $T_{n} u_{n} \underset{\mathrm{w}}{ } T u$.

[^78]For an operator-valued function $t \rightarrow T(t) \in \mathscr{B}(\mathrm{X}, \mathrm{Y})$ of a real or complex variable $t$, we can introduce different kinds of continuity according to the different kinds of convergence considered above. $T(t)$ is continuous in norm if $\|T(t+h)-T(t)\| \rightarrow 0$ for $h \rightarrow 0 . T(t)$ is strongly continuous if $T(t) u$ is strongly continuous for each $u \in \mathbf{X}$. $T(t)$ is weakly continuous if $T(t) u$ is weakly continuous for each $u \in \mathrm{X}$, that is, if ( $T(t) u, g)$ is continuous for each $u \in \mathbf{X}$ and $g \in \mathbf{Y}^{*}$.
$\|T(t)\|$ is continuous if $T(t)$ is continuous in norm. $\|T(t)\|$ is not necessarily continuous if $T(t)$ is only strongly continuous, but $\|T(t)\|$ is locally bounded and lower semicontinuous if $T(t)$ is weakly continuous. The local boundedness follows from the fact that $\left\{\left\|T\left(t_{n}\right)\right\|\right\}$ is bounded for $t_{n} \rightarrow t$, and the lower semicontinuity follows from (3.2).

Similarly, different kinds of differentiability can be introduced. $T(t)$ is differentiable in norm if the difference coefficient $h^{-1}[T(t+h)-$ - $T(t)]$ has a limit in norm, which is the derivative in norm of $T(t)$. The strong derivative $T^{\prime}(t)=d T(t) / d t$ is defined by $T^{\prime}(t) u=\lim$ $h^{-1}[T(t+h) u-T(t) u]$, and similarly for the weak derivative.

Problem 3.11. If $u(t) \in X$ and $T(t) \in \mathscr{B}(X, Y)$ are strongly differentiable, then $T(t) u(t) \in \mathrm{Y}$ is strongly differentiable and $(d \mid d t) T(t) u(t)=T^{\prime}(t) u(t)+T(t) u^{\prime}(t)$.

We can also define different kinds of integrals $\int T(t) d t$ for an operator-valued function $T(t)$ of a real variable $t$. If $T(t)$ is continuous in norm, the integral $\int T(t) d t$ can be defined as in the finite-dimensional case (or as for numerical-valued functions). If $T(t)$ is only strongly continuous, we can define the integral $v=\int T(t) u d t$ for each $u \in \mathbf{X}$. Then $\|v\| \leqq \int\|T(t) u\| d t \leqq\|u\| \int\|T(t)\| d t$; note that $\|T(t)\|$ need not be continuous but is bounded and lower semicontinuous and hence integrable ${ }^{1}$. Thus the mapping $u \rightarrow v=S u$ defines an operator $S \in$ $\epsilon \mathscr{B}(\mathrm{X}, \mathrm{Y})$ with bound $\leqq \int\|T(t)\| d t$. If we write $S=\int T(t) d t$, we have defined a "strong" integral $\int T(t) d t$ for a strongly continuous function $T(t)$, with the properties

$$
\begin{align*}
\left(\int T(t) d t\right) u & =\int T(t) u d t, \quad\left\|\int T(t) d t\right\| \leqq \int\|T(t)\| d t  \tag{3.3}\\
\frac{d}{d t} \int^{t} T(s) d s & =T(t) \quad \text { (strong derivative!). } \tag{3.4}
\end{align*}
$$

Similarly, the integral of a function $T(\zeta)$ of a complex variable $\zeta$ along a curve can be defined.

When we consider holomorphic operator-valued functions, there is no distinction among uniform, strong and weak holomorphy, as in vector-valued functions. More precisely, we have

Theorem 3.12. Let $T(\zeta) \in \mathscr{B}(\mathrm{X}, \mathrm{Y})$ be defined on a domain $\Delta$ of the complex plane and let $(T(\zeta) u, g)$ be holomorphic in $\zeta \in \Delta$ for each $u \in X$

[^79]and $g \in \mathrm{Y}^{*}$. Then $T(\zeta)$ is holomorphic in $\Delta$ in the sense of norm (differentiable in norm for $\zeta \in \Delta)$.

The proof is similar to that of Theorem 1.37 and may be omitted. Again it should be remarked that if $\|T(\zeta)\|$ is assumed to be locally bounded, it suffices to assume that $(T(\zeta) u, g)$ be holomorphic for all $u$ of a fundamental subset of $X$ and for all $g$ of a fundamental subset of $Y^{*}$.

Problem 3.13. Let $T_{n} \in \mathscr{B}(X, Y)$ and let $\left\{\left(T_{n} u, g\right)\right\}$ be bounded for each $u \in X$ and $g \in Y^{*}$. Then $\left\{\left\|T_{n}\right\|\right\}$ is bounded.

## 2. The operator algebra $\mathscr{B}(X)$

$\mathscr{B}(\mathrm{X})=\mathscr{B}(\mathrm{X}, \mathrm{X})$ is the set of all bounded operators on X to itself. In $\mathscr{B}(\mathrm{X})$ not only the linear combination of two operators $S, T$ but also their product $S T$ is defined and belongs to $\mathscr{B}(\mathrm{X})$. Thus $\mathscr{B}(\mathrm{X})$ is a complete normed algebra (Banach algebra) (see I-§ 4.1). Again, most of the results of the finite-dimensional case can be taken over except those which depend on the explicit use of a basis. It should be noted that the completeness of $\mathscr{B}(\mathrm{X})$ is essential here; for example, the existence of the sum of an absolutely convergent series of operators depends on completeness [cf. the Neumann series I-(4.22) and the exponential function I-(4.20)].
$T \in \mathscr{B}(\mathrm{X})$ is said to be nonsingular if $T^{-1}$ exists and belongs to $\mathscr{B}(\mathrm{X})$. Actually it suffices to know that $T^{-1}$ has domain X ; then it follows that $T^{-1}$ is bounded by the closed graph theorem (see Problem 5.21 below).
$1-T$ is nonsingular if $\|T\|<1$; this is proved by means of the Neumann series as in I-§ 4.4. It follows that $T^{-1}$ is a continuous function of $T$ [on the set of all nonsingular operators, which is open in $\mathscr{B}(\mathrm{X})$ ]. In the same way we see that if $T(\zeta) \in \mathscr{B}(\mathrm{X})$ is holomorphic in $\zeta$ and nonsingular, then $T(\zeta)^{-1}$ is also holomorphic (see I-§4.5) ${ }^{1}$.

The spectral radius $\operatorname{spr} T=\lim \left\|T^{n}\right\|^{1 / n}$ can also be defined for every $T \in \mathscr{B}(\mathrm{X})$ as in I-§4.2. $T$ is said to be quasi-nilpotent if $\mathrm{spr} T=0$.

The trace and determinant of $T \in \mathscr{B}(\mathrm{X})$ are in general not defined (these are examples of notions defined by explicit use of a basis in the finite-dimensional case). But we shall later define the trace and determinant for certain special classes of operators of $\mathscr{B}(\mathrm{X})$.

Example 3.14. The maximal integral operator $T$ of Example 2.4 belongs to $\mathscr{B}(X)$ if $F=E$ and $Y=X=L^{p}(E)$ and if (2.8) is satisfied. Similarly for the maximal matrix operator of Example 2.3. The inverses of the differential operators $T_{1}, T_{3}, T_{3}$ of Examples 2.6-2.7 belong to $\mathscr{B}(\mathrm{X})$, but $T_{0}^{-1}$ does not (it is bounded but not defined everywhere on $X$ ). Similarly, the inverses of the differential operators $T_{1}, T_{3}, T_{3}$ of $\S 2.3$ belong to $\mathscr{B}(X)$ (under appropriate conditions stated there) but $T_{0}^{-1}$ does not.

[^80]Example 3.15. An integral operator of Volterra type is usually (but not always) quasi-nilpotent. For example consider a kernel $t(y, x)$ which is continuous on the triangle $a \leqq x \leqq y \leqq b$ and which vanishes for $a \leqq y<x \leqq b$. The associated integral operator $T$ in $C[a, b]$ or in $L^{p}(a, b)$ is quasi-nilpotent. To see this, let $t_{n}(y, x)$ be the kernel of $T^{n}, n=1,2, \ldots$ It is easy to see that the $t_{n}$ are also of Volterra type $\left(t_{n}(y, x)=0\right.$ for $\left.y<x\right)$. We have for $y>x$

$$
\begin{equation*}
\left|t_{n}(y, x)\right| \leqq \frac{M^{n}(y-x)^{n-1}}{(n-1)!} \leqq \frac{M^{n}(b-a)^{n-1}}{(n-1)!}, \quad n=1,2, \ldots \tag{3.5}
\end{equation*}
$$

where $M=\max |t(y, x)|$, as is seen by induction based on the composition formula (3.1) corresponding to $T^{n}=T^{n-1} T$. (3.5) gives $\left\|T^{n}\right\| \leqq M^{n}(b-a)^{n} /(n-1)$ ! (see Example 2.11) so that spr $T=0$.

Example 3.16. Let $X=\boldsymbol{l}^{\boldsymbol{p}}, 1 \leqq p \leqq \infty$, and let $T$ be the maximal operator in $X$ defined from a matrix ( $\tau_{j k}$ ) with all elements equal to zero except possibly $\tau_{j, j+1}$ $=\tau_{j}, j=1,2, \ldots$. Such a $T$ will be called a left shift operator and $\left\{\tau_{j}\right\}$ the defining sequence for $T$. It is easily seen that $T \in \mathscr{B}(X)$ and

$$
\begin{equation*}
T x_{1}=0, \quad T x_{2}=\tau_{1} x_{1}, \quad T x_{3}=\tau_{2} x_{2}, \ldots, \tag{3.6}
\end{equation*}
$$

where $\left\{x_{j}\right\}$ is the canonical basis of X . Also we have

$$
\begin{equation*}
\|T\|=\sup _{i}\left|\tau_{j}\right| \tag{3.7}
\end{equation*}
$$

The iterates $T^{m}$ of $T$ are represented by matrices $\left(\tau_{j k}^{(m)}\right)$ such that $\tau_{j, j+m}^{(m)}$ $=\tau_{j} \tau_{j+1} \ldots \tau_{j+m-1}$, all other elements being zero. Thus

$$
\begin{equation*}
\left\|T^{m}\right\|=\sup _{j}\left|\tau_{j} \tau_{j+1} \ldots \tau_{j+m-1}\right| \tag{3.8}
\end{equation*}
$$

It follows, for example, that

$$
\begin{equation*}
\operatorname{spr} T=\tau \quad \text { if } \quad\left|\tau_{j}\right| \rightarrow \tau, \quad j \rightarrow \infty \tag{3.9}
\end{equation*}
$$

Similarly a right shift operator $T^{\prime}$ is defined by a matrix ( $\tau_{j k}^{\prime}$ ) with $\tau_{j+1, j}^{\prime}=\tau_{j}^{\prime}$ and all other elements equal to 0 . We have $T^{\prime} \in \mathscr{B}(X)$ and

$$
\begin{equation*}
T^{\prime} x_{1}=\tau_{1}^{\prime} x_{2}, \quad T^{\prime} x_{2}=\tau_{2}^{\prime} x_{3}, \ldots \tag{3.10}
\end{equation*}
$$

Also we have formulas similar to (3.7) to (3.9).

## 3. The adjoint operator

For each $T \in \mathscr{B}(\mathrm{X}, \mathrm{Y})$, the adjoint $T^{*}$ is defined and belongs to $\mathscr{B}\left(\mathrm{Y}^{*}, \mathrm{X}^{*}\right)$ as in the finite-dimensional case (see I-§§ 3.6, 4.1). For each $g \in Y^{*}, u \rightarrow(g, T u)$ is a bounded semilinear form on X by virtue of $|(g, T u)| \leqq\|g\|\|T u\| \leqq\|T\|\|g\|\|u\|$, so that it can be written $(f, u)$ with an $f \in X^{*} ; T^{*}$ is defined by $T^{*} g=f$. As before $\left\|T^{*} g\right\|=\|f\|=\sup _{\|u\| \leq 1}|(f, u)|$ $\leqq\|T\|\|g\|$ gives $\left\|T^{*}\right\| \leqq\|T\|$. To deduce the more precise result $\left\|T^{*}\right\|$ $=\|T\|$, we need a slight modification of the argument of I-§ 4.1 since $\mathrm{X}=\mathrm{X}^{* *}$ is no longer true in general. Applying the above result to $T$ replaced by $T^{*}$, we have $\left\|T^{* *}\right\| \leqq\left\|T^{*}\right\| \leqq\|T\|$. But $T^{* *} \supset T$ if X is identified with a subspace of $X^{* *}$, for $\left(T^{* *} u, g\right)=\left(u, T^{*} g\right)=\overline{\left(T^{*} g, u\right)}$ $=\overline{(g, T u)}$ shows that the semilinear form $T^{* *} u$ on $Y^{*}$ is represented by $T u \in \mathrm{Y}$ and therefore $T^{* *} u=T u$ by identification. Since $T^{* *} \supset T$ implies $\left\|T^{* *}\right\| \geqq\|T\|$, we obtain the required result $\left\|T^{*}\right\|=\|T\|$.

Again, most of the results of the finite-dimensional case remain valid. Among the exceptions, it should be mentioned that the second relation of I -(3.37) is to be replaced by

$$
\begin{equation*}
\mathrm{N}(T)=\mathrm{R}\left(T^{*}\right)^{\perp} \cap \mathrm{X} . \tag{3.11}
\end{equation*}
$$

The relations between the nullities, deficiencies and ranks of $T$ and $T^{*}$ such as I-(3.38) must be reconsidered accordingly. This problem will be discussed in more detail in Chapter IV.

The relation between the inverses $T^{-1}$ and $T^{*-1}$ given before should be altered in the following way. If $T \in \mathscr{B}(\mathrm{X}, \mathrm{Y})$ has inverse $T^{-1} \in \mathscr{B}(\mathrm{Y}, \mathrm{X})$, then $T^{*}$ has inverse $T^{*-1}=\left(T^{-1}\right)^{*} \in \mathscr{B}\left(\mathrm{X}^{*}, \mathrm{Y}^{*}\right)$. This follows simply by taking the adjoints of the relations $T^{-1} T=1_{\mathrm{X}}, T T^{-1}=1_{\mathrm{Y}}\left(1_{\mathrm{X}}\right.$ is the identity operator on X ). Conversely, the existence of $T^{*-1} \in \mathscr{B}\left(\mathrm{X}^{*}, \mathrm{Y}^{*}\right)$ implies that of $T^{-1} \in \mathscr{B}(\mathrm{Y}, \mathrm{X})$; but the proof is not trivial and will be given later in the more general case of an unbounded operator (see Theorem 5.30).

Example 3.17. Consider the maximal integral operator $T$ of Example 2.4 for $X=L^{p}(\mathrm{E}), \mathrm{Y}=\mathrm{L}^{p}(\mathrm{~F})$, so that $T \in \mathscr{B}(\mathrm{X}, \mathrm{Y})$ by Example 3.2. Thus $T^{*} \in \mathscr{B}\left(\mathrm{Y}^{*}, \mathrm{X}^{*}\right)$ where $X^{*}=L^{q}(\mathrm{E}), \mathrm{Y}^{*}=L^{q}(\mathrm{~F}), p^{-1}+q^{-1}=1$ (see Example 1.25; here we assume $p<\infty$ ). Actually $T^{*}$ is itself an integral operator of the same type with kernel the Hermitian conjugate to that of $T$ :

$$
\begin{equation*}
t^{*}(x, y)=\overline{t(y, x)} . \tag{3.12}
\end{equation*}
$$

This follows from the identity

$$
\left(T^{*} g, u\right)=(g, T u)=\int_{\mathrm{F}} g(y) d y \int_{\mathrm{E}} \overline{t(y, x) u(x) d x}=\int_{\mathrm{E}} \overline{u(x)} d x \int_{\mathrm{F}} \overline{t(y, x)} g(y) d y
$$

valid for $u \in \mathbf{X}$ and $g \in \mathbf{Y}^{*}$; the change of the order of integration is justified under the assumption (2.8) since the double integral is absolutely convergent (Fubini's theorem).

Example 3.18. Let $T$ be the maximal operator $T$ of Example 2.3 defined from a matrix $\left(\tau_{j k}\right)$ for $\mathrm{X}=\mathrm{Y}=\boldsymbol{l}^{p}, 1 \leqq p<\infty$. We have $T \in \mathscr{B}(\mathbf{X})$ if (2.5) is satisfied (Example 3.1). Thus $T^{*} \in \mathscr{B}\left(X^{*}\right)$ where $X^{*}=l^{\boldsymbol{a}}$ with $p^{-1}+q^{-1}=1$ (Example 1.25). $T^{*}$ is also defined from a matrix of the same type

$$
\begin{equation*}
\tau_{j k}^{*}=\overline{\tau_{k j}} \tag{3.13}
\end{equation*}
$$

The proof is similar to that in the preceding Example.
Problem 3.19. The operators $T$ and $T^{\prime}$ in Example 3.16 are the adjoints of one another if $T, T^{\prime}$ are defined in $l^{p}, l^{\boldsymbol{l}}$, respectively, where $p^{-1}+q^{-1}=1,1<p<\infty$, and $\tau_{j}^{\prime}=\bar{\tau}_{j}$.

## 4. Projections

An idempotent operator $P \in \mathscr{B}(\mathrm{X})\left(P^{2}=P\right)$ is called a projection. We have the decomposition

$$
\begin{equation*}
X=M \oplus N \tag{3.14}
\end{equation*}
$$

where $M=P \mathrm{X}$ and $\mathrm{N}=(1-P) \mathrm{X}$, see I-§ 3.4. It should be added that $M, N$ are closed linear manifolds of $X$. This follows from the fact
that M and N are exactly the null spaces of $1-P$ and $P$, respectively (see Problem 3.3).

Conversely, a decomposition (3.14) of a Banach space into the direct sum of two closed linear manifolds defines a projection $P$ (on M along N ) (see loc. cit.). It is easily seen that $P$ is a linear operator on X to itself, but the proof of the boundedness of $P$ is not simple. This will be given later as an application of the closed graph theorem (Theorem 5.20).

For a given closed linear manifold $M$ of $X$, it is not always possible to find a complementary subspace $N$ such that (3.14) is true ${ }^{1}$. In other words, $M$ need not have a projection on it. On the other hand, $M$ may have more than one projections.

Problem 3.20. Let $v \in X$ and $t \in \mathbf{X}^{*}$ be given. The operator $P$ defined by $P u$ $=(u, f) v$ for all $u \in \mathbf{X}$ is a projection if and only if $(v, f)=1$. In this case $P \mathbf{X}$ is the one-dimensional manifold [v] spanned by $v$, and $\mathrm{N}(P)$ is the closed linear manifold of X consisting of all $u$ with $(u, f)=0(\mathrm{~N}(P)=[f] \perp \cap \mathrm{X})$. We have $\|P\| \leqq\|f\|\|v\|$.

Problem 3.21. The results of I-§ 4.6 on pairs of projections are valid for projections $P, Q$ in a Banach space $X$. In particular $P X$ and $Q X$ are isomorphic ${ }^{2}$ if $\|P-Q\|<1$.

Also the results of I- 3.4 on a family $P_{1}, \ldots, P_{s}$ of projections in X satisfying $P_{j} P_{k}=\delta_{j k} P_{j}$ can be extended to a Banach space without modification.

If $P$ is a projection in $\mathrm{X}, P^{*}$ is a projection in $\mathrm{X}^{*}$. Again we have $\mathrm{M}^{*}=P^{*} \mathrm{X}^{*}=\mathrm{N}\left(1-P^{*}\right)=\mathrm{R}(1-P)^{\perp}=\mathrm{N}^{\perp}$ and similarly $\mathrm{N}^{*}=$ $=\left(1-P^{*}\right) X^{*}=M^{\perp}$.

Example 3.22. Let $X=C[-a, a], a>0$. Let $M, N$ be the subsets of $X$ consisting of all even and odd functions, respectively. $M, N$ are complementary closed linear manifolds of $X$. The projection $P$ on $M$ along $N$ is given by

$$
\begin{equation*}
P u(x)=\frac{1}{2}(u(x)+u(-x)) . \tag{3.15}
\end{equation*}
$$

It follows easily that $\|P\|=\|1-P\|=1 . M$ can further be decomposed into the direct sum of two closed linear manifolds $M_{0}, M_{1}$ in such a way that, considered on the subinterval [ $0, a$ ], each $u \in M_{0}$ is even and each $u \in M_{1}$ is odd with respect to the center $x=a / 2$. N is likewise decomposed as $\mathrm{N}=\mathrm{N}_{0} \oplus \mathrm{~N}_{1}$, so that $\mathrm{X}=\mathrm{M}_{0} \oplus$ $\oplus M_{1} \oplus N_{0} \oplus N_{1}$. Each of the four projections associated with this decomposition of $X$ again has norm one. It is easy to see that the same results hold for $X=$ $=L^{p}(-a, a)$.

Example 3.23. Let $X=C[-\pi, \pi]$ and

$$
\begin{equation*}
P_{n} u(x)=\frac{1}{\pi}\left(\int_{-\pi}^{\pi} \cos n x u(x) d x\right) \cos n x, \quad n=1,2, \ldots \tag{3.16}
\end{equation*}
$$

The $P_{n}$ are projecitons (see Problem 3.20) and satisfy $P_{m} P_{n}=\delta_{m n} P_{n}$, with

$$
\begin{equation*}
\left\|P_{n}\right\| \leqq \frac{1}{\pi}\|\cos n x\|_{1}\|\cos n x\|_{\infty}=\frac{4}{\pi} \tag{3.17}
\end{equation*}
$$

[^81]The same is true if $X=C[-\pi, \pi]$ is replaced by $L^{p}(-\pi, \pi)$ ，with the exception that the $\left\|\|_{1}\right.$ and $\| \|_{\infty}$ should be replaced by $\left\|\|_{a}\right.$ and $\| \|_{p}$ with $p^{-1}+q^{-1}=1$ ． In particular we have $\left\|P_{n}\right\|=1$ for $p=2$ ．

## §4．Compact operators

## 1．Definition

There is a class of bounded operators，called compact（or completely continuous）operators，which are in many respects analogous to operators in finite－dimensional spaces．An operator $T \in \mathscr{B}(\mathbf{X}, \mathrm{Y})$ is compact if the image $\left\{T u_{n}\right\}$ of any bounded sequence $\left\{u_{n}\right\}$ of X contains a Cauchy subsequence．

Example 4．1．The integral operator $T$ of Example 2.4 is compact if $\mathbf{E}, \mathbf{F}$ are compact sets and $t(y, x)$ is continuous in $x, y$ and if $T$ is regarded as an operator from $X=L^{1}(E)$ to $Y=C(F)$ ．To see this，we note that

$$
\begin{align*}
\left|T u\left(y^{\prime}\right)-T u\left(y^{\prime \prime}\right)\right| & \leqq \int_{E}\left|t\left(y^{\prime}, x\right)-t\left(y^{\prime \prime}, x\right)\right||u(x)| d x  \tag{4.1}\\
& \leqq\|u\| \max _{x}\left|t\left(y^{\prime}, x\right)-t\left(y^{\prime \prime}, x\right)\right| .
\end{align*}
$$

Since $t(y, x)$ is continuous，it is uniformly continuous and $\left|T u\left(y^{\prime}\right)-T u\left(y^{\prime \prime}\right)\right|$ can be made arbitrarily small by taking $\left|y^{\prime}-y^{\prime \prime}\right|$ small．How small $\left|y^{\prime}-y^{\prime \prime}\right|$ should be depends only on $\|u\|$ ．In other words，the $T u$ are equicontinuous for a bounded set of $u$ ．Since $\{T u\}$ is equibounded for a bounded set $\{u\}$ for a similar reason，we conclude from the theorem of Ascoli ${ }^{1}$ that $\left\{T u_{n}\right\}$ contains a uniformly convergent sub－ sequence if $\left\{u_{n}\right\}$ is bounded．Since this means that $\left\{T u_{n}\right\}$ contains a Cauchy sub－ sequence in $Y=C(F), T$ is compact．

The same is true when $T$ is regarded as an operator from $X$ to $Y$ ，if $X$ is any one of $C(E)$ and $L^{p}(E)$ and $Y$ is any one of $C(F)$ and $L^{q}(F), 1 \leqq p, q \leqq \infty$ ．This is due to the facts that a bounded sequence in $X$ is a fortiori bounded in the norm $\|u\|_{1}$ and that a Cauchy sequence in $C(F)$ is a fortiori a Cauchy sequence in $Y^{2}$ ．
$\int$ Example 4．2．Let $X=C^{\prime}[a, b]$ and $Y=C[a, b]$ with the norm defined as in （1．8）and（1．4）．Since $X$ is a subset of $Y$ ，the operator $T$ that sends every $u \in X$ into the same function $u \in Y$ is an operator on $X$ to $Y$ ．$T$ is compact．This is again a consequence of the Ascoli theorem，for $\{T u\}$ is equibounded and equicontinuous if $\{\|u\|\}$ is bounded ${ }^{3}$ ．

Problem 4．3．Every operator $T \in \mathscr{B}(X, Y)$ is compact if at least one of $Y, X$ is finite－dimensional．

Problem 4．4．The identity operator $1_{X}$ in a Banach space $X$ is compact if and only if $X$ is finite－dimensional．This is another expression of the proposition that $X$ is locally compact if and only if $X$ is finite－dimensional（see § 1．2）．

Problem 4．5．A projection $P \in \mathscr{B}(X)$ is compact if and only if the range of $P$ is finite－dimensional．

Problem 4．6．The inverses of the differential operators $T_{k}, k=1,2,3$ ，of Examples 2．6－2．7 are compact．The same is true for the second－order differential operators considered in § 2．3．
${ }^{1}$ See，e．g．Royden 【1】，p． 155.
${ }^{2}$ Many other elementary examples of compact operators are given in Lyuster－ nik and Sobolev 【1】．
${ }^{3}$ Note that $|u(t)-u(s)|=\left|\int_{s}^{t} u^{\prime}(x) d x\right| \leqq|t-s|\|u\|_{\mathbf{x}}$.

## 2. The space of compact operators

We denote by $\mathscr{B}_{0}(\mathrm{X}, \mathrm{Y})$ the set of all compact operators of $\mathscr{B}(\mathrm{X}, \mathrm{Y})$.
Theorem 4.7. $\mathscr{B}_{0}(\mathrm{X}, \mathrm{Y})$ is a closed linear manifold of the Banach space $\mathscr{B}(\mathrm{X}, \mathrm{Y})$. Thus $\mathscr{B}_{\mathbf{0}}(\mathrm{X}, \mathrm{Y})$ is itself a Banach space with the same norm as in $\mathscr{B}(\mathrm{X}, \mathrm{Y})$.

Proof. $\mathscr{B}_{0}(\mathrm{X}, \mathrm{Y})$ is a linear manifold. Since it is obvious that $\alpha T$ is compact with $T$, it suffices to show that $T^{\prime}+T^{\prime \prime}$ is compact whenever $T^{\prime}, T^{\prime \prime}$ are. Let $\left\{u_{n}\right\}$ be a bounded sequence in X . Take a subsequence $\left\{u_{n}^{\prime}\right\}$ of $\left\{u_{n}\right\}$ such that $\left\{T^{\prime} u_{n}^{\prime}\right\}$ is a Cauchy sequence in Y , and then take a subsequence $\left\{u_{n}^{\prime \prime}\right\}$ of $\left\{u_{n}^{\prime}\right\}$ such that $\left\{T^{\prime \prime} u_{n}^{\prime \prime}\right\}$ is Cauchy. Then $\left\{\left(T^{\prime}+\right.\right.$ $\left.\left.+T^{\prime \prime}\right) u_{n}^{\prime \prime}\right\}$ is a Cauchy sequence. Hence $T^{\prime}+T^{\prime \prime}$ is compact.

To prove that $\mathscr{B}_{0}(\mathrm{X}, \mathrm{Y})$ is closed, let $\left\{T_{k}\right\}$ be a sequence of compact operators such that $\left\|T_{k}-T\right\| \rightarrow 0, k \rightarrow \infty$, for some $T \in \mathscr{B}(\mathrm{X}, \mathrm{Y})$; we have to show that $T$ is also compact. Let $\left\{u_{n}\right\}$ be a bounded sequence in $X$. As above, take a subsequence $\left\{u_{n}^{(1)}\right\}$ of $\left\{u_{n}\right\}$ such that $\left\{T_{1} u_{n}^{(1)}\right\}$ is Cauchy, then a subsequence $\left\{u_{n}^{(2)}\right\}$ of $\left\{u_{n}^{(1)}\right\}$ such that $\left\{T_{2} u_{n}^{(2)}\right\}$ is Cauchy, and so on. Then the diagonal sequence $\left\{u_{n}^{(n)}=v_{n}\right\}$ has the property that $\left\{T v_{n}\right\}$ is Cauchy. In fact, since $\left\{v_{n}\right\}$ is a subsequence of every sequence $\left\{u_{n}^{k}\right\}$, each $\left\{T_{k} v_{n}\right\}$ is Cauchy for fixed $k$. For any $\varepsilon>0$, take a $k$ so large that $\left\|T_{k}-T\right\|<\varepsilon$ and then take $N$ so large that $\left\|T_{k} v_{n}-T_{k} v_{n+p}\right\|$ $<\varepsilon$ for $n>N, p>0$. Then

$$
\begin{align*}
\left\|T v_{n}-T v_{n+\phi}\right\| & \leqq\left\|\left(T-T_{k}\right)\left(v_{n}-v_{n+\phi}\right)\right\|+\left\|T_{k}\left(v_{n}-v_{n+p}\right)\right\| \leqq  \tag{4.2}\\
& \leqq(2 M+1) \varepsilon,
\end{align*}
$$

where $M=\sup \left\|u_{n}\right\|<\infty$. Since (4.2) is true whenever $n>N,\left\{T v_{n}\right\}$ is Cauchy. This proves that $T$ is compact.

Theorem 4.8. The product of a compact operator with a bounded operator is compact. More precisely, let $T \in \mathscr{B}_{0}(\mathrm{X}, \mathrm{Y})$ and $A \in \mathscr{B}(\mathrm{Y}, \mathrm{Z}), B \in \mathscr{B}(\mathrm{~W}, \mathrm{X})$, $\mathrm{W}, \mathrm{X}, \mathrm{Y}, \mathrm{Z}$ being Banach spaces. Then $A T \in \mathscr{B}_{0}(\mathrm{X}, \mathrm{Z})$ and $T B \in \mathscr{B}_{0}(\mathrm{~W}, \mathrm{Y})$ :

Proof. Let $\left\{u_{n}\right\}$ be a bounded sequence in X . Take a subsequence $\left\{u_{n}^{\prime}\right\}$ of $\left\{u_{n}\right\}$ such that $\left\{T u_{n}^{\prime}\right\}$ is a Cauchy sequence in Y . Then $\left\{A T u_{n}^{\prime}\right\}$ is a Cauchy sequence in Z ; this shows that $A T$ is compact. Again, let $\left\{v_{n}\right\}$ be a bounded sequence in $\mathbf{W}$. Then $B v_{n}$ is bounded in $\mathbf{X}$ and therefore contains a subsequence $\left\{B v_{n}^{\prime}\right\}$ such that $\left\{T B v_{n}^{\prime}\right\}$ is Cauchy. This shows that $T B$ is compact.

If in particular $Y=X$, it follows from Theorem 4.8 that the product (in either order) of operator of $\mathscr{B}_{0}(\mathrm{X})=\mathscr{B}_{0}(\mathrm{X}, \mathrm{X})$ with any operator of $\mathscr{B}(\mathrm{X})$ is again compact. This is expressed by saying that $\mathscr{B}_{0}(\mathrm{X})$ is a closed two-sided ideal of the Banach algebra $\mathscr{B}(\mathrm{X})$.

Problem 4.9. If $\operatorname{dim} \mathrm{X}=\infty$, every $T \in \mathscr{B}_{0}(\mathrm{X})$ is singular $\left[T^{-1} \in \mathscr{B}(\mathrm{X})\right.$ is impossible].

Theorem 4.10. The adjoint of a compact operator is compact, that is, $T \in \mathscr{B}_{0}(\mathrm{X}, \mathrm{Y})$ implies $T^{*} \in \mathscr{B}_{\mathbf{0}}\left(\mathrm{Y}^{*}, \mathrm{X}^{*}\right)$.

Proof. We begin by proving that the range of a compact operator $T$ is separable. To this end it suffices to show that the image TS of the unit ball S of X is separable, for $\mathrm{R}(T)$ is the union of $T \mathrm{~S}, 2 T \mathrm{~S}, 3 T \mathrm{~S}, \ldots$ each of which is similar to $T \mathrm{~S}$. For any positive integer $n$, there are a finite number $p_{n}$ of elements of $T \mathrm{~S}$ such that any point of $T \mathrm{~S}$ is within the distance $1 / n$ from some of these $p_{n}$ points. Otherwise there would exist an infinite number of points $T u_{n}\left(u_{n} \in \mathbf{S}\right)$ separated from one another with distance larger than $1 / n$; these points would form a sequence containing no Cauchy sequence, contrary to the assumption that $T$ is compact and S is bounded. Now the assembly of these $p_{n}$ points for all $n=1,2,3, \ldots$ is countable and dense in $T \mathrm{~S}$, which shows that $T \mathrm{~S}$ is separable.

Returning to the proof of the theorem, let $T \in \mathscr{B}_{0}(\mathrm{X}, \mathrm{Y})$. Then $T^{*} \in \mathscr{B}\left(\mathbf{Y}^{*}, \mathbf{X}^{*}\right)$. We have to show that, from any bounded sequence $\left\{g_{n}\right\}$ in $Y^{*}$, we can extract a subsequence $\left\{g_{n}^{\prime}\right\}$ such that $\left\{T^{*} g_{n}^{\prime}\right\}$ is a Cauchy sequence in $\mathrm{X}^{*}$. Let $\left\{v_{k}\right\}$ be a sequence dense in $\mathrm{R}(T) \subset \mathrm{Y}$; the existence of such a sequence was just proved. Since every numerical sequence $\left\{\left(g_{n}, v_{k}\right)\right\}$ with fixed $k$ is bounded, the "diagonal method" can be applied to extract a subsequence $\left\{f_{n}\right\}$ of $\left\{g_{n}\right\}$ such that $\left\{\left(f_{n}, v_{k}\right)\right\}$ is a Cauchy sequence for every fixed $k$. Since $\left\{v_{k}\right\}$ is dense in $\mathrm{R}(T)$, it follows that $\left\{\left(f_{n}, v\right)\right\}$ is Cauchy for every $v \in \mathrm{R}(T)$. (The arguments are similar to those used in the proof of Theorem 4.7.)

Set $\lim \left(f_{n}, v\right)=f[v] . f$ is a semilinear form on $\mathrm{R}(T)$ and is bounded because $\left\{f_{n}\right\}$ is bounded. $f$ can be extended to a bounded semilinear form on Y (the Hahn-Banach theorem), which will again be denoted by $t$. Thus we have $\left(f_{n}, v\right) \rightarrow(f, v), f \in \mathbf{Y}^{*}$, for every $v \in \mathrm{R}(T)$, that is,

$$
\begin{equation*}
\left(f_{n}, T u\right) \rightarrow(f, T u), \quad n \rightarrow \infty, \quad \text { for all } u \in X . \tag{4.3}
\end{equation*}
$$

We shall now show that $T^{*} \ell_{n} \rightarrow T^{*} f$. Since $\left\{f_{n}\right\}$ is a subsequence of $\left\{g_{n}\right\}$, this will complete the proof. Set $f_{n}-f=h_{n}$; we have to show that $T^{*} h_{n} \rightarrow 0$. If this were not true, there would exist a $\delta>0$ such that $\left\|T^{*} h_{n}\right\| \geqq \delta$ for an infinite number of subscripts $n$. We may assume that it is true for all $n$, for otherwise we need only to replace $\left\{h_{n}\right\}$ by a suitable subsequence. Since $\left\|T^{*} h_{n}\right\|=\sup \left|\left(T^{*} h_{n}, u\right)\right|$ for $\|u\|=1$, there is for each $n$ a $u_{n} \in \mathbf{X}$ such that

$$
\begin{equation*}
\left|\left(h_{n}, T u_{n}\right)\right|=\left|\left(T^{*} h_{n}, u_{n}\right)\right| \geqq \delta / 2, \quad\left\|u_{n}\right\|=1 \tag{4.4}
\end{equation*}
$$

The compactness of $T$ implies that $\left\{T u_{n}\right\}$ has a Cauchy subsequence. Again replacing $\left\{T u_{n}\right\}$ by a suitable subsequence if necessary, we may assume that $\left\{T u_{n}\right\}$ is itself Cauchy. For any $\varepsilon>0$, there is thus an $N$
such that $m, n>N$ implies $\left\|T u_{n}-T u_{m}\right\|<\varepsilon$. Then it follows from (4.4) that

$$
\begin{aligned}
\delta / 2 & \leqq\left|\left(h_{n}, T u_{n}\right)\right| \leqq\left|\left(h_{n}, T u_{n}-T u_{m}\right)\right|+\left|\left(h_{n}, T u_{m}\right)\right| \\
& \leqq M \varepsilon+\left|\left(h_{n}, T u_{m}\right)\right|, \quad M=\sup \left\|h_{n}\right\| .
\end{aligned}
$$

Going to the limit $n \rightarrow \infty$ for a fixed $m$ gives $\delta / 2 \leqq M \varepsilon$, for (4.3) implies $\left(h_{n}, T u\right) \rightarrow 0$. But since $\varepsilon>0$ was arbitrary, this contradicts $\delta>0$.

## 3. Degenerate operators. The trace and determinant

An operator $T \in \mathscr{B}(\mathrm{X}, \mathrm{Y})$ is said to be degenerate if $\operatorname{rank} T$ is finite, that is, if $\mathrm{R}(T)$ is finite-dimensional. This range is necessarily closed. Since a finite-dimensional space is locally compact (I-§ 1.5), a degenerate operator is compact. It is easy to see that the set of all degenerate operators is a linear manifold in $\mathscr{B}(\mathrm{X}, \mathrm{Y})$, but it is in general not closed.

Also it is easily verified that the product of a degenerate operator $T$ with a bounded operator is degenerate, with its rank not exceeding rank $T$ (a more precise formulation should be given in a form similar to Theorem 4.8). In particular, the set of all degenerate operators of $\mathscr{B}(X)$ is a (not necessarily closed) two-sided ideal of the algebra $\mathscr{B}(\mathbf{X})$.

Problem 4.11. $T \in \mathscr{F}(\mathrm{X}, \mathrm{Y})$ is degenerate if and only if the codimension of the null space $\mathrm{N}(T)$ is finite $(\operatorname{dim} \mathrm{X} / \mathrm{N}(T)<\infty)$.

Problem 4.12. Let $T_{n}$ be degenerate and let $\left\|T_{n}-T\right\| \rightarrow 0$. Then $T$ is compact, though not necessarily degenerate.

A degenerate operator $T \in \mathscr{B}(\mathrm{X}, \mathrm{Y})$ can be described conveniently by making use of a basis $y_{1}, \ldots, y_{m}$ of $\mathrm{R}(T)$, where $m=\operatorname{rank} T$. Since $T u \in \mathrm{R}(T)$ for every $u \in \mathrm{X}$, we can write

$$
\begin{equation*}
T u=\sum_{j=1}^{m} \eta_{j} y_{j} . \tag{4.5}
\end{equation*}
$$

The coefficients $\eta_{j}$ are uniquely determined by $u$ and are obviously linear in $u$. Furthermore, these linear forms are bounded, for $\left|\eta_{j}\right| \leqq$ $\leqq \gamma\|T u\| \leqq \gamma\|T\|\|u\|$ by I-(1.21). Hence we can write $\eta_{j}=\overline{\left(e_{j}, u\right)}$ $=\left(u, e_{j}\right)$ with some $e_{j} \in \mathrm{X}^{*}$, and (4.5) becomes

$$
\begin{equation*}
T u=\sum_{i=1}^{m}\left(u, e_{j}\right) y_{j} . \tag{4.6}
\end{equation*}
$$

It is convenient to write, in place of (4.6),

$$
\begin{equation*}
T=\Sigma\left(, e_{j}\right) y_{j} \tag{4.7}
\end{equation*}
$$

For any $g \in Y^{*}$ we have

$$
\begin{equation*}
\left(T^{*} g, u\right)=(g, T u)=\sum_{i}\left(e_{j}, u\right)\left(g, y_{j}\right)=\left(\sum_{i}\left(g, y_{j}\right) e_{j}, u\right) . \tag{4.8}
\end{equation*}
$$

Since this is true for all $u \in \mathbf{X}$ ，we have

$$
\begin{equation*}
T^{*} g=\sum_{j=1}^{m}\left(g, y_{j}\right) e_{j} \quad \text { or } \quad T^{*}=\sum\left(, y_{j}\right) e_{j} . \tag{4.9}
\end{equation*}
$$

This shows that $\mathrm{R}\left(T^{*}\right)$ is spanned by $m$ vectors $e_{1}, \ldots, e_{m}$ ．Thus $T^{*}$ is also degenerate with $\operatorname{rank} T^{*} \leqq \operatorname{rank} T$ ．Application of this result to $T$ replaced by $T^{*}$ shows that $T^{* *}$ is also degenerate with rank $T^{* *} \leqq$ $\leqq \operatorname{rank} T$ ．Since，however，$T$ may be regarded as a restriction of $T^{* *}$ （see §3．3），we have also $\operatorname{rank} T \leqq \operatorname{rank} T^{* *}$ ．Thus we have proved

Theorem 4．13．$T$ is degenerate if and only if $T^{*}$ is．If $T$ is degenerate， we have

$$
\begin{equation*}
\operatorname{rank} T^{*}=\operatorname{rank} T \tag{4.10}
\end{equation*}
$$

（4．10）is true for all $T \in \mathscr{B}(\mathrm{X}, \mathrm{Y})$ if $\infty$ is allowed as a value of $\operatorname{rank} T$ ．
Problem 4．14．An integral operator with a kernel of the form $\sum_{j=1}^{m} \overline{f_{j}(x)} g_{j}(y)$ is degenerate（ $f_{j} \in \mathbf{X}^{*}, g_{j} \in Y$ ）．

Problem 4．15．In（4．9）the $e_{j}$ form a basis of $\mathrm{R}\left(T^{*}\right)$ ，which is correlated to the basis $\left\{y_{j}\right\}$ of $\mathrm{R}(T)$ ．If we take an arbitrary basis $\left\{e_{j}\right\}$ of $\mathrm{R}\left(T^{*}\right)$ ，then we have the expressions $T=\Sigma \alpha_{j k}\left(, e_{j}\right) y_{k}, T^{*}=\sum \overline{\alpha_{j k}}\left(, y_{k}\right) e_{j}$ ．

An important property of degenerate operators $T \in \mathscr{B}(\mathrm{X})$ is that the determinant can be defined for $1+T$ and the trace can be defined for $T^{1} . \mathrm{R}(T)$ is finite－dimensional and invariant under $T$ ．Let $T_{\mathrm{R}}$ be the part of $T$ in $\mathrm{R}=\mathrm{R}(T)$ ．We define the determinant of $1+T$ by

$$
\begin{equation*}
\operatorname{det}(1+T)=\operatorname{det}\left(1_{\mathrm{R}}+T_{\mathrm{R}}\right) \tag{4.11}
\end{equation*}
$$

where $1_{R}$ is the identity operator in $R$ ．［For $\operatorname{det}\left(1_{R}+T_{R}\right)$ see $I-\S$ 3．1．］
Any subspace $M$ of $X$ containing $R$ is likewise invariant under $T$ ． If $M$ is finite－dimensional， $\operatorname{det}\left(1_{M}+T_{M}\right)$ is defined．We have

$$
\begin{equation*}
\operatorname{det}\left(1_{M}+T_{M}\right)=\operatorname{det}(1+T) . \tag{4.12}
\end{equation*}
$$

This can proved by introducing into R a basis and extending it to a basis of $M$ ；the associated matrix for $T_{M}$ has the property that all rows corresponding to the basis elements not in R contain only zero elements． Thus the determinant of this matrix is equal to $\operatorname{det}\left(1_{R}+T_{R}\right)$ ，which is equal to $\operatorname{det}(1+T)$ by definition．

If $T$ has the form（4．7）where the $y_{j}=x_{j}$ form a basis of R ，the matrix elements of $T_{\mathrm{R}}$ for this basis are given by $\left(x_{k}, e_{j}\right)$ ．Hence

$$
\begin{equation*}
\operatorname{det}(1+T)=\operatorname{det}\left(\delta_{i k}+\left(x_{j}, e_{k}\right)\right) . \tag{4.13}
\end{equation*}
$$

[^82]Note that this is true even if $T$ is defined by (4.7) with $y_{j}=x_{j} \in \mathrm{X}$ which are not necessarily linearly independent. This can be proved by an appropriate limiting procedure.

The determinant thus defined for degenerate operators has the property

$$
\begin{equation*}
\operatorname{det}((1+S)(1+T))=\operatorname{det}(1+S) \operatorname{det}(1+T) \tag{4.14}
\end{equation*}
$$

Note that $(1+S)(1+T)=1+R$ where $R=S+T+S T$ is degenerate if $S, T$ are. To prove (4.14), let M be a finite-dimensional subspace containing both $\mathbf{R}(S)$ and $\mathbf{R}(T)$. Then $\mathbf{R}(R) \subset M$ and $\operatorname{det}((1+S)$. $\cdot(1+T))=\operatorname{det}(1+R)=\operatorname{det}\left(1_{M}+\mathrm{R}_{\mathrm{M}}\right)=\operatorname{det}\left(1_{\mathrm{M}}+S_{\mathrm{M}}+T_{\mathrm{M}}+S_{\mathrm{M}} T_{\mathrm{M}}\right)$ $=\operatorname{det}\left(\left(1_{M}+S_{M}\right)\left(1_{M}+T_{M}\right)\right)=\operatorname{det}\left(1_{M}+S_{M}\right) \operatorname{det}\left(1_{M}+T_{M}\right)=\operatorname{det}(1+S)$. $\cdot \operatorname{det}(1+T)$ by (4.12).

It follows from (4.13) that $\operatorname{det}(1+\varkappa T)$ is a polynomial in $x$ with degree not exceeding $\operatorname{rank} T=\operatorname{dim} \mathrm{R}$. The coefficient of $\varkappa$ in this polynomial is by definition the trace of $T$. Thus we have

$$
\begin{equation*}
\operatorname{tr} T=\operatorname{tr} T_{\mathrm{R}}=\operatorname{tr} T_{\mathrm{M}} \tag{4.15}
\end{equation*}
$$

with the same notations as obove. If $T$ is given by (4.7) with $x=y$, we have from (4.13)

$$
\begin{equation*}
\operatorname{tr} T=\sum_{j=1}^{m}\left(x_{j}, e_{j}\right) . \tag{4.16}
\end{equation*}
$$

The trace has the property

$$
\begin{equation*}
\operatorname{tr} T A=\operatorname{tr} A T \tag{4.17}
\end{equation*}
$$

where $T$ is a degenerate operator of $\mathscr{B}(\mathrm{X}, \mathrm{Y})$ and $A$ is any operator of $\mathscr{B}(\mathrm{Y}, \mathrm{X})$. Note that $T A$ is a degenerate operator in Y and $A T$ is a degenerate operator in X . To prove (4.17), let $\mathrm{R}=\mathrm{R}(T) \subset \mathrm{Y}$ and $\mathrm{S}=A \mathrm{R} \subset \mathbf{X} . \mathrm{R}$ and S are finite-dimensional and $\mathrm{R}(A T)=A \mathbf{R}(T)=\mathrm{S}$ while $\mathrm{R}(T A) \subset \mathrm{R}(T)=\mathrm{R}$. Therefore, it suffices by (4.15) to show that $\operatorname{tr}(T A)_{\mathrm{R}}=\operatorname{tr}(A T)_{\mathrm{S}}$. But it is obvious that $(A T)_{\mathrm{S}}=A^{\prime} T^{\prime}$ where $T^{\prime}$ is the operator on S to R induced by $T$ (that is, $T^{\prime} u=T u$ for $u \in \mathrm{~S}$ ) and $A^{\prime}$ is the operator on R to S induced by $A$, and similarly $(T A)_{\mathrm{R}}$ $=T^{\prime} A^{\prime}$. Thus what we have to show is reduced to $\operatorname{tr} T^{\prime} A^{\prime}=\operatorname{tr} A^{\prime} T^{\prime}$, a familiar result in the finite-dimensional case (Problem I-3.8)

Problem 4.16. $\operatorname{det}\left(1+T^{*}\right)=\overline{\operatorname{det}(1+T)}, \operatorname{tr} T^{*}=\overline{\operatorname{tr} T}$.
Problem 4.17. $\operatorname{det}(1+T S)=\operatorname{det}(1+S T)$ [where one of $T \in \mathscr{B}(X, Y)$ and $S \in \mathscr{B}(\mathbf{Y}, \mathbf{X})$ is degenerate].

Problem 4.18. Generalize I-(3.25) and I-(5.42) to the case of a degenerate operator.

Problem 4.19. If $T \in \mathscr{F}(\mathrm{X})$ is degenerate and nilpotent, then $\operatorname{tr} T=0, \operatorname{det}(1+T)$ $=1$.

## § 5. Closed operators

## 1. Remarks on unbounded operators

We have seen in the preceding sections that most of the important results of the operator theory developed for finite-dimensional spaces apply without essential modification to operators of $\mathscr{B}(\mathrm{X}, \mathrm{Y})$ [or $\mathscr{B}(\mathrm{X})]$. For unbounded operators with domain not identical with the whole domain space, the situation is quite different and we encounter various difficulties.

For such operators, the construction of linear combinations and products stated in § 3.1 needs some modifications. The linear combination $\alpha S+\beta T$ of two operators $S, T$ from X to Y is again defined by I-(3.12), but the domain of this operator is by definition the intersection of the domains of $S$ and of $T$ :

$$
\begin{equation*}
\mathrm{D}(\alpha S+\beta T)=\mathrm{D}(S) \cap \mathrm{D}(T) \tag{5.1}
\end{equation*}
$$

In fact, $\alpha S u+\beta T u$ would be meaningless if $u$ did not belong to this intersection. It may happen that (5.1) consists of a single element $u=0$; in such a case $\alpha S+\beta T$ is a trivial operator whose domain consists of $0 \in X$ alone (its range also consists of $0 \in Y$ alone).

Problem 5.1. $0 T<0,0+T=T+0=T$ for any operator $T$.
Problem 5.2. For any three operators $R, S, T$ from $X$ to $Y$, we have $(R+S)+T$ $=R+(S+T)$, which will be written $R+S+T$, and also $S+T=T+S$, but we have only $(S+T)-T \subset S$ (the inclusion cannot in general be replaced by equality).

The product $T S$ of an operator $T$ from $\mathbf{Y}$ to $\mathbf{Z}$ and an operator $S$ from X to Y is again defined by I-(3.15), but the domain of $T S$ is by definition the set of all $u \in \mathrm{D}(S)$ such that $S u \in \mathrm{D}(T)$; otherwise the right member of this defining equation is meaningless. Thus

$$
\begin{equation*}
\mathrm{D}(T S)=S^{-1} \mathrm{D}(T) . \tag{5.2}
\end{equation*}
$$

Again it is possible that $\mathrm{D}(T S)$ consist of the single element 0 .
Problem 5.3. Let $S, T$ be as above and let $R$ be a third operator with range space $\mathbf{X}$. Then we have $(T S) R=T(S R)$, which will be written $T S R$. Also we have $(\alpha T) S=T(\alpha S)=\alpha(T S)$ for a scalar $\alpha \neq 0$, but this is not true for $\alpha=0$; it should be replaced by ( $0 T) S=0(T S) \subset T(0 S)$, for the domains of $(0 T) S$ and $0(T S)$ are the same as (5.2) while that of $T(0 S)$ is equal to $\mathrm{D}(S)$. Again, we have $\left(T_{1}+T_{2}\right) S=T_{1} S+T_{2} S$ but $T\left(S_{1}+S_{2}\right) \supset T S_{1}+T S_{2}$, where $\supset$ cannot in general be replaced by $=$. If $1_{X}$ denotes the identity operator in $X$, we have $1_{Y} T$ $=T 1 \mathrm{X}=T$. Compare these results with I-(3.16).

Problem 5.4. If $T$ is an invertible operator from X to Y , then $T^{-1} T \subset 1_{\mathrm{X}}$, $T T^{-1} \subset 1_{Y}$.

Remark 5.5. These results show that one must be careful in the formal manipulation of operators with restricted domains. For such operators it is often more convenient to work with vectors rather than
with operators themselves. For example, we write $T^{-1}(T u)=u, u \in \mathrm{D}(T)$, instead of $T^{-1} T \subset 1_{\mathrm{X}}$. As a rule, we shall make free use of the various operations on operators themselves only for operators of the class $\mathscr{B}(\mathrm{X}, \mathrm{Y})$

## 2. Closed operators

Among unbounded operators there are certain ones, called closed operators, which admit rather detailed treatment and which are also important for application.

Let $T$ be an operator from X to Y . A sequence $u_{n} \in \mathrm{D}(T)$ will be said to be $T$-convergent (to $u \in \mathrm{X}$ ) if both $\left\{u_{n}\right\}$ and $\left\{T u_{n}\right\}$ are Cauchy sequences (and $u_{n} \rightarrow u$ ). We shall write $u_{n} \rightarrow u$ to denote that $\left\{u_{n}\right\}$ is $T$-convergent to $u$. Tis said to be closed if $u_{n} \rightarrow u$ implies $u \in \mathrm{D}(T)$ and $T u=\lim T u_{n}$; in other words if, for any sequence $u_{n} \in \mathrm{D}(T)$ such that $u_{n} \rightarrow u$ and $T u_{n} \rightarrow$ $\rightarrow v, u$ belongs to $\mathrm{D}(T)$ and $T u=v$. In appearance closedness resembles continuity, but in reality the two notions are quite different.

The set of all closed operators from $X$ to $Y$ will be denoted by $\mathscr{C}(X, Y)^{1}$. Also we write $\mathscr{C}(\mathrm{X}, \mathrm{X})=\mathscr{C}(\mathrm{X})$.
$A$ bounded operator $T$ is closed if and only if $\mathrm{D}(T)$ is closed. In fact, $u_{n} \rightarrow u$ with $u_{n} \in \mathrm{D}(T)$ implies automatically the existence of $\lim T u_{n}=v$. Therefore, the closedness of $T$ is equivalent to the condition that $u_{n} \rightarrow u$, $u_{n} \in \mathrm{D}(T)$, implies $u \in \mathrm{D}(T)$.

In particular, every $T \in \mathscr{B}(\mathrm{X}, \mathrm{Y})$ is closed: $\mathscr{B}(\mathrm{X}, \mathrm{Y}) \subset \mathscr{C}(\mathrm{X}, \mathrm{Y})$.
Problem 5.6. $T+A$ is closed if $T$ is closed and $A$ is bounded with $\mathrm{D}(A) \supset \mathrm{D}(T)$.
Problem 5.7. If $T \in \mathscr{C}(\mathrm{Y}, \mathrm{Z}), S \in \mathscr{C}(\mathrm{X}, \mathrm{Y})$ and $T^{-1} \in \mathscr{F}(\mathrm{Z}, \mathrm{Y})$, then $T S \in \mathscr{C}(\mathrm{X}, \mathrm{Z})$.
In dealing with closed operators, it is convenient to consider the graph of the operator. Consider the product space $X \times Y$ consisting of all (ordered) pairs $\{u, v\}$ of elements $u \in \mathrm{X}$ and $v \in \mathrm{Y} . \mathrm{X} \times \mathrm{Y}$ is a vector space if the linear operation is defined by

$$
\begin{equation*}
\alpha_{1}\left\{u_{1}, v_{1}\right\}+\alpha_{2}\left\{u_{2}, v_{2}\right\}=\left\{\alpha_{1} u_{1}+\alpha_{2} u_{2}, \alpha_{1} v_{1}+\alpha_{2} v_{2}\right\} . \tag{5.3}
\end{equation*}
$$

Furthermore, $\mathrm{X} \times \mathrm{Y}$ becomes a normed space if the norm is defined by ${ }^{2}$

$$
\begin{equation*}
\|\{u, v\}\|=\left(\|u\|^{2}+\|v\|^{2}\right)^{1 / 2} . \tag{5.4}
\end{equation*}
$$

${ }^{1}$ In IV-§ 2 we shall introduce a metric in $\mathscr{C}(X, Y)$ so as to make it into a metric space.
${ }^{2}$ Other choices of the norm are possible; for example, $\|\{u, v\}\|=\|u\|+\|v\|$ or $\max (\|u\|,\|v\|)$. We employ (5.4) mainly because it ensures that $(\mathbf{X} \times \mathbf{Y})^{*}=\mathbf{X}^{*} \times \mathrm{Y}^{*}$ (as Banach spaces), whereas this is not true for other norms unless different choices are made for $\mathbf{X} \times \mathbf{Y}$ and $\mathbf{X}^{*} \times \mathbf{Y}^{*}$. $(\mathbf{X} \times \mathbf{Y})^{*}=X^{*} \times \mathbf{Y}^{*}$ means the following: (i) each element $\{f, g\} \in \mathbf{X}^{*} \times \mathrm{Y}^{*}$ defines an element $F \in(\mathbf{X} \times \mathbf{Y})^{*}$ by $(\{u, v\}, F)$ $=(u, f)+(v, g)$ and, conversely, each $F \in(X \times Y) *$ is expressed in this form by a unique $\{t, g\} \in \mathbf{X}^{*} \times \mathrm{Y}^{*}$; (ii) the norm of the above $F \in(\mathbf{X} \times \mathrm{Y})^{*}$ is exactly equal to $\|\{f, g\}\|=\left(\|f\|^{2}+\|g\|^{2}\right)^{1 / 2}$. It is easy to see that (i) is true. To prove (ii), it suffices to note that $|(\{u, v\},\{f, g\})| \leqq|(u, f)|+|(v, g)| \leqq\|u\|\|f\|+\|v\|\|g\| \leqq\left(\|u\|^{2^{2}}+\right.$ $\left.+\|v\|^{2}\right)^{1 / 2}\left(\|f\|^{2}+\|g\|^{2}\right)^{1 / 2}=\|\{u, v\}\|\|\{t, g\}\|$ and that, for fixed $\{t, g\}$ and any $\varepsilon>0$, there is a $\{u, v\}$ such that $\|u\|=\|f\|,\|v\|=\|g\|, \quad(u, f) \geqq(1-\varepsilon)\|f\|^{2}, \quad(v, g) \geqq$ $\geqq(1-\varepsilon)\|g\|^{2}$ so that $|(\{u, v\},\{f, g\})| \geqq(1-\varepsilon)\left(\|f\|^{2}+\|g\|^{2}\right)$.

It is easily seen that $X \times Y$ is complete and hence is a Banach space.
The graph $\mathrm{G}(T)$ of an operator $T$ from X to Y is by definition the subset of $\mathrm{X} \times \mathrm{Y}$ consisting of all elements of the form $\{u, T u\}$ with $u \in \mathrm{D}(T) . \mathrm{G}(T)$ is a linear manifold of $\mathrm{X} \times \mathrm{Y}$. Now it is clear that a sequence $\left\{u_{n}\right\}$ of vectors of X is $T$-convergent if and only if $\left\{u_{n}, T u_{n}\right\}$ is a Cauchy sequence in $\mathrm{X} \times \mathrm{Y}$. It follows that $T$ is closed if and only if $\mathrm{G}(T)$ is a closed linear manifold of $\mathrm{X} \times \mathrm{Y}$.

Problem 5.8. $S \subset T$ is equivalent to $\mathbf{G}(S) \subset \mathbf{G}(T)$.
Problem 5.9. If $T \in \mathscr{C}(\mathrm{X}, \mathrm{Y})$, the null space $\mathrm{N}(T)$ of $T$ is a closed linear manifold of $\mathbf{X}$.

Problem 5.10. In order that a linear manifold $M$ of $X \times Y$ be the graph of an operator from $X$ to $Y$, it is necessary and sufficient that no element of the form $\{0, v\}$ with $v \neq 0$ belong to $M$. Hence a linear submanifold of a graph is a graph.

Problem 5.11. A finite extension (see § 2.1) of a closed operator is closed. [hint: Lemma 1.9.]

Problem 5.12. Let $T \in \mathscr{C}(X, Y)$. If $u_{n} \in \mathrm{D}(T), u_{n} \underset{\mathrm{w}}{\rightarrow} u \in \mathrm{X}$ and $T u_{n} \underset{\mathrm{w}}{\boldsymbol{\longrightarrow}} \boldsymbol{v} \in \mathrm{Y}$, then $u \in \mathrm{D}(T)$ and $T u=v$. [hint: Apply Problem 1.34 to $G(T)$ ].

If $S$ is an operator from $\mathbf{Y}$ to $\mathbf{X}$, the graph $\mathbf{G}(S)$ is a subset of $\mathbf{Y} \times \mathbf{X}$. Sometimes it is convenient to regard it as a subset of $\mathrm{X} \times \mathrm{Y}$. More precisely, let $\mathrm{G}^{\prime}(S)$ be the linear manifold of $\mathrm{X} \times \mathrm{Y}$ consisting of all pairs of the form $\{S v, v\}$ with $v \in \mathrm{D}(S)$. We shall call $\mathrm{G}^{\prime}(S)$ the inverse graph of $S$. As in the case of the graph, $\mathrm{G}^{\prime}(S)$ is a closed linear manifold if and only if $S$ is closed.

If an operator $T$ from $X$ to $Y$ is invertible, then clearly

$$
\begin{equation*}
\mathrm{G}(T)=\mathrm{G}^{\prime}\left(T^{-1}\right) . \tag{5.5}
\end{equation*}
$$

Thus $T^{-1}$ is closed if and only if $T$ is.
Problem 5.13. A linear manifold $M$ of $X \times Y$ is an inverse graph if and only if $M$ contains no element of the form $\{u, 0\}$ with $u \neq 0$.

Example 5.14. The differential operators considered in Examples 2.6-2.7 are all closed. In fact, $T_{1}$ is closed because $T_{1}^{-1} \in \mathscr{B}(\mathrm{X})$ is closed. The same is true of $T_{2}$ and $T_{3} . T_{0}$ is closed since it is the largest common restriction of $T_{1}$ and $T_{2}$ [in other words, $\left.\mathbf{G}\left(T_{0}\right)=\mathbf{G}\left(T_{1}\right) \cap \mathbf{G}\left(T_{2}\right)\right]$. In the same way, we see that all the differential operators of § 2.3 are closed.

Problem 5.15. $T$ is closed if $R(T)$ is closed and there is an $m>0$ such that $\|T u\| \geqq m\|u\|$ for all $u \in \mathrm{D}(T)$.

## 3. Closable operators

An operator $T$ from X to Y is said to be closable if $T$ has a closed extension. It is equivalent to the condition that the graph $\mathrm{G}(T)$ is a submanifold of a closed linear manifold which is at the same time a graph. It follows that $T$ is closable if and only if the closure $\overline{\mathrm{G}(T)}$ of $\mathrm{G}(T)$ is a graph (note Problem 5.10). We are thus led to the criterion: $T$ is closable if and only if no element of the form $\{0, v\}, v \neq 0$, is the limit of elements of the form $\{u, T u\}$. In other words, $T$ is closable if and only if

$$
\begin{equation*}
u_{n} \in \mathrm{D}(T), u_{n} \rightarrow 0 \text { and } T u_{n} \rightarrow v \text { imply } v=0 . \tag{5.6}
\end{equation*}
$$

When $T$ is closable, there is a closed operator $\widetilde{T}$ with $\mathbf{G}(\widetilde{T})=\overline{\mathbf{G}(T)}$. $\widetilde{T}$ is called the closure of $T$. It follows immediately that $\widetilde{T}$ is the smallest closed extension of $T$, in the sense that any closed extension of $T$ is also an extension of $\widetilde{T}$. Since $u \in \mathrm{D}(\widetilde{T})$ is equivalent to $\{u, \widetilde{T} u\} \in \widetilde{\mathbf{G}(T)}$, $u \in \mathrm{X}$ belongs to $\mathrm{D}(\widetilde{T})$ if and only if there exists a sequence $\left\{u_{n}\right\}$ that is $T$-convergent to $u$. In this case we have $\widetilde{T} u=\lim T u_{n}$.

Let $T$ be a closed operator. For any closable operator $S$ such that $\tilde{S}=T$, its domain $\mathrm{D}(S)$ will be called a core of $T$. In other words, a linear submanifold D of $\mathrm{D}(T)$ is a core of $T$ if the set of elements $\{u, T u\}$ with $u \in \mathrm{D}$ is dense in $\mathrm{G}(T)$. For this it is necessary (but not sufficient in general) that D be dense in $\mathrm{D}(T)$.

Problem 5.16. If $T$ is bounded and closed, any linear submanifold $D$ of $D(T)$ dense in $\mathrm{D}(T)$ is a core of $T$.

Problem 5.17. Every bounded operator is closable (the extension principle, see § 2.2).

Problem 5.18. Every closable operator with finite rank is bounded. (Thus an unbounded linear form is never closable.)

Problem 5.19. Let $T$ be an operator from $X$ to $Y^{\text {with }} T^{-1} \in \mathscr{B}(Y, X)$. Then $D^{\prime} \subset \mathrm{D}(T)$ is a core of $T$ if and only if $T \mathrm{D}^{\prime}$ is dense in Y .

## 4. The closed graph theorem

We have seen above that a bounded operator with domain X is closed. We now prove a converse of this proposition.

Theorem 5.20. A closed operator $T$ from X to Y with domain X is bounded. In other words, $T \in \mathscr{C}(\mathrm{X}, \mathrm{Y})$ and $\mathrm{D}(T)=\mathrm{X}$ imply $T \in \mathscr{B}(\mathrm{X}, \mathrm{Y})$.

Proof. Let S be the inverse image under $T$ of the unit open ball of $Y$ (it is not yet known whether S is open or not). Since $\mathrm{D}(T)=\mathrm{X}, \mathrm{X}$ is the union of $\mathrm{S}, 2 \mathrm{~S}, 3 \mathrm{~S}, \ldots$. It follows by an argument used in the proof of Theorem 1.29 that the closure $\overline{\mathrm{S}}$ of S contains a ball K , say with center $u_{0}$ and radius $r$.

Any $u \in \mathrm{X}$ with $\|u\|<2 r$ can be written in the form $u=u^{\prime}-u^{\prime \prime}$ with $u^{\prime}, u^{\prime \prime} \in \mathrm{K}$ (loc. cit.). Since $\mathrm{K} \subset \overline{\mathrm{S}}$, there are sequences $u_{n}^{\prime}, u_{n}^{\prime \prime} \in \mathrm{S}$ such that $u_{n}^{\prime} \rightarrow u^{\prime}, u_{n}^{\prime \prime} \rightarrow u^{\prime \prime} .\left\|T\left(u_{n}^{\prime}-u_{n}^{\prime \prime}\right)\right\| \leqq\left\|T u_{n}^{\prime}\right\|+\left\|T u_{n}^{\prime \prime}\right\|<2$ shows that $u_{n}^{\prime}-u_{n}^{\prime \prime} \in 2 \mathrm{~S}$. Thus $u=\lim \left(u_{n}^{\prime}-u_{n}^{\prime \prime}\right) \in \overline{2 \mathrm{~S}}$. It follows by homogeneity that for any $\lambda>0$, the ball $\|u\|<\lambda r$ of X is a subset of $\overline{\lambda S}$.

Now take an arbitrary $u \in \mathrm{X}$ with $\|u\|<r$ and an arbitrary $\varepsilon$ with $0<\varepsilon<1$. Since $u \in \bar{S}$ as remarked above, there is a $u_{1} \in S$ within distance $\varepsilon r$ of $u$, that is, $\left\|u-u_{1}\right\|<\varepsilon r$ and $\left\|T u_{1}\right\|<1$. Hence $u-u_{1} \in \overline{\varepsilon S}$ by the same remark and, therefore, there is a $u_{2} \in \varepsilon$ S within distance $\varepsilon^{2} r$ of $u-u_{1}$, that is, $\left\|u-u_{1}-u_{2}\right\|<\varepsilon^{2} r,\left\|T u_{2}\right\|<\varepsilon$. Proceeding in this way, we can construct a sequence $\left\{u_{n}\right\}$ with the properties

$$
\left\|u-u_{1}-\cdots-u_{n}\right\|<\varepsilon^{n} r,\left\|T u_{n}\right\|<\varepsilon^{n-1}, n=1,2, \ldots .
$$

If we set $w_{n}=u_{1}+\cdots+u_{n}$, we have $\left\|u-w_{n}\right\|<\varepsilon^{n} r \rightarrow 0, n \rightarrow \infty$, and $\left\|T w_{n}-T w_{n+p}\right\| \leqq \sum_{k=n+1}^{n+p}\left\|T u_{k}\right\|<\varepsilon^{n}+\varepsilon^{n+1}+\cdots \leqq(1-\varepsilon)^{-1} \varepsilon^{n} \rightarrow 0$. This implies that $w_{n} \rightarrow \boldsymbol{u}$. Since $T$ is closed, we must have $T u=\lim T w_{n}$. But since $\left\|T w_{n}\right\|<1+\varepsilon+\varepsilon^{2}+\cdots=(1-\varepsilon)^{-1}$, we conclude that $\|T u\| \leqq(1-\varepsilon)^{-1}$. Since this is true for every $u \in \mathrm{X}$ with $\|u\|<r, T$ is bounded with $\|T\| \leqq(1-\varepsilon)^{-1} r^{-1}$. Since $\varepsilon$ was arbitrary, it follows that $\|T\| \leqq 1 / r$.

As an application of Theorem 5.20, we shall prove the boundedness of the projection $P$ on $M$ along $N$ defined by (3.14). It suffices to show that $P$ is closed, for $P$ is defined everywhere on X and linear. Let $\left\{u_{n}\right\}$ be a $P$-convergent sequence: $u_{n} \rightarrow u, P u_{n} \rightarrow v$. Since $P u_{n} \in M$ and $M$ is closed, we have $v \in M$. Since $(1-P) u_{n} \in N$ and $N$ is closed, $u-v=\lim \left(u_{n}-P u_{n}\right) \in \mathrm{N}$. Thus $P u=v$ by definition and $P$ is closed.

Problem 5.21. Let $T \in \mathscr{C}(\mathrm{X}, \mathrm{Y})$ with $\mathrm{R}(T)=\mathrm{Y}$. If $T$ is invertible, then $T^{-1} \in$ $\in \mathscr{B}(\mathbf{Y}, \mathbf{X})$.

Problem 5.22. Let $T \in \mathscr{B}(X, Y)$ and let $S$ be a closable operator from $Y$ to $Z$ with $\mathrm{D}(S) \supset \mathrm{R}(T)$. Then $S T \in \mathscr{B}(\mathrm{X}, \mathrm{Z})$. [hint: $S T$ is closable with domain X , hence closed.]

## 5. The adjoint operator

Consider an operator $T$ from X to Y and an operator $S$ from $\mathrm{Y}^{*}$ to $X^{*} . T$ and $S$ are said to be adjoint to each other if

$$
\begin{equation*}
(g, T u)=(S g, u), \quad u \in \mathrm{D}(T), \quad g \in \mathrm{D}(S) . \tag{5.7}
\end{equation*}
$$

For each operator $T$ from X to Y , there are in general many operators from $Y^{*}$ to $X^{*}$ that are adjoint to $T$. If $T$ is densely defined, however, there is a unique maximal operator $T^{*}$ adjoint to $T$. This means that $T^{*}$ is adjoint to $T$ while any other $S$ adjoint to $T$ is a restriction of $T^{*}$. $T^{*}$ is called the adjoint (operator) of $T$.
$T^{*}$ is constructed in the following way. $\mathrm{D}\left(T^{*}\right)$ consists of all $g \in \mathrm{Y}^{*}$ such that there exists an $f \in \mathbf{X}^{*}$ with the property

$$
\begin{equation*}
(g, T u)=(f, u) \text { for all } u \in \mathrm{D}(T) . \tag{5.8}
\end{equation*}
$$

The $f \in \mathrm{X}^{*}$ is determined uniquely by $g$, for $(f, u)=\left(f^{\prime}, u\right)$ for all $u \in \mathrm{D}(T)$ implies $f=f^{\prime}$ because $\mathrm{D}(T)$ is dense in X by assumption. Therefore, an operator $T^{*}$ from $\mathrm{Y}^{*}$ to $\mathrm{X}^{*}$ is defined by setting $T^{*} g=f$. Obviously $T^{*}$ is a linear operator, and comparison of (5.7) with (5.8) shows that $S \subset T^{*}$ holds for any $S$ adjoint to $T$ while $T^{*}$ itself is adjoint to $T$.

The adjointness relation (5.7) admits a simple interpretation in terms of the graphs. Consider the product Banach space $X \times Y$ introduced in par. 2. Now (5.7) can be written $(-S g, u)+(g, T u)=0$, which
implies that $\{u, T u\} \in \mathbf{X} \times \mathrm{Y}$ is annihilated by $\{-S g, g\} \in \mathrm{X}^{*} \times \mathrm{Y}^{*}$ $=(\mathbf{X} \times \mathrm{Y})^{* 1}$. In other words, $T$ and $S$ are adjoint to each other if and only if the graph of $T$ and the inverse graph of $-S$ annihilate each other : $\mathrm{G}(T) \perp \mathrm{G}^{\prime}(-S)$.

Similarly (5.8) shows that the inverse graph of $-T^{*}$ is the annihilator of the graph of $T$ :

$$
\begin{equation*}
\mathrm{G}^{\prime}\left(-T^{*}\right)=\mathrm{G}(T)^{\perp} . \tag{5.9}
\end{equation*}
$$

The assumption that $T$ is densely defined guarantees that $\mathrm{G}(T)^{\perp}$ is indeed an inverse graph. Since an annihilator is closed (see § 1.4), it follows that $T^{*}$ is a closed operator. Note that this is true even if $T$ is not closed or closable, but it may happen that $T^{*}$ is trivial (has domain 0 ).

Problem 5.23. If $T \in \mathscr{B}(X, Y)$, the above definition of $T^{*}$ coincides with that of § 3.3.

Problem 5.24. If $T$ and $S$ are adjoint to each other and $T$ is closable, then $\tilde{T}$ and $S$ are also adjoint. In particular we have $T^{*}=(\tilde{T})^{*}$.

Problem 5.25. $T \subset T^{\prime}$ implies $T^{*} \supset T^{\prime *}$ (if $T$ is densely defined).
Problem 5.26. If $T$ is from $Y$ to $Z, S$ is from $X$ to $Y$ and if $T S$ is densely defined in X , then $(T S)^{*} \supset S^{*} T^{*}$. Here $\supset$ may be replaced by $=$ if $T \in \mathscr{B}(\mathrm{Y}, \mathrm{Z})$.

Problem 5.27. For any densely defined $T$, we have

$$
\begin{equation*}
\mathrm{N}\left(T^{*}\right)=\mathrm{R}(T)^{\perp} \tag{5.10}
\end{equation*}
$$

The notion of adjointness gives a very convenient criterion for closability, namely

Theorem 5.28. Let $T$ from X to Y and $S$ from $\mathrm{Y}^{*}$ to $\mathrm{X}^{*}$ be adjoint to each other. If one of $T, S$ is densely defined, the other is closable.

Proof. If $T$ is densely defined, $T^{*}$ exists, is closed and $T^{*} \supset S$. Hence $S$ is closable. If $S$ is densely defined, $\mathrm{G}^{\prime}(-S)^{\perp}$ is a graph in $\mathrm{X}^{* *} \times \mathrm{Y}^{* *}$ [just as $\mathrm{G}(T)^{\perp}$ is an inverse graph in $\mathrm{X}^{*} \times \mathrm{Y}^{*}$ if $T$ is densely defined]. Since $G(T)$ annihilates $\mathrm{G}^{\prime}(-S)$, it is a subset of $\mathrm{G}^{\prime}(-S)^{\perp}$ and the same is true of its closure $\overline{\mathrm{G}(T)}$ (regarded as a subset of $\mathrm{X}^{* *} \times \mathrm{Y}^{* *}$ ). Hence $\overline{\mathrm{G}(T)}$ is a graph and $T$ is closable.

Theorem 5.29. Let $\mathrm{X}, \mathrm{Y}$ be reflexive. If an operator $T$ from X to Y is densely defined and closable, then $T^{*}$ is closed and densely defined and $T^{* *}=\widetilde{T}$.

Proof. Since $\mathrm{X}, \mathrm{Y}$ are reflexive, we have $\mathrm{G}(T)^{\perp \perp}=\overline{\mathbf{G}(T)}=\mathbf{G}(\widetilde{T})$ by (1.24) (we idenitfy $X^{* *}, Y^{* *}$ with $X, Y$ respectively). Hence $G(\widetilde{T})$ $=\mathbf{G}^{\prime}\left(-T^{*}\right)^{\perp}$, which implies that $T^{*}$ is densely defined; otherwise there would exist a $v \in Y$ such that $0 \neq v \perp \mathrm{D}\left(T^{*}\right)$, hence $\{0, v\} \in \mathrm{G}^{\prime}\left(-T^{*}\right)^{\perp}$ $=\mathbf{G}(\widetilde{T})$, contradicting the fact that $\mathbf{G}(\widetilde{T})$ is a graph. Thus $T^{* *}$ is defined as an operator from $\mathrm{X}^{* *}=\mathrm{X}$ to $\mathrm{Y}^{* *}=\mathrm{Y}$, and $\mathrm{G}\left(T^{* *}\right)=\mathrm{G}^{\prime}\left(-T^{*}\right)^{\perp}$ $=\mathbf{G}(\widetilde{T})$, which implies $T^{* *}=\widetilde{T}$.

[^83]Theorem 5.30. Let $T \in \mathscr{C}(\mathrm{X}, \mathrm{Y})$ be densely defined. If $T^{-1}$ exists and belongs to $\mathscr{B}(\mathrm{Y}, \mathrm{X})$, then $T^{*-1}$ exists and belongs to $\mathscr{B}\left(\mathrm{X}^{*}, \mathrm{Y}^{*}\right)$, with

$$
\begin{equation*}
T^{*-1}=\left(T^{-1}\right)^{*} \tag{5.11}
\end{equation*}
$$

Conversely, if $T^{*-1}$ exists and belongs to $\mathscr{B}\left(\mathrm{X}^{*}, \mathrm{Y}^{*}\right)$, then $T^{-1}$ exists and belongs to $\mathscr{B}(\mathrm{Y}, \mathrm{X})$ and (5.11) holds.

Proof. Assume $T^{-1} \in \mathscr{B}(\mathrm{Y}, \mathrm{X})$. Then $\left(T^{-1}\right)^{*} \in \mathscr{B}\left(\mathrm{X}^{*}, \mathrm{Y}^{*}\right)$. For each $g \in \mathrm{D}\left(T^{*}\right) \subset \mathrm{Y}^{*}$ and $v \in \mathrm{Y}$, we have $\left(\left(T^{-1}\right)^{*} T^{*} g, v\right)=\left(T^{*} g, T^{-1} v\right)$ $=\left(g, T T^{-1} v\right)=(g, v)$; hence $\left(T^{-1}\right)^{*} T^{*} g=g$. On the other hand, for each $f \in \mathrm{X}^{*}$ and $u \in \mathbf{D}(T) \subset \mathbf{X}$ we have $\left(\left(T^{-1}\right)^{*} f, T u\right)=\left(f, T^{-1} T u\right)$ $=(f, u)$; hence $\left(T^{-1}\right)^{*} f \in \mathrm{D}\left(T^{*}\right)$ and $T^{*}\left(T^{-1}\right)^{*} f=f$ by the definition of $T^{*}$ given above. The two relations thus proved show that $T^{*-1}$ exists and equals $\left(T^{-1}\right)^{*}$.

Conversely, assume $T^{*-1} \in \mathscr{B}\left(\mathrm{X}^{*}, \mathrm{Y}^{*}\right)$. For each $f \in \mathrm{X}^{*}$ and $u \in \mathrm{D}(T)$ we have $\left(T^{*-1} f, T u\right)=\left(T^{*} T^{*-1} f, u\right)=(f, u)$. For any $u \in X$, however, there exists an $f \in \mathbf{X}^{*}$ such that $\|f\|=1$ and $(f, u)=\|u\|$ (see Corollary 1.24). For this $f$ we have $\|u\|=\left(T^{*-1} f, T u\right) \leqq\left\|T^{*-1}\right\|\|T u\|$. This implies that $T$ is invertible with $\left\|T^{-1}\right\| \leqq\left\|T^{*-1}\right\|$. Since $T^{-1}$ is thus bounded and closed, $\mathbf{R}(T)$ is closed. It remains to be shown that this range is the whole space $Y$. For this it suffices to show that no $g \neq 0$ of $Y^{*}$ annihilates $\mathrm{R}(T)$. But this is obvious from (5.10) since $T^{*} g=0$ implies $g=0$ by the invertibility of $T^{*}$.

Example 5.31. Let us determine the adjoints of the $T, T_{n}, n=0,1,2,3$, of Example 2.7 defined from the formal differential operator $L=d / d x$ in $\mathbf{X}=L^{p}(a, b)$. We denote by $S, S_{n}$ the same operators defined in $X^{*}=L^{q}(a, b), p^{-1}+q^{-1}=1$, assuming $1 \leqq p<\infty$. It is easily seen that $T$ and $-S_{0}$ are adjoint to each other. We shall show that $T^{*}=-S_{0}$. To this end let $g \in \mathrm{D}\left(T^{*}\right), f=T^{*} g$; then

$$
\begin{equation*}
\int_{a}^{b} f \bar{u} d x=(f, u)=\left(T^{*} g, u\right)=(g, T u)=\int_{a}^{b} g \bar{u}^{\prime} d x \tag{5.12}
\end{equation*}
$$

for every $u \in \mathrm{D}(T)$. Set $h(x)=\int_{a}^{x} f d x$. Then $f=h^{\prime}$ and $h(a)=0$ so that (5.12) gives, after integration by parts,

$$
\begin{equation*}
\int_{a}^{b}(g+h) \overline{u^{\prime}} d x-h(b) \overline{u(b)}=0 \tag{5.13}
\end{equation*}
$$

For any $v \in \mathbf{X}$, there is a $u \in \mathbf{X}$ such that $u^{\prime}=v$ and $u(b)=0$. Hence $g+h \in \mathbf{X}^{*}$ annihilates all $v \in X$ and so $g+h=0$. Then (5.13) gives $h(b) \overline{u(b)}=0$. But since there are $u \in \mathrm{D}(T)$ with $u(b) \neq 0$, we have $h(b)=0$. Hence $g=-h$ is absolutely continuous with $g^{\prime}=-h^{\prime}=-f \in \mathbf{X}^{*}$ and $g(a)=g(b)=0$, so that $g \in \mathrm{D}\left(S_{0}\right)$ with $T^{*} g=f=-S_{0} g$. This proves the desired result $T^{*}=-S_{0}$, since $T^{*} \supset-S_{0}$ as noted above.

In the same way it can be proved that $T_{0}^{*}=-S, T_{1}^{*}=-S_{2}, T_{2}^{*}=-S_{1}$, $T_{3}(k)^{*}=-S_{3}(1 / \bar{k})$. Similarly, we have $\dot{T}^{*}=-S$ in the general case where $(a, b)$ need not be finite ( $\dot{T}$ is the minimal operator, see Example 2.7).

Example 5.32. Consider the operators of $\S 2.3$ constructed from the formal second-order differential operator $L[(2.13)]$. First we consider the general (singular)
case (Remark 2.16) and define the maximal and minimal operators $T, \dot{T}$ in $X$ $=L^{p}(a, b), 1 \leqq p<\infty$. Similarly we define the maximal and minimal operators $S, \dot{S}$ from the formal adjoint $M$ to $L$ [see (2.27)]. A basic result in this connection is

$$
\begin{equation*}
\dot{T}^{*}=S \tag{5.14}
\end{equation*}
$$

The fact that $\dot{T}$ and $S$ are adjoint to each other is easily seen from the Lagrange identity

$$
\begin{equation*}
\int_{\alpha}^{\beta}(\bar{v} L u-u \overline{M v}) d x=\left[p_{0} u^{\prime} \bar{v}-u\left(p_{0} \bar{v}\right)^{\prime}+p_{1} u \bar{v}\right]_{\alpha}^{\beta} \tag{5.15}
\end{equation*}
$$

where $u \in \mathrm{D}(\dot{T})=\mathrm{C}_{0}^{\infty}(a, b), v \in \mathrm{D}(S)$ and $u(x)=0$ outside of the finite interval $(\alpha, \beta)$.

To prove the stronger result (5.14), we introduce an integral operator $K=K_{s}$ with the kernel

$$
\begin{equation*}
k(y, x)=|y-x| \eta(y-x), \tag{5.16}
\end{equation*}
$$

where $\eta(t)$ is an infinitely differentiable function of the real variable $t$ such that $\eta(t)=1$ identically for $-\varepsilon / 2 \leqq t \leqq \varepsilon / 2$ and $\eta(t)=0$ identically for $|t| \geqq \varepsilon$, $\varepsilon$ being a sufficiently small positive constant. $k(y, x)$ is infinitely differentiable except for $y=x$ and $k(y, x)=0$ for $|y-x| \geqq \varepsilon$.

Let $w(x)$ be an infinitely differentiable function vanishing identically outside the interval $(a+2 \varepsilon, b-2 \varepsilon)$ and let $u=K w$. Since the kernel $k(y, x)$ vanishes for $|y-x| \geqq \varepsilon, u(x)$ vanishes outside the interval $(a+\varepsilon, b-\varepsilon)$. Since $k(y, x)$ is continuous at $y=x$, it follows that $u^{\prime}=K^{\prime} w$ where $K^{\prime}$ is the integral operator with the kernel $k^{\prime}(y, x)=\partial k(y, x) / \partial y$. Since $k^{\prime}(y, x)$ has a discontinuity at $y=x$ with a jump of 2 , the second derivative $u^{\prime \prime}$ cannot be obtained simply by differentiation under the integral sign; the correct expression for $u^{\prime \prime}$ is

$$
\begin{equation*}
u^{\prime \prime}=2 w+K^{\prime \prime} w \tag{5.17}
\end{equation*}
$$

where $K^{\prime \prime}$ is the integral operator with the kernel $k^{\prime \prime}(y, x)=\partial^{2} k(y, x) / \partial y^{2}$. Note that $k^{\prime \prime}$ is infinitely differentiable everywhere. Thus $u$ is infinitely differentiable and vanishes identically outside ( $a+\varepsilon, b-\varepsilon$ ), so that $u \in \mathrm{D}(\dot{T})$ and

$$
\begin{equation*}
\dot{T} u=L u=2 p_{0} w+p_{0} K^{\prime \prime} w+p_{1} K^{\prime} w+p_{2} K w . \tag{5.18}
\end{equation*}
$$

Now let $g \in \mathrm{D}\left(\dot{T}^{*}\right)$ and $f=\dot{T}^{*} g$. We have $(g, \dot{T} u)=(f, u)$ for all $u$ of the above form, so that

$$
\begin{equation*}
\left(2 p_{0} g+K^{\prime \prime *} p_{0} g+K^{\prime *} p_{1} g+K^{*} p_{2} g, w\right)=\left(K^{*} f, w\right) . \tag{5.19}
\end{equation*}
$$

Note that $K, K^{\prime}, K^{\prime \prime}$ are bounded operators on X to X (since the kernels $k, k^{\prime}, k^{\prime \prime}$ are bounded functions; see Examples 2.4, 2.11), and their adjoints are again integral operators with the Hermitian conjugate kernels (Example 3.17). (5.19) is true for every infinitely differentiable function $w$ vanishing outside ( $a+2 \varepsilon, b-2 \varepsilon$ ). Since such functions form a dense set in $L^{p}(a+2 \varepsilon, b-2 \varepsilon)$, it follows that

$$
\begin{equation*}
g(x)=\frac{1}{2 p_{0}(x)}\left[K^{*} f(x)-K^{*} p_{2} g(x)-K^{*} p_{1} g(x)-K^{\prime \prime *} p_{0} g(x)\right] \tag{5.20}
\end{equation*}
$$

for almost all $x \in(a+2 \varepsilon, b-2 \varepsilon)$.
Since it is known that $f, g \in X^{*}=L^{q}$, the right member of (5.20) is a continuous function of $x$ (note that the kernels $k, k^{\prime}, k^{\prime \prime}$ are smooth or piecewise smooth functions). Hence $g(x)$ is continuous for $x \in(a+2 \varepsilon, b-2 \varepsilon)$. But since $\varepsilon>0$ is arbitrary, $g(x)$ is continuous on $(a, b)$. Returning to (5.20) we then see that
$g(x)$ is continuously differentiable on ( $a+2 \varepsilon, b-2 \varepsilon$ ) and hence on $(a, b)$. This argument can be continued to the point that $g^{\prime}$ is absolutely continuous and $g^{\prime \prime}$ belongs to Le locally [in any proper subinterval of $(a, b)$ ], for (5.20) shows that $g^{\prime \prime}-f \mid p_{0}$ is continuous.

Once this local property of $g$ is known, an integration by parts gives ( $f, u$ ) $=(g, \dot{T} u)=(M g, u)$ for every $u \in \mathrm{D}(\dot{T})$ so that $M g=f \in \mathrm{X}^{*}=\mathrm{L}^{a}(a, b)$. Thus $g \in \mathrm{D}(S)$ and $S g=M g=t=\dot{T}^{*} g$. Since $S \subset \dot{T}^{*}$, this completes the proof of (5.14).

Let us now assume that $L$ is regular (see Remark 2.16) and determine $T^{*}$ and the $T_{n}^{*}$. Since $T_{1} \supset \dot{T}$, we have $T_{1}^{*} \subset \dot{T}^{*}=S$. Thus the Lagrange identity gives

$$
\begin{align*}
{\left[p_{0} \bar{u}^{\prime} g-\bar{u}\left(p_{0} g\right)^{\prime}+p_{1} \bar{u} g\right]_{a}^{b} } & =(g, T u)-(S g, u)  \tag{5.21}\\
& =\left(g, T_{1} u\right)-\left(T_{1}^{*} g, u\right)=0
\end{align*}
$$

for every $u \in \mathrm{D}\left(T_{1}\right)$ and $g \in \mathrm{D}\left(T_{1}^{*}\right) \subset \mathrm{D}(S)$. Since $u^{\prime}(a)$ and $u^{\prime}(b)$ can take any values while $u(a)=u(b)=0,(5.21)$ implies that $g(a)=g(b)=0$. Thus $g$ satisfies the boundary conditions for $S_{1}$ and hence $T_{1}^{*}=S_{1}$. (The $S_{n}$ are defined in $\mathrm{X}^{*}$ from $M$ in the same way as the $T_{n}$ are defined in X from $L$.)

Similarly it can be shown that $T^{*}=S_{0}, T_{2}^{*}=S_{2}$ (the constants $h_{a}, h_{b}$ in the boundary conditions for $T_{2}$ and $S_{2}$ should be correlated appropriately), $T_{3}^{*}=S_{4}$, $T_{4}^{*}=S_{3}$ (the subscript 4 refers to the case 3 with $a$ and $b$ exchanged) and $T_{0}^{*}=S$.

These results show again that $S$ (in the general case) and the $S_{n}$ (in the regular case) are closed, since they are the adjoints of certain operators. Since the relationship between $L$ and $M$ is symmetric, the $T$ and $T_{n}$ are also closed (at least for $1<p<\infty)$.

Problem 5.33. If $u^{\prime \prime}(x)$ is continuous and $u(x)=0$ outside a closed subinterval [ $\left.a^{\prime}, b^{\prime}\right]$ of $(a, b)$, then $u \in \mathrm{D}(\tilde{\tilde{T}})$.

## 6. Commutativity and decomposition

Two operators $S, T \in \mathscr{B}(\mathrm{X})$ are said to commute if $S T=T S$, just as in the finite-dimensional case. It is not easy to extend this definition to unbounded operators in X because of the difficulty related to the domains. Usually this extension is done partly, namely to the case in which one of the operators belongs to $\mathscr{B}(\mathbf{X})$. An operator $T$ in X is said to commute with an $A \in \mathscr{B}(\mathrm{X})$ (or $A$ commute with $T$ ) if $A T \subset T A$.

It means that whenever $u \in \mathrm{D}(T), A u$ also belongs to $\mathrm{D}(T)$ and $T A u$ $=A T u$.

Problem 5.34. (5.22) is equivalent to the old definition $A T=T A$ if $T \in \mathscr{B}(\mathrm{X})$.
Problem 5.35. Every operator $T$ in $X$ commutes with every scalar operator $\alpha 1$ ( 1 is the identity operator in $X$ ).

Problem 5.36. If $T \in \mathscr{C}(\mathrm{X})$ commutes with $A_{n} \in \mathscr{B}(\mathrm{X})$ and if $A_{n} \underset{\mathbf{w}}{ } A \in \mathscr{B}(\mathrm{X})$, then $T$ commutes with $A$. [hint: Problem 5.12.]

Problem 5.37. If an invertible operator $T$ in X commutes with $A \in \mathscr{B}(\mathrm{X})$, then $T^{-1}$ commutes with $A$.

For an operator $T \in \mathscr{B}(X)$, the notion of a subspace $M$ of X being invariant under $T$ can be defined as in the finite-dimensional case by the
condition $T M \subset M$. It is difficult to extend this notion to unbounded operators in X , for $T M \subset M$ would be satisfied whenever $M$ has only 0 in common with $\mathrm{D}(T)$ (see § 2.1 for the notation $T M$ ).

However, the notion of the decomposition of $T$ by a pair $\mathrm{M}, \mathrm{N}$ of complementary subspaces [see (3.14)] can be extended. $T$ is said to be decomposed according to $X=M \oplus N$ if

$$
\begin{equation*}
P \mathrm{D}(T) \subset \mathrm{D}(T), \quad T M \subset M, \quad T \mathrm{~N} \subset \mathrm{~N}, \tag{5.23}
\end{equation*}
$$

where $P$ is the projection on M along N (see § 3.4 ). Note that the first condition excludes the singular case mentioned above.
(5.23) is equivalent to the condition that $T$ commutes with $P$ :

$$
\begin{equation*}
T P>P T . \tag{5.24}
\end{equation*}
$$

In fact, (5.23) implies that for any $u \in \mathrm{D}(T), P u \in \mathrm{D}(T)$ and $T P u \in \mathrm{M}$, $T(1-P) u \in \mathrm{~N}$. Hence $(1-P) T P u=0$ and $P T(1-P) u=0$ so that $T P u=P T P u=P T u$, which implies (5.24). Similarly, it is easy to verify that (5.24) implies (5.23).

When $T$ is decomposed as above, the parts $T_{\mathrm{M}}, T_{\mathrm{N}}$ of $T$ in $\mathrm{M}, \mathrm{N}$, respectively, can be defined. $T_{M}$ is an operator in the Banach space $M$ with $\mathrm{D}\left(T_{\mathrm{M}}\right)=\mathrm{D}(T) \cap \mathrm{M}$ such that $T_{\mathrm{M}} u=T u \in \mathrm{M} . T_{\mathrm{N}}$ is defined similarly. If $T$ is closed, the same is true of $T_{M}$ and $T_{\mathrm{N}}$, for $\mathrm{G}\left(T_{\mathrm{M}}\right)$ is the intersection of $G(T)$ with the closed set $M \times M$ (regarded as a subset of $\mathrm{X} \times \mathrm{X}$ )

The notion of decomposition can be extended to the case in which there are several projections $P_{1}, \ldots, P_{s}$ satisfying $P_{h} P_{k}=\delta_{h k} P_{h}$, with the associated decomposition of the space $\mathrm{X}=\mathrm{M}_{1} \oplus \cdots \oplus \mathrm{M}_{s}$ where $\mathrm{M}_{h}=P_{h} \mathrm{X} . T$ is decomposed according to this decomposition of X if $T$ commutes with all the $P_{h}$. The part $T_{M_{h}}$ of $T$ in $M_{h}$ can be defined as above.

Problem 5.38. Let $T$ be densely defined in $X$. If $T$ is decomposed as described above, the part $T_{M_{h}}$ is densely defined in $M_{\boldsymbol{\lambda}}$.

## § 6. Resolvents and spectra

## 1. Definitions

The eigenvalue problem considered in I-§ 5 in the finite-dimensional case requires an essential modification when we deal with operators $T$ in a Banach space $\mathbf{X}^{\mathbf{1}}$. Again, an eigenvalue of $T$ is defined as a complex number $\lambda$ such that there exists a nonzero $u \in \mathrm{D}(T) \subset \mathrm{X}$, called an eigenvector, such that $T u=\lambda u$. In other words, $\lambda$ is an eigenvalue if

[^84]the null space $\mathrm{N}(T-\lambda)$ is not 0 ; this null space is the geometric eigenspace for $\lambda$ and its dimension is the geometric multiplicity of the eigenvalue $\lambda$.

These definitions are often vacuous, however, since it may happen that $T$ has no eigenvalue at all or, even if $T$ has, there are not "sufficiently many" eigenvectors.

To generalize at least partly the results of the finite-dimensional case, it is most convenient to start from the notion of the resolvent. In what follows $T$ is assumed to be a closed operator in X . Then the same is true of $T-\zeta$ for any complex number $\zeta$. If $T-\zeta$ is invertible with

$$
\begin{equation*}
R(\zeta)=R(\zeta, T)=(T-\zeta)^{-1} \in \mathscr{B}(\mathrm{X}), \tag{6.1}
\end{equation*}
$$

$\zeta$ is said to belong to the resolvent set of $T$. The operator-valued function $R(\zeta)$ thus defined on the resolvent set $\mathrm{P}(T)$ is called the resolvent of $T$. Thus $R(\zeta)$ has domain X and range $\mathrm{D}(T)$ for any $\zeta \in \mathrm{P}(T)$. This definition of the resolvent is in accordance with that given in the finite-dimensional case (I-§ 5.2) ${ }^{1}$.

Problem 6.1. $\zeta \in \mathrm{P}(T)$ if and only if $T-\zeta$ has inverse with domain X (see Theorem 5.20).

Problem 6.2. If $\zeta \in \mathrm{P}(T)$, we have

$$
\begin{equation*}
R(\zeta) T \subset T R(\zeta)=1+\zeta R(\zeta) \in \mathscr{B}(X) \tag{6.2}
\end{equation*}
$$

Thus $T$ commutes with $R(\zeta)$ (see § 5.6).
Problem 6.3. If $\mathrm{P}(T)$ is not empty, $\mathrm{D}^{\prime} \subset \mathrm{D}(T)$ is a core of $T$ if and only if $(T-\zeta) \mathrm{D}^{\prime}$ is dense in X for some (or all) $\zeta \in \mathrm{P}(T)$ (see Problem 5.19).

Problem 6.4. If $A$ is a closable operator from X to Y with $\mathrm{D}(A) \supset \mathrm{D}(T)$, then $A R(\zeta, T) \in \mathscr{B}(\mathrm{X}, \mathrm{Y})$ for every $\zeta \in \mathrm{P}(T)$. [hint: Problem 5.22.]

Theorem 6.5. Assume that $\mathrm{P}(T)$ is not empty. In order that $T$ commute with $A \in \mathscr{B}(\mathrm{X})$, it is necessary that

$$
\begin{equation*}
R(\zeta) A=A R(\zeta) \tag{6.3}
\end{equation*}
$$

for every $\zeta \in \mathrm{P}(T)$, and it is sufficient that this hold for some $\zeta \in \mathrm{P}(T)$. Proof. This follows directly from Problem 5.37.

Problem 6.6. The $R(\zeta)$ for different $\zeta$ commute with each other.
The resolvent $R(\zeta)$ satisfies the resolvent equation I-(5.5) for every $\zeta_{1}, \zeta_{2} \in \mathrm{P}(T)$. The proof is the same as before; it should only be observed that $T R(\zeta)$ is defined everywhere on X [see (6.2)]. From this it follows again that the Neumann series I -(5.6) for the resolvent is valid, but the proof is not trivial. Denote for the moment by $R^{\prime}(\zeta)$ the right member

[^85]of I-(5.6), which exists for small $\left|\zeta-\zeta_{0}\right|$. Then we have $R^{\prime}(\zeta)(T-\zeta) u$ $=u$ for every $u \in \mathrm{D}(T)$, since $R\left(\zeta_{0}\right)(T-\zeta) u=u-\left(\zeta-\zeta_{0}\right) R\left(\zeta_{0}\right) u$. Similarly, we have formally $(T-\zeta) R^{\prime}(\zeta) v=v$ for every $v \in \mathrm{X}$. The assumed closedness of $T$ then ensures that actually $R^{\prime}(\zeta) v \in \mathrm{D}(T)$ and the result is correct. This shows that $\zeta \in \mathrm{P}(T)$ and $R^{\prime}(\zeta)=R(\zeta)$ for any $\zeta$ for which the series converges. We have thus proved

Theorem 6.7. $\mathrm{P}(T)$ is an open set in the complex plane, and $R(\zeta)$ is (piecewise) holomorphic for $\zeta \in \mathrm{P}(T)$. ("Piecerwise" takes into account that $\mathrm{P}(T)$ need not be connected.) Each component of $\mathrm{P}(T)$ is the natural domain of $R(\zeta)(R(\zeta)$ cannot be continued analytically beyond the boundary of $\mathrm{P}(T)$ ).

The complementary set $\Sigma(T)$ (in the complex plane) of $\mathrm{P}(T)$ is called the spectrum of $T$. Thus $\zeta \in \Sigma(T)$ if either $T-\zeta$ is not invertible or it is invertible but has range smaller than $X$. In the finite-dimensional case $\Sigma(T)$ consisted of a finite number of points (eigenvalues of $T$ ), but the situation is much more complicated now. It is possible for $\Sigma(T)$ to be empty or to cover the whole plane. Naturally we are interested in the moderate case nearer to the situation in the finite-dimensional case, but it happens frequently that the spectrum is an uncountable set.

Example 6.8. Consider the differential operators $T$ and $T_{n}$ of Example 2.6. $\Sigma(T)$ is the whole plane. In fact, the equation $(T-\zeta) u=u^{\prime}-\zeta u=0$ has always a nontrivial solution $u(x)=e^{\zeta x}$, which belongs to X . The restriction $T_{1}$ of $T$ with the boundary condition $u(a)=0$, on the other hand, has an empty spectrum. In fact the resolvent $R_{1}(\zeta)=R\left(\zeta, T_{1}\right)$ exists for every $\zeta$ and is given by

$$
\begin{equation*}
R_{1}(\zeta) v(y)=e^{\zeta y} \int_{a}^{y} e^{-\zeta x} v(x) d x . \tag{6.4}
\end{equation*}
$$

Similarly $\Sigma\left(T_{2}\right)$ is empty. The spectrum of $T_{3}$ consists of a countable number of isolated points $\lambda_{n}$ (which are exactly the eigenvalues of $T_{3}$ ) given by

$$
\begin{equation*}
\lambda_{n}=\frac{1}{b-a}(\log k+2 n \pi i), \quad n=0, \pm 1, \pm 2, \ldots \tag{6.5}
\end{equation*}
$$

If $\zeta$ is different from any of the $\lambda_{n}$, the resolvent $R_{3}(\zeta)=R\left(\zeta, T_{3}\right)$ exists and is given by the integral operator [cf. (2.11)]

$$
\begin{equation*}
R_{3}(\zeta) v(y)=\frac{e^{\zeta y}}{k-e^{(b-a) \zeta}}\left[k \int_{a}^{y} e^{-\zeta x} v(x) d x+e^{(b-a) \zeta} \int_{y}^{b} e^{-\zeta x} v(x) d x\right] \tag{6.6}
\end{equation*}
$$

Finally, $\Sigma\left(T_{0}\right)$ is again the whole plane. It is true that $\left(T_{0}-\zeta\right)^{-1}$ exists and is bounded for every $\zeta$ but its domain is not the whole space $X$. In fact, each $v \in \mathrm{D}\left(\left(T_{0}-\zeta\right)^{-1}\right)=\mathrm{R}\left(T_{0}-\zeta\right)$ has the form $v=u^{\prime}-\zeta u$ with $u$ satisfying the boundary conditions $u(a)=u(b)=0$, so that $v$ is subjected to the condition

$$
\begin{equation*}
\int_{a}^{b} e^{-\zeta x} v(x) d x=0 \tag{6.7}
\end{equation*}
$$

These results remain true when the differential operator $d / d x$ is considered in $\mathrm{X}=\mathrm{L}^{p}(a, b)$ for a finite $(a, b)$ (Example 2.7).

In these examples, $R(\zeta, T)$ does not exist since the domain of $T$ is too large while $R\left(\zeta, T_{0}\right)$ does not exist since $D\left(T_{0}\right)$ is too small. In a certain sense $T_{1}, T_{2}, T_{3}$ are "reasonable" operators.

Problem 6.9. Consider $d \mid d x$ in $X=L^{p}(0, \infty)$ and define $T$ and $T_{1}$ as in Example 2.7. Then $\mathrm{P}(T)$ is the right half-plane $\operatorname{Re} \zeta>0$ and $\mathrm{P}\left(T_{1}\right)$ is the left half-plane, with

$$
\begin{array}{ll}
R(\zeta, T) v(y)=-\int_{y}^{\infty} e^{-\zeta(x-y)} v(x) d x, & \operatorname{Re} \zeta>0,  \tag{6.8}\\
R\left(\zeta, T_{1}\right) v(y)=\int_{0}^{y} e^{\zeta(y-x)} v(x) d x, & \operatorname{Re} \zeta<0 .
\end{array}
$$

Problem 6.10. Consider $d \mid d x$ on $(-\infty, \infty)$ and construct the maximal operator $T$ in $X=L^{p}(-\infty, \infty)$. Then the two half-planes $\operatorname{Re} \zeta \gtrless 0$ belong to $\mathrm{P}(T)$ and

$$
R(\zeta) v(y)= \begin{cases}-\int_{y}^{\infty} e^{-\zeta(x-y)} v(x) d x, & \operatorname{Re} \zeta>0  \tag{6.9}\\ \int_{-\infty}^{y} e^{\zeta(y-x)} v(x) d x, & \operatorname{Re} \zeta<0\end{cases}
$$

Example 6.11. Consider the differential operators $T$ and $T_{n}$ of $\S 2.3$ in $\mathrm{X}=$ $=\mathrm{C}[a, b] \mathrm{P}(T)$ is empty, for $(T-\zeta) u=0$ has always two linearly independent solutions in X . On the other hand, $\Sigma\left(T_{3}\right)$ is empty since $R_{3}(\zeta)=R\left(\zeta, T_{3}\right)$ exists for every $\zeta$ and is an integral operator analogous to (2.19).
$\Sigma\left(T_{1}\right)$ is neither empty nor the whole plane. The solution of $\left(T_{1}-\zeta\right) u=v$ is given by an integral operator of the form (2.21) with the kernel $g(y, x)$ replaced by

$$
\begin{equation*}
g(y, x ; \zeta)=\frac{u_{1}(y ; \zeta) u_{2}(x ; \zeta)}{-p_{0}(x) W(x ; \zeta)}, y \leqq x ; \quad=\frac{u_{2}(y ; \zeta) u_{1}(x ; \zeta)}{-p_{0}(x) W(x ; \zeta)}, \quad y \geqq x \tag{6.10}
\end{equation*}
$$

Here $u_{1}, u_{2}$ are the solutions of $(L-\zeta) u=0$ for the initial conditions $u_{1}(a ; \zeta)=0$, $u_{1}^{\prime}(a ; \zeta)=1$ and $u_{2}(b ; \zeta)=0, u_{2}^{\prime}(b ; \zeta)=1 . W(x ; \zeta)$ is the Wronskian of these two solutions and

$$
\begin{equation*}
W(x ; \zeta)=W_{0}(\zeta) \exp \left(-\int_{a}^{x} \frac{p_{1}}{p_{0}} d x\right), \quad W_{0}(\zeta)=-u_{2}(a ; \zeta) \tag{6.11}
\end{equation*}
$$

$R_{1}(\zeta)=R\left(\zeta, T_{1}\right)$ exists if and only if $W_{0}(\zeta) \neq 0$. Since $W_{0}(\zeta)$ is an entire function of $\zeta$, its zeros form a countable set $\left\{\lambda_{n}\right\}$ (the $\lambda_{n}$ are eigenvalues of $\left.T_{1}\right)$. Thus $\Sigma\left(T_{1}\right)$ is a countable set consisting of eigenvalues. That $\Sigma\left(T_{1}\right)$ is not empty can be seen, for example, by observing that the eigenvalue problem for $T_{1}$ can be converted into a selfadjoint form by a simple transformation ${ }^{1}$. This remark shows also that the $\lambda_{n}$ are all real.

Let us further recall that the Green function (2.22) exists if $\min p_{2}(x)=c>0$ and that the estimate (2.25) holds. Applying this result to the operator $L$ replaced by $L-\zeta$, we see that $R_{1}(\zeta)$ exists and

$$
\begin{equation*}
\left\|R_{1}(\zeta)\right\| \leqq \frac{1}{c-\operatorname{Re} \zeta} \quad \text { if } \quad \operatorname{Re} \zeta<c=\min _{x} p_{2}(x) \tag{6.12}
\end{equation*}
$$

at least if $\zeta$ is real. We shall show that (6.12) is true also for complex $\zeta$. If $\operatorname{Re} \zeta<c$, we have $|\mu+\zeta|<\mu+c$ for sufficiently large real $\mu$. Since this implies that $-\mu<c, R_{1}(-\mu)$ exists by what was just proved and $\left\|R_{1}(-\mu)\right\| \leqq 1 /(\mu+c)$. Then it follows from I-(5.7) that $R_{1}(\zeta)$ exists, and (6.12) follows from I-(5.6) (set $\zeta_{0}=-\mu$ when $\mu \rightarrow \infty$.

Similarly $\Sigma\left(T_{2}\right)$ consists of a countable number of eigenvalues. The half-plane $\operatorname{Re} \zeta<c$ again belongs to the resolvent set and the estimate (6.12) holds, provided that $h_{a}, h_{b} \geqq 0$.
${ }^{1}$ The differential equation $L u=\lambda u$ can be transformed into $\left(p_{0} v^{\prime}\right)^{\prime}+q v$ $=\lambda v$, where $v=\left(-p_{0}\right)^{-1 / 2} \exp \left[(1 / 2) \int^{x}\left(p_{1} / p_{0}\right) d x\right] u$ and $q=p_{2}-\left(p_{0}^{\prime}-\right.$ $\left.-p_{1}\right)^{2} / 4 p_{0}+\left(p_{0}^{\prime \prime}-p_{1}^{\prime}\right) / 2$. This is a selfadjoint eigenvalue problem, and there exists a countable set $\left\{\lambda_{n}\right\}$ of real (and only real) eigenvalues (see V-§ 3.6).

These results are also true if we consider the operators in $X=L^{p}(a, b)$; the only modification is to replace the constant $c$ by $\min \left(c, c^{\prime}\right)$ where $c^{\prime}$ is given by $\min \left(p_{2}-p_{1}^{\prime}+\right.$ $+p_{0}^{\prime \prime}$ ) [see (2.26)].

## 2. The spectra of bounded operators

Consider now an operator $T \in \mathscr{B}(\mathrm{X})$. Then neither $\mathrm{P}(T)$ nor $\Sigma(T)$ is empty. More precisely, $\mathrm{P}(T)$ contains the exterior of the circle

$$
\begin{equation*}
|\zeta|=\operatorname{spr} T=\lim _{n \rightarrow \infty}\left\|T^{n}\right\|^{1 / n}=\inf _{n \geqq}\left\|T^{n}\right\|^{1 / n} \tag{6.13}
\end{equation*}
$$

(which reduces to the single point $\zeta=0$ if and only if $\operatorname{spr} T=0$, that is, $T$ is quasi-nilpotent), whereas there is at least one point of $\Sigma(T)$ on this circle ${ }^{1}$. In particular $\Sigma(T)$ is a subset of the closed disk $\left.|\zeta| \leqq\right\rangle T \|$. We note also that

$$
\begin{equation*}
\|\zeta R(\zeta)+1\| \rightarrow 0, \quad \zeta \rightarrow \infty . \tag{6.14}
\end{equation*}
$$

These are known in the finite-dimensional case (see I-§ 5.2), and the proof in the general case is not essentially different. We see that the Neumann series on the right of I-(5.10) converges for $\zeta$ outside the circle (6.13). That the sum of this series is equal to the resolvent $R(\zeta)$ can be seen as in the proof of Theorem 6.7. Since the convergence domain of this series is $|\zeta|>\operatorname{spr} T$, it follows that there is at least one point of $\Sigma(T)$ on (6.13) provided that $\operatorname{spr} T>0$. If $\operatorname{spr} T=0, \zeta=0$ belongs to $\Sigma(T)$ because otherwise $R(\zeta)$ would be an entire function, contradicting (6.14) and Liouville's theorem.

Problem 6.12. Consider the shift operator $T \in \mathscr{B}(X), X=l^{p}$, such that $T x_{1}=0$, $T x_{n}=x_{n-1}(n \geqq 2) . \Sigma(T)$ is the unit disk.

## 3. The point at infinity

The partition given above of the complex plane into the resolvent set and the spectrum of an operator does not refer to the point at infinity. For some purposes it is useful to consider this point in the partition. Before doing so we prove

Theorem 6.13. Let $T \in \mathscr{C}(\mathrm{X})$ and let $\mathrm{P}(T)$ contain the exterior of a circle. Then we have the alternatives:
i) $T \in \mathscr{B}(\mathrm{X}) ; R(\zeta)$ is holomorphic at $\zeta=\infty$ and $R(\infty)=0$.
ii) $R(\zeta)$ has an essential singularity at $\zeta=\infty$.

Proof. Suppose that $\zeta=\infty$ is not an essential singularity of $R(\zeta)$. Since $R(\zeta)$ is not identically zero, we have the expansion

$$
\begin{equation*}
R(\zeta)=\zeta^{k} A+\zeta^{k-1} B+\cdots, \quad A, B, \ldots \in \mathscr{B}(\mathrm{X}), \quad A \neq 0, \tag{6.15}
\end{equation*}
$$

for large $|\zeta|$, where $k$ is an integer. Then

$$
\begin{equation*}
T R(\zeta)=1+\zeta R(\zeta)=1+\zeta^{k+1} A+\zeta^{k} B+\cdots \tag{6.16}
\end{equation*}
$$

${ }^{1}$ Hence $\operatorname{spr} T=\sup _{\lambda \in \Sigma(T)}|\lambda|$.

First we show that $k \leqq-1$. If $k \geqq 0$, we should have $\zeta^{-k-1} R(\zeta) \rightarrow 0$, $T \zeta^{-k-1} R(\zeta) \rightarrow A$ for $\zeta \rightarrow \infty$, which implies $A=0$ by the closedness of $T$, contradicting the assumption $A \neq 0$. Hence $k \leqq-1$ and so $R(\zeta) \rightarrow 0$, $T R(\zeta) \rightarrow 1+\left(\lim \zeta^{k+1}\right) A$ for $\zeta \rightarrow \infty$. Again the closedness of $T$ requires that $1+\left(\lim \zeta^{k+1}\right) A=0$, which is possible only if $k=-1$ and $A=-1$. Thus $\zeta R(\zeta) u \rightarrow-u$ and $T \zeta R(\zeta) u \rightarrow B u$ for every $u \in \mathrm{X}$. The closedness of $T$ again implies that $u \in \mathrm{D}(T), T u=-B u$. In other words, $T=-B \in \mathscr{B}(\mathrm{X})$.

In view of Theorem 6.13, it is natural to include $\zeta=\infty$ in the resolvent set of $T$ if $T \in \mathscr{B}(\mathrm{X})$ and in the spectrum of $T$ otherwise. When it is desirable to distinguish these extended notions of the resolvent set and the spectrum (as subsets of the extended complex plane) from the proper ones defined before, we shall speak of the extended resolvent set and the extended spectrum and use the notations $\tilde{\mathrm{P}}(T), \tilde{\Sigma}(T)$. Thus $\zeta=\infty \in \tilde{\mathrm{P}}(T)$ if and only if $T \in \mathscr{B}(\mathrm{X})$. An unbounded operator always has $\zeta=\infty$ in its extended spectrum $\widetilde{\Sigma}(T)$; if it is an isolated point of $\tilde{\Sigma}(T)$, it is an essential singularity of $R(\zeta)$.

Problem 6.14. $\tilde{\mathbf{\Sigma}}(T)$ is never empty. (Recall that $\operatorname{dim} \mathrm{X}>0$.)
Theorem 6.15. Let $T$ be a closed invertible operator in $\mathrm{X} . \tilde{\Sigma}(T)$ and $\tilde{\Sigma}\left(T^{-1}\right)$ are mapped onto each other by the mapping $\zeta \rightarrow \zeta^{-1}$ of the extended complex plane ${ }^{1}$.

Proof. Let $0 \neq \zeta \in \mathrm{P}(T)$ so that $R(\zeta)$ exists. Set $S(\zeta)=T R(\zeta)$ $=1+\zeta R(\zeta) \in \mathscr{B}(\mathrm{X})$. For every $u \in \mathrm{X}$ we have $S(\zeta) u=T R(\zeta) u$ and $T^{-1} S(\zeta)=R(\zeta) u=\zeta^{-1}(S(\zeta)-1) u$. Hence

$$
\begin{equation*}
-\zeta\left(T^{-1}-\zeta^{-1}\right) S(\zeta) u=u \tag{6.17}
\end{equation*}
$$

This shows that $T^{-1}-\zeta^{-1}$ has range X . Moreover, this operator is invertible, for $\left(T^{-1}-\zeta^{-1}\right) v=0$ implies $v=\zeta T^{-1} v, T v=\zeta v, v=0$. Thus it follows from (6.17) that $\left(T^{-1}-\zeta^{-1}\right)^{-1}=-\zeta S(\zeta) \in \mathscr{B}(\mathrm{X})$, and $\zeta^{-1} \in \mathrm{P}\left(T^{-1}\right)$.

If $\zeta=0$ belongs to $\mathrm{P}(T), T^{-1} \in \mathscr{B}(\mathrm{X})$ so that $0^{-1}=\infty \in \tilde{\mathrm{P}}\left(T^{-1}\right)$ by definition. If $\zeta=\infty$ belongs to $\widetilde{\mathrm{P}}(T), T \in \mathscr{B}(\mathrm{X})$ and therefore $0=\infty^{-1} \in$ $\in \mathrm{P}\left(T^{-1}\right)$. Thus $\widetilde{\mathrm{P}}(T)$ is mapped by $\zeta \rightarrow \zeta^{-1}$ onto $\widetilde{\mathrm{P}}\left(T^{-1}\right)$. The same is true for the complementary sets $\tilde{\Sigma}(T)$ and $\tilde{\Sigma}\left(T^{-1}\right)$.

Problem 6.16. The spectrum of $R\left(\zeta_{0}\right)$ is the bounded set obtained from $\widetilde{\Sigma}(T)$ by the transformation $\zeta \rightarrow \zeta^{\prime}=\left(\zeta-\zeta_{0}\right)^{-1}$, and

$$
\begin{equation*}
R\left(\left(\zeta-\zeta_{0}\right)^{-1}, R\left(\zeta_{0}\right)\right)=-\left(\zeta-\zeta_{0}\right)-\left(\zeta-\zeta_{0}\right)^{2} R(\zeta) . \tag{6.18}
\end{equation*}
$$

Furthermore, $\operatorname{spr} R\left(\zeta_{0}\right)=1 / \operatorname{dist}\left(\zeta_{0}, \Sigma(T)\right)$.

[^86]
## 4. Separation of the spectrum

Sometimes it happens that the spectrum $\Sigma(T)$ of a closed operator $T$ contains a bounded part $\Sigma^{\prime}$ separated from the rest $\Sigma^{\prime \prime}$ in such a way that a rectifiable, simple closed curve $\Gamma$ (or, more generally, a finite number of such curves) can be drawn so as to enclose an open set containing $\Sigma^{\prime}$ in its interior and $\Sigma^{\prime \prime}$ in its exterior. (For most applications we consider in the following, the part $\Sigma^{\prime}$ will consist of a finite number of points.) Under such a circumstance, we have the following decomposition theorem.

Theorem 6.17. Let $\Sigma(T)$ be separated into two parts $\Sigma^{\prime}, \Sigma^{\prime \prime}$ in the way described above. Then we have a decomposition of $T$ according to a decomposition $\mathrm{X}=\mathrm{M}^{\prime} \oplus \mathrm{M}^{\prime \prime}$ of the space (in the sense of §5.6) in such a way that the spectra of the parts $T_{\mathbf{M}^{\prime}}, T_{\mathbf{M}^{\prime \prime}}$ coincide with $\Sigma^{\prime}, \Sigma^{\prime \prime}$ respectively and $T_{\mathcal{M}^{\prime}} \in \mathscr{B}\left(\mathrm{M}^{\prime}\right)$. Thus $\tilde{\Sigma}\left(T_{\mathcal{M}^{\prime}}\right)=\Sigma^{\prime}$ whereas $\tilde{\Sigma}\left(T_{M^{\prime \prime}}\right)$ may contain $\zeta=\infty$.

Proof. Set

$$
\begin{equation*}
P=-\frac{1}{2 \pi i} \int_{\Gamma} R(\zeta) d \zeta \in \mathscr{B}(\mathrm{X}) . \tag{6.19}
\end{equation*}
$$

A calculation analogous to that used to deduce $\mathrm{I}-(5.17)$ shows that $P^{2}=P$. Thus $P$ is a projection on $\mathrm{M}^{\prime}=P \mathrm{X}$ along $\mathrm{M}^{\prime \prime}=(1-P) \mathrm{X}$. Furthermore

$$
\begin{equation*}
P R(\zeta)=R(\zeta) P, \quad \zeta \in \mathrm{P}(T), \tag{6.20}
\end{equation*}
$$

so that $P$ commutes with $T$ (Theorem 6.5), which means that $T$ is decomposed according to $\mathrm{X}=\mathrm{M}^{\prime} \oplus \mathrm{M}^{\prime \prime}$ and the parts $T_{\mathbf{M}^{\prime}}, T_{\mathbf{M}^{\prime \prime}}$ are defined.

It is readily seen that the parts of $R(\zeta)$ in $\mathrm{M}^{\prime}, \mathrm{M}^{\prime \prime}$, which we denote by $R_{M^{\prime}}(\zeta), R_{M^{\prime \prime}}(\zeta)$, are the inverses of $T_{M^{\prime}}-\zeta, T_{M^{\prime \prime}}-\zeta$, respectively. This shows that both $\mathrm{P}\left(T_{M^{\prime}}\right)$ and $\mathrm{P}\left(T_{M^{\prime \prime}}\right)$ contain $\mathrm{P}(T)$. Actually, however, $\mathrm{P}\left(T_{\mathbf{M}^{\prime}}\right)$ also contains $\Sigma^{\prime \prime}$. To see this we first note that $R_{\mathbf{M}^{\prime}}(\zeta) u$ $=R(\zeta) u=R(\zeta) P u$ for $u \in \mathrm{M}^{\prime}, \zeta \in \mathrm{P}(T)$. But for any $\zeta \in \mathrm{P}(T)$ not on $\Gamma$, we have

$$
\begin{equation*}
R(\zeta) P=-\frac{1}{2 \pi i} \int_{\Gamma} R(\zeta) R\left(\zeta^{\prime}\right) d \zeta^{\prime}=-\frac{1}{2 \pi i} \int_{\Gamma}\left(R(\zeta)-R\left(\zeta^{\prime}\right)\right) \frac{d \zeta^{\prime}}{\zeta-\zeta^{\prime}} \tag{6.21}
\end{equation*}
$$

by (6.19) and the resolvent equation I-(5.5). If $\zeta$ is outside $\Gamma$, this gives

$$
\begin{equation*}
R(\zeta) P=\frac{1}{2 \pi i} \int_{\Gamma} R\left(\zeta^{\prime}\right) \frac{d \zeta^{\prime}}{\zeta-\zeta^{\prime}} \tag{6.22}
\end{equation*}
$$

Since the right member of (6.22) is holomorphic outside $\Gamma$, it follows that $R(\zeta) P$, and hence $R_{\mathcal{M}^{\prime}}(\zeta)$ also, has an analytic continuation holomorphic outside $\Gamma$. That this continuation of $R_{M^{\prime}}(\zeta)$ is the resolvent of $T_{\mathbf{M}^{\prime}}$ can be
seen from Theorem 6.7. Thus $\mathrm{P}\left(T_{M^{\prime}}\right)$ contains the exterior of $\Gamma$ and therefore $\Sigma\left(T_{M^{\prime}}\right) \subset \Sigma^{\prime}$.

Similarly, it follows from (6.21) that

$$
\begin{equation*}
R(\zeta) P=R(\zeta)+\frac{1}{2 \pi i} \int_{\Gamma} R\left(\zeta^{\prime}\right) \frac{d \zeta^{\prime}}{\zeta-\zeta^{\prime}} \tag{6.23}
\end{equation*}
$$

if $\zeta$ is inside $\Gamma$. This shows that $R(\zeta)(1-P)$ has an analytic continuation holomorphic inside $\Gamma$. As above, this leads to the conclusion that $\Sigma\left(T_{M^{\prime \prime}}\right) \subset \Sigma^{\prime \prime}$.

On the other hand, a point $\zeta \in \Sigma$ cannot belong to both $\mathrm{P}\left(T_{M^{\prime}}\right)$ and $\mathrm{P}\left(T_{\mathcal{M}^{\prime \prime}}\right)$; otherwise it would belong to $\mathrm{P}(T)$ because $R_{\mathcal{M}^{\prime}}(\zeta) P+$ $+R_{M^{\prime \prime}}(\zeta)(1-P)$ would be equal to the inverse of $T-\zeta$. This shows that we have $\Sigma\left(T_{M^{\prime}}\right)=\Sigma^{\prime}, \Sigma\left(T_{M^{\prime \prime}}\right)=\Sigma^{\prime \prime}$.

Finally we shall show that

$$
\begin{equation*}
P T \subset T P=-\frac{1}{2 \pi i} \int_{\Gamma} T R(\zeta) d \zeta=-\frac{1}{2 \pi i} \int_{\Gamma} \zeta R(\zeta) d \zeta \in \mathscr{B}(\mathrm{X}) . \tag{6.24}
\end{equation*}
$$

$P T \subset T P$ expresses the known fact that $T$ commutes with $P$. The second equality of (6.24) is obvious since $T R(\zeta)=1+\zeta R(\zeta)$. The first equality is obtained by a formal multiplication of (6.19) from the left by $T$. This multiplication is justified by the closedness of $T$ [approximate (6.19) by a finite sum and use the boundedness of $T R(\zeta)=1+$ $+\zeta R(\zeta)]$.
(6.24) implies that $T_{M^{\prime}} \in \mathscr{B}\left(\mathrm{M}^{\prime}\right)$. This completes the proof.

We note the following facts proved above. $R(\zeta)$ can be written in the form

$$
\begin{align*}
R(\zeta) & =R^{\prime}(\zeta)+R^{\prime \prime}(\zeta), \\
R^{\prime}(\zeta) & =R(\zeta) P, \quad R^{\prime \prime}(\zeta)=R(\zeta)(1-P) . \tag{6.25}
\end{align*}
$$

$R^{\prime}(\zeta)$ is holomorphic outside $\Sigma^{\prime}$ and coincides with $R_{\mathcal{M}^{\prime}}(\zeta)$ when restricted to $\mathrm{M}^{\prime}$ while it vanishes on $\mathrm{M}^{\prime \prime}$; similarly $R^{\prime \prime}(\zeta)$ is holomorphic outside $\Sigma^{\prime \prime}$ and coincides with $R_{\mathrm{M}^{\prime \prime}}(\zeta)$ on $\mathrm{M}^{\prime \prime}$ while vanishing on $\mathrm{M}^{\prime}$.

Theorem 6.17 can easily be extended to the case in which $\Sigma(T)$ is separated into several parts $\Sigma_{1}, \ldots, \Sigma_{s}$ and $\Sigma_{0}$, where each $\Sigma_{h}$ with $1 \leqq h \leqq s$ is bounded and is enclosed in a closed curve (or a system of closed curves) $\Gamma_{h}$ running in $\mathrm{P}(T)$ and lying outside one another, whereas $\Sigma_{0}$ may be unbounded and is excluded by the $\Gamma_{h}$. Then the operators $P_{h}$ defined by (6.19) with $\Gamma=\Gamma_{h}$ satisfy $P_{h} P_{k}=\delta_{h k} P_{h}$, $h, k=1, \ldots$, s. $T$ commutes with every $P_{h}$ so that $T$ is decomposed according to the decomposition $\mathrm{X}=\mathrm{M}_{1} \oplus \cdots \oplus \mathrm{M}_{s} \oplus \mathrm{M}_{0}, \mathrm{M}_{h}=P_{h} \mathrm{X}$, where $P_{0}=1-P_{1}-\cdots-P_{s}$. The part $T_{M_{h}}$ of $T$ in $M_{h}$ has spectrum $\Sigma_{h}$, and $T_{M_{h}} \in \mathscr{B}\left(\mathrm{M}_{h}\right)$ for $h \geqq 1$.

## 5. Isolated eigenvalues ${ }^{1}$

Suppose that the spectrum $\Sigma(T)$ of $T \in \mathscr{C}(\mathbf{X})$ has an isolated point $\lambda$. Obviously $\Sigma(T)$ is divided into two separate parts $\Sigma^{\prime}, \Sigma^{\prime \prime}$ in the sense of the preceding paragraph, where $\Sigma^{\prime}$ consists of the single point $\lambda$; any closed curve enclosing $\lambda$ but no other point of $\Sigma(T)$ may be chosen as $\Gamma$. The operator $T_{M^{\prime}}$ described in Theorem 6.17 has spectrum consisting of the single point $\lambda$. Therefore, $T_{M^{\prime}}-\lambda$ is quasi-nilpotent (see par. 2). The Neumann series I-(5.10) applied to $T_{M^{\prime}}-\lambda$ beomes

$$
\begin{equation*}
R_{M^{\prime}}(\zeta)=-\sum_{n=0}^{\infty}(\zeta-\lambda)^{-n-1}\left(T_{M^{\prime}}-\lambda\right)^{n} \tag{6.26}
\end{equation*}
$$

and converges except for $\zeta=\lambda$. (6.26) is equivalent to

$$
\begin{equation*}
R^{\prime}(\zeta)=R(\zeta) P=-\frac{P}{\zeta-\lambda}-\sum_{n=1}^{\infty} \frac{D^{n}}{(\zeta-\lambda)^{n+1}} \tag{6.27}
\end{equation*}
$$

where

$$
\begin{equation*}
D=(T-\lambda) P=-\frac{1}{2 \pi i} \int_{\Gamma}(\zeta-\lambda) R(\zeta) d \zeta \in \mathscr{B}(\mathbf{X}) \tag{6.28}
\end{equation*}
$$

is likewise quasi-nilpotent and

$$
\begin{equation*}
D=D P=P D \tag{6.29}
\end{equation*}
$$

On the other hand $R_{\mathrm{M}^{\prime \prime}}(\zeta)$ is holomorphic at $\zeta=\lambda$ and admits the Taylor expansion I-(5.6) with $\zeta_{0}=\lambda$. This is equivalent to

$$
\begin{equation*}
R^{\prime \prime}(\zeta)=R(\zeta)(1-P)=\sum_{n=0}^{\infty}(\zeta-\lambda)^{n} S^{n+1} \tag{6.30}
\end{equation*}
$$

where

$$
\begin{equation*}
S=R_{M^{\prime \prime}}(\lambda)(1-P)=\lim _{\zeta \rightarrow \lambda} R(\zeta)(1-P) . \tag{6.31}
\end{equation*}
$$

(Note that $R(\lambda)$ does not exist.) $R^{\prime \prime}(\zeta)$ will be called the reduced resolvent of $T$ for the eigenvalue $\lambda$.

It follows from (6.27) and (6.30) that

$$
\begin{equation*}
R(\zeta)=-\frac{P}{\zeta-\lambda}-\sum_{n=1}^{\infty} \frac{D^{n}}{(\zeta-\lambda)^{n+1}}+\sum_{n=0}^{\infty}(\zeta-\lambda)^{n} S^{n+1} \tag{6.32}
\end{equation*}
$$

This is the Laurent series for $R(\zeta)$ at the isolated singularity $\zeta=\lambda$.
$S$ has properties similar to those of the operator $S_{h}$ introduced in the finite-dimensional case ( I -§ 5.3), namely

$$
\begin{equation*}
S=\frac{1}{2 \pi i} \int_{\Gamma} R(\zeta) \frac{d \zeta}{\zeta-\lambda} \in \mathscr{B}(\mathrm{X}), \tag{6.33}
\end{equation*}
$$

$$
\begin{equation*}
S T \subset T S \in \mathscr{B}(\mathrm{X}), \quad(T-\lambda) S=1-P, \quad S P=P S=0 . \tag{6.34}
\end{equation*}
$$

${ }^{1}$ The expression "an isolated eigenvalue" is somewhat ambiguous. We mean by it an eigenvalue which is an isolated point of the spectrum (not just an isolated point in the set of eigenvalues).

The Laurent expansion (6.32) is similar to I-(5.18) in the finitedimensional case, with the sole difference that the principal part (with negative powers of $\zeta-\lambda$ ) may be an infinite series. The principal part is finite, however, if $M^{\prime}$ is finite-dimensional, for $D_{M^{\prime}}=T_{M^{\prime}}-\lambda$ is then nilpotent (see Problem I-5.6) and the same is true of $D$. In this case $\lambda$ is an eigenvalue of $T$. In fact, since $\lambda$ belongs to the spectrum of the finitedimensional operator $T_{\mathcal{M}^{\prime}}$, it must be an eigenvalue of $T_{\mathcal{M}^{\prime}}$ and hence of $T$. In this case $\operatorname{dim} \mathrm{M}^{\prime}$ is again called the (algebraic) multiplicity of the eigenvalue $\lambda$ of $T$, and $P$ and $D$ are the eigenprojection and the eigennilpotent associated with $\lambda$. $\lambda$ may or may not be an eigenvalue of $T$ if $\operatorname{dim} \mathrm{M}^{\prime}=\infty$.

These results can be extended to the case in which we consider several isolated points $\lambda_{1}, \ldots, \lambda_{s}$ of $\Sigma(T)$. The remark at the end of par. 4 leads immediately to

$$
\begin{equation*}
R(\zeta)=-\sum_{h=1}^{s}\left[\frac{P_{h}}{\zeta-\lambda_{h}}+\sum_{n=1}^{\infty} \frac{D_{h}^{n}}{\left(\zeta-\lambda_{h}\right)^{n+1}}\right]+R_{0}(\zeta) . \tag{6.35}
\end{equation*}
$$

Here the $P_{h}$ are projections and the $D_{h}$ are quasi-nilpotents such that

$$
\begin{equation*}
P_{h} P_{k}=\delta_{h k} P_{h}, \quad P_{h} D_{h}=D_{h} P_{h}=D_{h}, \quad\left(T-\lambda_{h}\right) P_{h}=D_{h} \tag{6.36}
\end{equation*}
$$

$R_{0}(\zeta)$ is holomorphic at $\zeta=\lambda_{h}, h=1, \ldots, s$, and

$$
\begin{equation*}
R_{0}(\zeta)=R(\zeta) P_{0}, \quad P_{0}=1-\left(P_{1}+\cdots+P_{s}\right) . \tag{6.37}
\end{equation*}
$$

Again $\lambda_{h}$ is an eigenvalue of $T$ if $\mathrm{M}_{h}=P_{h} \mathrm{X}$ is finite-dimensional, and $P_{h}$ and $D_{h}$ are respectively the associated eigenprojection and eigennilpotent. We have further

$$
\begin{equation*}
T P=\sum_{h=1}^{s}\left(\lambda_{h} P_{h}+D_{h}\right), \quad P=P_{1}+\cdots+P_{s} . \tag{6.38}
\end{equation*}
$$

Here we have a spectral representation of $T$ in a restricted sense. This is not so complete as the one in the finite-dimensional case ( $\mathrm{I}-\S 5.4$ ), since the isolated points do not in general exhaust the spectrum $\Sigma(T)$ and, even if this is the case, there are in general an infinite number of points $\lambda_{h}$. Nevertheless, it gives a fairly complete description of the operator $T$ if one is interested only in a limited portion of the complex plane where there are only a finite number of points of $\Sigma(T)$ which are eigenvalues with finite multiplicities. For brevity a finite collection $\lambda_{1}, \ldots, \lambda_{s}$ of such eigenvalues will be called a finite system of eigenvalues. For a finite system of eigenvalues, the situation is much the same as in the finite-dimensional case discussed in detail in I-§5. Most of the results deduced there can now be taken over, and this will be done in the sequel without further comment whenever there is no particular difficulty.

Problem 6.18. Suppose that $\operatorname{dim} M^{\prime}=m<\infty$ in Theorem 6.17. Then $\Sigma^{\prime}$ consists of a finite system of eigenvalues with the total multiplicity $m$.

Example 6.19. Consider the differential operator $T_{3}$ of Example 2.6 (or 2.7). The spectrum of $T_{3}$ consists of the isolated points $\lambda_{n}$ given by (6.5). Let us find the associated eigenprojections $P_{n}$. Integrating the resolvent $R_{3}(\zeta)$ given by (6.6) along a small circle around $\zeta=\lambda_{n}$ (which is a zero of $k-e^{(b-a) \zeta}$ ), we have by (6.19)

$$
\begin{equation*}
P_{n} v(y)=-\frac{1}{2 \pi i} \int R_{3}(\zeta) v(y) d \zeta=\frac{e^{\lambda_{n} y}}{b-a} \int_{a}^{b} e^{-\lambda_{n} x} v(x) d x \tag{6.39}
\end{equation*}
$$

where a simple calculation of the residue has been made ${ }^{1} . P_{n}$ is a degenerate integral operator of rank one with the kernel

$$
\begin{equation*}
p_{n}(y, x)=\frac{1}{b-a} e^{\lambda_{n}(y-x)} \tag{6.40}
\end{equation*}
$$

Each $\lambda_{n}$ is an isolated eigenvalue of $T_{3}$ with multiplicity one (simple eigenvalue), and the associated eigennilpotent is zero.

Example 6.20. Consider the differential operator $T_{1}$ of $\S 2.3 . \Sigma\left(T_{1}\right)$ consists of isolated points $\lambda_{n}$ which are the zeros of the entire function $W_{0}(\zeta)$, see Example 6.11. The eigenprojections $P_{n}$ can be calculated in the same way as above: the resolvent $R_{1}(\zeta)$ is an integral operator with the kernel $g(y, x ; \zeta)$ given by (6.10), and $P_{n}$ is obtained by (6.19) as in (6.39). Since there is a constant $k$ such that $u_{2}\left(x, \lambda_{n}\right)$ $=k u_{1}\left(x, \lambda_{n}\right)$ in virtue of the vanishing of the Wronskian at $\zeta=\lambda_{n}$, a simple calculation of the residue gives

$$
\begin{align*}
P_{n} v(y) & =\frac{k \varphi_{n}(y)}{W_{0}^{\prime}\left(\lambda_{n}\right)} \int_{a}^{b} \frac{\varphi_{n}(x) v(x)}{p_{0}(x)} e^{\int_{a}^{x} \frac{p_{1}}{p_{0}} d x} d x,  \tag{6.41}\\
\varphi_{n}(x) & =u_{1}\left(x, \lambda_{n}\right)
\end{align*}
$$

$\varphi_{n}(x)$ is an eigenfunction of $T_{1}$ for the eigenvalue $\lambda_{n} . P_{n}$ is a degenerate integral operator with rank one. Incidentally, we note that $P_{n}^{2}=P_{n}$ is equivalent to

$$
\begin{equation*}
\frac{1}{k} W_{0}^{\prime}\left(\lambda_{n}\right)=\int_{a}^{b} \frac{\varphi_{n}(x)^{2}}{p_{0}(x)} e^{\int_{a}^{x} \frac{p_{1}}{p_{0}} d x} d x \tag{6.42}
\end{equation*}
$$

which can also be verified directly from the differential equation satisfied by $\varphi_{n}(x)$. (6.42) implies that $W_{0}^{\prime}\left(\lambda_{n}\right) \neq 0$, for $\varphi_{n}(x)$ is real because $\lambda_{n}$ is real ${ }^{2}$ (see Example 6.11).
${ }^{1}$ Strictly speaking, the validity of relations such as (6.39) or (6.41) needs a proof, for the integral in (6.19) is an integral of an operator-valued function $R(\zeta)$ whereas (6.39) or (6.41) is concerned with the values of functions. For $\mathbf{X}=\mathrm{C}[a, b]$ this proof is trivial since $u(y)$ for each fixed $y$ is a bounded linear form in $u \in \mathbf{X}$. It is not so simple for $X=L^{p}(a, b)$. In this case we first note, for example, that (6.19) implies $(P v, f)=-(2 \pi i)^{-1} \int(R(\zeta) v, f) d \zeta$ for $v \in X$ and $f \in X^{*}=L^{q}(a, b)$, $p^{-1}+q^{-1}=1$. On calculating the right member and noting that $f \in X^{*}$ is arbitrary, we see that (6.39) or (6.41) holds for almost all $y$.
${ }^{2} W_{0}^{\prime}\left(\lambda_{n}\right)$ may be zero if some of $p_{0}, p_{1}, p_{2}$ are not real or if we consider non-real boundary conditions. If $W_{0}^{\prime}\left(\lambda_{n}\right)=0, P_{n}$ is no longer of rank 1 and $R(\zeta)$ may have a pole of order higher than 1.

Example 6.21. As a more specific example, consider the operator

$$
\begin{array}{cc}
T u=-u^{\prime \prime}, & 0 \leqq x \leqq \pi, \quad \text { with boundary condition }  \tag{6.43}\\
u(0)=u(\pi)=0
\end{array}
$$

We shall regard $T$ as an operator in $X=C[0, \pi]$ so that it is a special case of the $T_{1}$ of the preceding example, with $a=0, b=\pi, p_{0}=-1, p_{1}=0, p_{2}=0$. The eigenvalues and normalized eigenvectors are

$$
\begin{equation*}
\lambda_{n}=n^{2}, \quad \varphi_{n}(x)=\sin n x, \quad n=1,2,3, \ldots \tag{6.44}
\end{equation*}
$$

The resolvent $R(\zeta)=R(\zeta, T)$ is an integral operator with the kernel equal to the Green function of the equation $u^{\prime \prime}+\zeta u=0$, namely

$$
\begin{equation*}
g(y, x ; \zeta)=\frac{\sin \sqrt{\zeta} y \sin \sqrt{\zeta}(\pi-x)}{\sqrt{\zeta} \sin \pi \sqrt{\zeta}}, \quad y \leqq x \tag{6.45}
\end{equation*}
$$

and $x, y$ exchanged for $x \leqq y$. The poles of $g(y, x ; \zeta)$ as a function of $\zeta$ are exactly the eigenvalues $\lambda_{n}=n^{2}$.

The Laurent expansion of $g(y, x ; \zeta)$ in powers of $\zeta-n^{2}$ corresponds to (6.32). This remark yields expressions for $P$ and $S$ for $\lambda=\lambda_{n}=n^{2}$ : these are integral operators with the kernels $p$ and $s$, respectively, given by

$$
\begin{align*}
& p(y, x)=\frac{2}{\pi} \sin n y \sin n x,  \tag{6.46}\\
& s(y, x)=\frac{2}{\pi}\left[-\frac{y}{2 n} \cos n y \sin n x\right.+\frac{\pi-x}{2 n} \sin n y \cos n x+ \\
&\left.+\frac{1}{4 n^{2}} \sin n y \sin n x\right], \quad y \leqq x
\end{align*}
$$

and with $x, y$ exchanged for $x \leqq y$. Note that $D=0$.
For later reference we deduce some estimates for $R(\zeta)$. According to Example 2.4 (final remark), $\|R(\zeta)\|$ is not larger than $\max _{y} \int|g(y, x ; \zeta)| d x$. Since $|\sin z| \leqq \cosh (\operatorname{Im} z)$ for any complex number $z$, a simple calculation yields

$$
\begin{equation*}
\|R(\zeta)\| \leqq \frac{\sinh \pi \beta}{\beta|\zeta|^{1 / 2}\left(\sin ^{2} \pi \alpha+\sinh ^{2} \pi \beta\right)^{1 / 2}}, \quad \alpha=\operatorname{Re} \sqrt{\zeta}, \quad \beta=\operatorname{Im} \sqrt{\zeta} \tag{6.47}
\end{equation*}
$$

This further leads to the estimates

$$
\begin{align*}
& \|R(\zeta)\| \leqq \frac{1}{|\beta||\zeta|^{1: 2}} \leqq\left\{\begin{array}{l}
\frac{1}{|\alpha \beta|}=\frac{2}{|\operatorname{Im} \zeta|}, \\
\frac{1}{|\beta|^{2}},
\end{array}\right.  \tag{6.48}\\
& \|R(\zeta)\| \leqq \frac{\pi}{|\zeta|^{1 / 2}|\sin \pi \alpha|} \leqq \frac{\pi}{|\alpha \sin \pi \alpha|}
\end{align*}
$$

The curve in the $\zeta$-plane defined by $\operatorname{Re} \sqrt{\zeta}=\alpha=$ const. is a parabola

$$
\begin{equation*}
\xi=\alpha^{2}-\frac{\eta^{2}}{4 \alpha^{2}} \quad \text { where } \quad \xi=\operatorname{Re} \zeta, \quad \eta=\operatorname{Im} \zeta \tag{6.49}
\end{equation*}
$$

It follows from (6.48) that $\|R(\zeta)\| \leqq \pi \| \alpha \sin \pi \alpha \mid$ along such a parabola.

## 6. The resolvent of the adjoint

There is a simple relation between the resolvent of a closed operator $T$ in X and that of the adjoint $T^{*}$ (assuming that $T$ is densely defined so that $T^{*}$ exists). The following theorem is a direct consequence of Theorem 5.30.

Theorem 6.22. $\mathrm{P}\left(T^{*}\right)$ and $\Sigma\left(T^{*}\right)$ are respectively the mirror images of $\mathrm{P}(T)$ and $\Sigma(T)$ with respect to the real axis, and

$$
\begin{equation*}
R\left(\zeta, T^{*}\right)=R(\zeta, T)^{*}, \quad \zeta \in \mathrm{P}(T) \tag{6.50}
\end{equation*}
$$

According to this theorem, any result on the spectrum of $T$ has its counterpart for $T^{*}$. For example, if $\Sigma(T)$ is separated into two parts $\Sigma^{\prime}$, $\Sigma^{\prime \prime}$ by a curve $\Gamma$ as in par. 4, then $\Sigma\left(T^{*}\right)$ is separated by $\Gamma$ into two parts $\Sigma^{\prime}, \Sigma^{\prime \prime}$ ( $\bar{\Gamma}$ etc. being the mirror images of $\Gamma$ etc.). The resulting decompositions of the spaces $X=M^{\prime} \oplus M^{\prime \prime}, X^{*}=M^{\prime *} \oplus M^{\prime \prime *}$ described in Theorem 6.17 have the projection $P$ and its adjoint $P^{*}$ :

$$
\begin{equation*}
\mathrm{M}^{\prime}=P \mathrm{X}, \mathrm{M}^{\prime \prime}=(1-P) \mathrm{X}, \mathrm{M}^{\prime *}=P^{*} \mathrm{X}^{*}, \mathrm{M}^{\prime \prime *}=\left(1-P^{*}\right) \mathrm{X}^{*} \tag{6.51}
\end{equation*}
$$

This follows from the expressions

$$
\begin{equation*}
P=-\frac{1}{2 \pi i} \int_{\Gamma} R(\zeta, T) d \zeta, \quad P^{*}=-\frac{1}{2 \pi i} \int_{\bar{\Gamma}} R\left(\zeta, T^{*}\right) d \zeta, \tag{6.52}
\end{equation*}
$$

by noting (6.50) and that the two integrals of (6.52) are taken along $\Gamma$ and $\Gamma$ in the positive direction. (6.51) implies

$$
\begin{equation*}
\operatorname{dim} M^{\prime}=\operatorname{dim} M^{\prime *}, \quad \operatorname{dim} M^{\prime \prime}=\operatorname{dim} M^{\prime \prime *}, \tag{6.53}
\end{equation*}
$$

see (4.10) and the remark thereafter.
In particular suppose that $\Sigma(T)$ contains several isolated points $\lambda_{1}, \ldots, \lambda_{s}$, so that $R(\zeta)=R(\zeta, T)$ has the form (6.35). The corresponding expression for $R^{*}(\zeta)=R\left(\zeta, T^{*}\right)$ is

$$
\begin{equation*}
R^{*}(\zeta)=-\sum_{h=1}^{s}\left[\frac{P_{h}^{*}}{\zeta-\bar{\lambda}_{k}}+\sum_{n=1}^{\infty} \frac{D_{h}^{* n}}{\left(\zeta-\bar{\lambda}_{k}\right)^{n+1}}\right]+R_{0}^{*}(\zeta) \tag{6.54}
\end{equation*}
$$

where the $P_{h}^{*}$ are projections satisfying $P_{h}^{*} P_{k}^{*}=\delta_{h k} P_{h}^{*}$ and where $R_{0}^{*}(\zeta)=R_{0}(\zeta)^{*}$ is holomorphic at $\zeta=\bar{\lambda}_{h}, h=1, \ldots, s$. If $\mathrm{M}_{h}=P_{h} \mathrm{X}$ is finite-dimensional, the same is true of $\mathrm{M}_{h}^{*}=P_{h}^{*} \mathrm{X}^{*}$ and $\operatorname{dim} \mathrm{M}_{h}^{*}$ $=\operatorname{dim} M_{h}$, and $\bar{\lambda}_{h}$ is an eigenvalue of $T^{*}$ with (algebraic) multiplicity equal to that of $\lambda_{h}$ for $T$.

Remark 6.23. An isolated eigenvalue $\lambda$ of $T$ with finite multiplicity $m$ (such as $\lambda_{h}$ considered above) has properties quite similar to an eigenvalue of a finite-dimensional operator. For instance, not only is $\bar{\lambda}$ an eigenvalue of $T^{*}$ with (algebraic) multiplicity $m$, but the geometric multiplicity of $\bar{\lambda}$ for $T^{*}$ is equal to that of $\lambda$ for $T$. Again, the linear equation $(T-\lambda) u=v$ is solvable if and only if $v \perp \mathrm{~N}\left(T^{*}-\bar{\lambda}\right)$ whereas ( $\left.T^{*}-\bar{\lambda}\right) g=f$ is solvable if and only if $f \perp \mathrm{~N}(T-\lambda)$. These results follow immediately if one notes that the problem is reduced to the finite-dimensional problem for the parts $T_{\mathcal{M}^{\prime}}$ and $T_{\mathcal{M}^{*}}^{*}$, each of which may be considered the adjoint of the other.

Remark 6.24. If $\operatorname{dim} \mathrm{M}_{h}=\infty$, it is possible that $\lambda_{h}$ is an eigenvalue of $T$ but $\bar{\lambda}_{h}$ is not an eigenvalue of $T^{*}$ or vice versa.

Example 6.25. We continue to consider Example 6.20. $P_{n}$ as given by (6.41) is an integral operator with the kernel $p_{n}(y, x)=\varphi_{n}(y) \psi_{n}(x)$ where $\psi_{n}(x)$ $=k \varphi_{n}(x) \exp \left(\int_{a}^{x} \frac{p_{1}}{p_{0}} d x\right) / W_{0}^{\prime}\left(\lambda_{n}\right) p_{0}^{\prime}(x) . \bar{\lambda}_{n}$ should be a simple eigenvalue of $T_{1}^{*}$ with the associated eigenprojection $P_{n}^{*}$, which is an integral operator with the kernel $p_{n}^{*}(y, x)=\psi_{n}(y) \varphi_{n}(x)$. Thus $\psi_{n}(x)$ is the eigenfunction of $T_{1}^{*}$ for the eigenvalue $\lambda_{n}$ (note that $\lambda_{n}, \varphi_{n}, \psi_{n}$ are all real). Here we consider $T_{1}$ as an operator in $\mathrm{X}=\mathrm{L}^{p}(a, b)$ rather than in $\mathrm{C}[a, b]$ since $T_{1}$ is not densely defined in the latter case.

## 7. The spectra of compact operators

The spectrum of a compact operator $T$ in X has a simple structure analogous to that of an operator in a finite-dimensional space.

Theorem 6.26. Let $T \in \mathscr{B}(\mathrm{X})$ be compact. $\Sigma(T)$ is a countable set with no accumulation point different from zero. Each nonzero $\lambda \in \Sigma(T)$ is an eigenvalue of $T$ with finite multiplicity, and $\bar{\lambda}$ is an eigenvalue of $T^{*}$ with the same multiplicity.

Proof. We give the proof in several steps.
I. First we prove that the eigenvalues of $T$ do not accumulate at a point $\lambda \neq 0$. Otherwise there would be a sequence $\left\{\lambda_{n}\right\}$ of distinct eigenvalues of $T$ with eigenvectors $u_{n}$ such that $0 \neq \lambda_{n} \rightarrow \lambda \neq 0$. Let $M_{n}$ be the subspace spanned by the $n$ vectors $u_{1}, \ldots, u_{n} . M_{n}$ is invariant under $T$. Since $u_{1}, u_{2}, \ldots$ are linearly independent, $M_{n-1}$ is a proper subspace of $M_{n}$ and there is a $v_{n} \in M_{n}$ such that $\left\|v_{n}\right\|=1$ and $\operatorname{dist}\left(v_{n}, M_{n-1}\right)=1$ (see Lemma 1.12). With the sequence $\left\{v_{n}\right\}$ thus defined, we shall show that $\left\{\lambda_{n}^{-1} T v_{n}\right\}$ contains no Cauchy subsequence, contradicting the assumption that $T$ is compact (note that $\left\{\lambda_{n}^{-1} v_{n}\right\}$ is bounded). Now we have for $m<n$

$$
\lambda_{n}^{-1} T v_{n}-\lambda_{m}^{-1} T v_{m}=v_{n}-\left(\lambda_{m}^{-1} T v_{m}-\lambda_{n}^{-1}\left(T-\lambda_{n}\right) v_{n}\right)
$$

where the second term on the right belongs to $M_{n-1}$ because $v_{m} \in M_{n-1}$, $\mathbf{M}_{n-1}$ is invariant under $T$ and $\left(T-\lambda_{n}\right) v_{n} \in \mathbf{M}_{n-1}$. Since $\operatorname{dist}\left(v_{n}, \mathbf{M}_{n-1}\right)$ $=1$, it follows that each element of the sequence $\left\{\lambda_{n}^{-1} T v_{n}\right\}$ has distance $\geqq 1$ from any other one, showing that no subsequence of this sequence can be convergent.
II. Next we prove that $\mathrm{R}(T-\zeta)$ is closed if $\zeta \neq 0$ and $\zeta$ is not an eigenvalue of $T$. Suppose that $(T-\zeta) u_{n} \rightarrow v$; we have to show that $v \in R(T-\zeta)$. If $\left\{u_{n}\right\}$ is bounded, $\left\{T u_{n}\right\}$ contains a Cauchy sequence; by replacing $\left\{u_{n}\right\}$ by a subsequence, we may assume that $\left\{T u_{n}\right\}$ itself is Cauchy. Let $T u_{n} \rightarrow w$. Then $\zeta u_{n}=T u_{n}-(T-\zeta) u_{n} \rightarrow w-v$. Application of $T$ gives $\zeta T u_{n} \rightarrow T(w-v)$. Thus $\zeta w=T w-T v$ or $v=\zeta^{-1}(T-\zeta)(w-v) \in \mathbb{R}(T-\zeta)$. It remains to show that $\left\{u_{n}\right\}$ is bounded. Otherwise we may assume that $\left\|u_{n}\right\| \rightarrow \infty$, replacing $\left\{u_{n}\right\}$
by a subsequence if necessary. Set $u_{n}^{\prime}=u_{n} /\left\|u_{n}\right\|$. Then $\left\{u_{n}^{\prime}\right\}$ is a bounded sequence and $(T-\zeta) u_{n}^{\prime} \rightarrow 0$. The same argument as above then leads to the results $T u_{n}^{\prime} \rightarrow w,(T-\zeta) w=0$ and $\zeta u_{n}^{\prime} \rightarrow w$. Thus $\|w\|=$ $=\lim \left\|\zeta u_{n}^{\prime}\right\|=|\zeta|>0$ and $w$ must be an eigenvector of $T$ for the eigenvalue $\zeta$, contrary to the assumption.
III. For the moment a complex number $\zeta$ will be said to be exceptional if either $\zeta$ is an eigenvalue of $T$ or $\bar{\zeta}$ is an eigenvalue of $T^{*}$. Since $T^{*}$ is compact with $T$ (Theorem 4.10), it follows from the result proved above that the set of exceptional numbers is countable and has no accumulation point different from zero. Every nonexceptional point $\zeta \neq 0$ belongs to $\mathrm{P}(T)$. In fact, since we have just shown that $\mathrm{R}(T-\zeta)$ is closed, it suffices to note that $\mathrm{R}(T-\zeta)^{\perp}=\mathrm{N}\left(T^{*}-\bar{\zeta}\right)=0$. On the other hand, an exceptional point obviously belongs to $\Sigma(T)$ (note Theorem $6.22)$. Thus $\Sigma(T)$ is exactly the set of exceptional points. In view of the results of the preceding paragraphs, the theorem will be proved if we show that the eigenprojection $P$ associated with each $\lambda \in \Sigma(T), \lambda \neq 0$, is finite-dimensional.
$P$ is given by (6.19) where $\Gamma$ is a small circle around $\lambda$ excluding the origin. $R(\zeta)=R(\zeta, T)$ is in general not compact, but $R(\zeta)^{\prime}+\zeta^{-1}$ $=\zeta^{-1} T R(\zeta)$ is compact with $T$ (Theorem 4.8). Since $\int_{\Gamma} \zeta^{-1} d \zeta=0$, $P$ is equal to the integral along $\Gamma$ of the compact operator $R(\zeta)+\zeta^{-1}$ and is itself compact (since the integral is the limit in norm of finite sums of compact operators). In virtue of Problem 4.5, it follows that $P_{\text {r }}$ is finite-dimensional.

Remark 6.27. Since every complex number $\lambda \neq 0$ either belongs to $\mathrm{P}(T)$ or is an isolated eigenvalue with finite multiplicity, Remark 6.23 applies to $\lambda$. This result is known as the Riesz-Schauder theorem and generalizes a classical result of Fredholm for integral equations.

Remark 6.28. Let $\lambda_{n}, n=1,2, \ldots$, be the eigenvalues of a compact operator $T$, with the associated eigenprojections $P_{n}$ and eigennilpotents $D_{n}$. If we set $Q_{n}=P_{1}+\cdots+P_{n}$ and $Q_{n} \mathrm{X}=\mathrm{M}_{n},\left\{\mathrm{M}_{n}\right\}$ is an increasing sequence of finite-dimensional subspaces of $X: M_{1} \subset M_{2} \subset M_{3} \ldots$. In each $M_{n}$, which is invariant under $T$, we have the spectral representation of $T$ in the form

$$
\begin{equation*}
T Q_{n}=\sum_{h=1}^{n}\left(\lambda_{h} P_{h}+D_{h}\right) \tag{6.55}
\end{equation*}
$$

[cf. (6.38)]. This suggests the expression $T=\sum_{h=1}^{\infty}\left(\lambda_{h} P_{h}+D_{h}\right)$, but this is not correct without further assumption ${ }^{1}$. In fact $T$ may have no eigen-

[^87]values at all (for example, a quasi-nilpotent operator has no nonzero eigenvalue and an integral operator of Volterra type is usually quasinilpotent, see Example 3.15). We shall see, however, that the suggested expansion is valid if $T$ is a normal compact operator in a Hilbert space (Theorem V-2.10).

## 8. Operators with compact resolvent

Another class of operators which have spectra analogous to the spectra of operators in a finite-dimensional space is provided by operators with compact resolvent. Let $T$ be a closed operator in X such that $R(\zeta)=R(\zeta, T)$ exists and is compact at least for some $\zeta=\zeta_{0}$. According to the result of the preceding paragraph, $\Sigma\left(R\left(\zeta_{0}\right)\right)$ is a countable set having no accumulation point different from zero. Since $\Sigma\left(R\left(\zeta_{0}\right)\right)$ is the image of $\tilde{\Sigma}(T)$ under the $\operatorname{map} \zeta \rightarrow\left(\zeta-\zeta_{0}\right)^{-1}$ (see Problem 6.16), it follows that $\Sigma(T)$ also consists of isolated points alone (with no accumulation point different from $\infty$ ). The eigenprojection $P$ for each $\lambda \in \Sigma(T)$ is identical with the eigenprojection for the eigenvalue $\mu=\left(\lambda-\zeta_{0}\right)^{-1}$ of $R\left(\zeta_{0}\right)$, as is seen from (6.18) and (6.19) by transformation of the integration variable. In particular we have $\operatorname{dim} P<\infty$ so that $\lambda$ is an eigenvalue of $T$ with finite multiplicity. Furthermore, for any $\zeta \in \mathrm{P}(T)$ the relation $R(\zeta)=R\left(\zeta_{0}\right)\left(1+\left(\zeta-\zeta_{0}\right) R(\zeta)\right)$ implied by the resolvent equation shows that $R(\zeta)$ is again compact. Thus we have proved

Theorem 6.29. Let $T$ be a closed operator in X such that the resolvent $R(\zeta)$ exists and is compact for some $\zeta$. Then the spectrum of $T$ consists entirely of isolated eigenvalues ${ }^{1}$ with finite multiplicities, and $R(\zeta)$ is compact for every $\zeta \in \mathrm{P}(T)$.

Such an operator $T$ will be called an operator with compact resolvent and a spectrum of the kind described will be said to be discrete. An operator with compact resolvent has a discrete spectrum. Operators with compact resolvent occur frequently in mathematical physics. It may be said that most differential operators that appear in classical boundary problems are of this type.

Problem 6.30. If an operator in $X$ with compact resolvent is bounded, $X$ must be finite-dimensional.

Example 6.31. The differential operators of Examples 2.6-2.7 and of § 2.3 for which the resolvent set is not empty are all operators with compact resolvent, for their resolvents are integral operators with continuous kernels (Example 4.1). This immediately leads to the result that the spectra of these operators consist of isolated eigenvalues with finite multiplicities (cf. Examples 6.19-6.20).

In connection with operators with compact resolvent, the following lemmas and their corollary are useful.

[^88]Lemma 6.32. Let $T_{1} T_{2} \in \mathscr{C}(\mathrm{X}, \mathrm{Y})$ have the properties: i) $T_{1}$ and $T_{2}$ are extensions of a common operator $T_{0}$, the order of extension for $T_{1}$ being finite; ii) $T_{1}^{-1}$ and $T_{2}^{-1}$ exist and belong to $\mathscr{B}(\mathrm{Y}, \mathrm{X})$. Then $A=T_{1}^{-1}-T_{2}^{-1}$ is degenerate, and $\mathrm{N}(A) \supset \mathrm{R}\left(T_{0}\right)$ where codim $\mathrm{R}\left(T_{0}\right)<\infty$. The orders of the extensions $T_{1}$ and $T_{2}$ of $T_{0}$ are equal (so that $T_{2}$ is also a finite extension of $T_{0}$ ).

Proof. Set $\mathrm{D}_{1}=\mathrm{D}\left(T_{1}\right), \mathrm{D}_{2}=\mathrm{D}\left(T_{2}\right), \mathrm{D}_{0}=\mathrm{D}\left(T_{0}\right), \mathrm{R}_{0}=\mathrm{R}\left(T_{0}\right)$. Each $v \in \mathrm{R}_{0}$ is of the form $v=T_{0} u=T_{1} u$ so that $T_{1}^{-1} v=u$ and similarly $T_{2}^{-1} v=u$. Hence $A v=0$ and $\mathrm{R}_{0} \subset \mathrm{~N}(A)$. Since the mapping by $T_{1}$ as well as by $T_{2}$ is one to one, we have $\operatorname{dim}\left(\mathrm{Y} / \mathrm{R}_{0}\right)=\operatorname{dim}\left(T_{1} \mathrm{D}_{1} / T_{1} \mathrm{D}_{0}\right)$ $=\operatorname{dim}\left(D_{1} / D_{0}\right)$ and similarly $\operatorname{dim}\left(Y / R_{0}\right)=\operatorname{dim}\left(D_{2} / D_{0}\right)$. Hence $\operatorname{dim}$ $(\mathrm{Y} / \mathrm{N}(A)) \leqq \operatorname{dim}\left(\mathrm{Y} / \mathrm{R}_{0}\right)=\operatorname{dim}\left(\mathrm{D}_{2} / \mathrm{D}_{0}\right)=\operatorname{dim}\left(\mathrm{D}_{1} / \mathrm{D}_{0}\right)<\infty$ and $A$ is degenerate by Problem 4.11.

Lemma 6.33. Let $T_{1}, T_{2} \in \mathscr{C}(\mathrm{X}, \mathrm{Y})$ have the properties: i) $T_{1}$ and $T_{2}$ are restrictions of a common operator $T$, the order of restriction for $T_{1}$ being finite; ;i) $T_{1}^{-1}$ and $T_{2}^{-1}$ exist and belong to $\mathscr{B}(\mathrm{Y}, \mathrm{X})$. Then $A=T_{1}^{-1}-T_{2}^{-1}$ is degenerate, and $\mathrm{R}(A) \subset \mathrm{N}(T)$ where $\operatorname{dim} \mathrm{N}(T)<\infty$. The orders of the restrictions $T_{1}, T_{2}$ of $T$ are equal.

Proof. For any $v \in \mathrm{Y}, T T_{\mathbf{1}}{ }^{\mathbf{1}} v=T_{\mathbf{1}} T_{\mathbf{1}}^{\mathbf{1}} v=v$ and similarly $T T_{\mathbf{2}}{ }^{-1} v$ $=v$. Hence $T A v=0$ and $\mathrm{R}(A) \subset \mathrm{N}(T)$. But since $T$ is a finite extension of $T_{1}$ and $T_{1}$ maps $\mathrm{D}_{1}=\mathrm{D}\left(T_{1}\right)$ onto Y , we have $\operatorname{dim} \mathrm{N}(T)=\operatorname{dim}\left(\mathrm{D} / \mathrm{D}_{1}\right)$ where $\mathrm{D}=\mathrm{D}(T)$. Similarly $\operatorname{dim} \mathbf{N}(T)=\operatorname{dim}\left(\mathrm{D} / \mathrm{D}_{2}\right)$. Hence $\operatorname{dim} \mathrm{R}(A) \leqq$ $\leqq \operatorname{dim} \mathrm{N}(T)=\operatorname{dim}\left(\mathrm{D} / \mathrm{D}_{2}\right)=\operatorname{dim}\left(\mathrm{D} / \mathrm{D}_{1}\right)<\infty$.

Corollary 6.34. Let $T_{1}, T_{2} \in \mathscr{C}(\mathrm{X})$ have non-empty resolvent sets. Let $T_{1}, T_{2}$ be either extensions of a common operator $T_{0}$ or restrictions of a common operator $T$, with the order of extension or restriction for $T_{1}$ being finite. Then $T_{1}$ has compact resolvent if and only if $T_{2}$ has compact resolvent.

Example 6.35. The result of Example 6.31 that the operators considered there have compact resolvents is not accidental. For these operators are finite extensions of a common operator denoted by $T_{0}$ and, at the same time, finite restrictions of a common operator denoted by $T$.

For convenience we add another lemma related to the lemmas proved above.

Lemma 6.36. Let the assumptions of both Lemmas 6.32, 6.33 be satisfied. Then $A=T_{1}^{-1}-T_{2}^{-1}$ has the form

$$
\begin{equation*}
A=\sum_{i=1}^{m}\left(, g_{j}\right) u_{j}, \quad u_{j} \in \mathrm{~N}(T), \quad g_{j} \in \mathrm{R}\left(T_{0}\right)^{\perp} . \tag{6.56}
\end{equation*}
$$

Proof. Since $\mathrm{R}(A) \subset \mathrm{N}(T)$ by Lemma 6.33, we may write $A v$ $=\sum_{i=1}^{m} g_{j}[v] u_{j}$ where the $u_{j}$ are linearly independent vectors of $\mathrm{N}(T)$. Obviously the $g_{j}[v]$ are bounded linear forms on $Y$ and vanish for $v \in \mathrm{R}\left(T_{0}\right)$ by Lemma 6.32 . Hence we may write $g_{j}[v]=\left(v, g_{j}\right)$ with $g_{j} \in R\left(T_{0}\right)^{\perp}$.

## Chapter Four

## Stability theorems

In this chapter we investigate the stability, under small perturbations, of various spectral properties of linear operators acting between Banach spaces. The basic problems to be treated are the stability or instability of the spectrum and the perturbation of the resolvent. The results will be fundamental for the further development of perturbation theory given in the following chapters. Other subjects discussed include the stability of the Fredholm or semi-Fredholm property, of the nullity, deficiency, index, etc. The endeavor is to treat these problems for unbounded operators and for the most general perturbations.

One of the basic problems here is how to define a "small" perturbation for unbounded operators. One rather general definition useful in applications is based on the notion of a relatively bounded perturbation. But it is still too restricted in a general theory. The most natural and general definition of smallness of a perturbation is given in terms of a metric in the space $\mathscr{C}(X, Y)$ of all closed linear operators from one Banach space $X$ to another one $Y$. Such a metric has long been known, but so far no systematic use of it has been made in perturbation theory. In this chapter we base the main part of the theory on it.

Since the metric is defined in terms of the graphs of operators, which are closed subspaces of the product space $X \times Y$, the technique is equivalent to introducing a metric in the set of all closed subspaces of a Banach space. For this reason, a considerable part of the chapter is devoted to the theory of a metric on subspaces and to related problems. In this way, for example, we are led to define such notions as the Fredholm or semi-Fredholm property and the nullity, deficiency and index for a pair of subspaces. The results obtained for them lead in a natural way to the corresponding results for operators.

## § 1. Stability of closedness and bounded invertibility

## 1. Stability of closedness under relatively bounded perturbation

Let $T \in \mathscr{C}(\mathbf{X}, \mathrm{Y})$, where $\mathbf{X}, \mathrm{Y}$ are Banach spaces. $[\mathscr{C}(\mathbf{X}, \mathrm{Y})$ is the set of all closed operators from $\mathbf{X}$ to Y .] We have already noted (Problem III-5.6) that $T+A$ is also closed if $A \in \mathscr{B}(\mathrm{X}, \mathrm{Y})$. This expresses the fact that closedness is stable under a bounded perturbation $A$. We now try to extend this stability theorem to a not necessarily bounded perturbation.

An immediate extension of this kind can be made to the case of a relatively bounded perturbation. Let $T$ and $A$ be operators with the same domain space $X$ (but not necessarily with the same range space) such that $\mathrm{D}(T) \subset \mathrm{D}(A)$ and

$$
\begin{equation*}
\|A u\| \leqq a\|u\|+b\|T u\|, \quad u \in \mathrm{D}(T), \tag{1.1}
\end{equation*}
$$

where $a, b$ are nonnegative constants. Then we shall say that $A$ is relatively bounded with respect to $T$ or simply $T$-bounded. The greatest lower bound $b_{0}$ of all possible constants $b$ in (1.1) will be called the relative bound of $A$ with respect to $T$ or simply the $T$-bound of $A$. If $b$ is chosen very close to $b_{0}$, the other constant $a$ will in general have to be chosen very large; thus it is in general impossible to set $b=b_{0}$ in (1.1).

Obviously a bounded operator $A$ is $T$-bounded for any $T$ with $\mathrm{D}(T) \subset \mathrm{D}(A)$, with $T$-bound equal to zero.

The extension of the stability theorem for closedness mentioned above is now given by

Theorem 1.1. Let $T$ and $A$ be operators from $X$ to $Y$, and let $A$ be $T$-bounded with $T$-bound smaller than 1. Then $S=T+A$ is closable if and only if $T$ is closable; in this case the closures of $T$ and $S$ have the same domain. In particular $S$ is closed if and only if $T$ is.

Proof. We have the inequality (1.1) in which we may assume that $b<1$. Hence

$$
\begin{equation*}
-a\|u\|+(1-b)\|T u\| \leqq\|S u\| \leqq a\|u\|+(1+b)\|T u\|, u \in \mathrm{D}(T) . \tag{1.2}
\end{equation*}
$$

Applying the second inequality of (1.2) to $u$ replaced by $u_{n}-u_{m}$, we see that a $T$-convergent sequence $\left\{u_{n}\right\}$ (that is, a convergent sequence $\left\{u_{n}\right\}$ for which $T u_{n}$ is also convergent, see III-§5.2) is also $S$-convergent. Similarly we see from the first inequality that an $S$-convergent sequence $\left\{u_{n}\right\}$ is $T$-convergent. If $\left\{u_{n}\right\}$ is $S$-convergent to 0 , it is $T$-convergent to 0 so that $T u_{n} \rightarrow 0$ if $T$ is closable [see III-(5.6)]; then it follows from the second inequality of (1.2) that $S u_{n} \rightarrow 0$, which shows that $S$ is closable. Similarly, $T$ is closable if $S$ is.

Let $\widetilde{T}, \widetilde{S}$ be the closures of $T, S$, respectively. For any $u \in \mathrm{D}(\widetilde{S})$, there is a sequence $\left\{u_{n}\right\} S$-convergent to $u$ (see III-§ 5.3). Since this $\left\{u_{n}\right\}$ is also $T$-convergent to $u$ as remarked above, we have $u \in \mathrm{D}(\widetilde{T})$ so that $\mathrm{D}(\widetilde{S}) \subset \mathrm{D}(\widetilde{T})$. The opposite inclusion is proved similarly.

Problem 1.2. (1.1) with $b<1$ implies

$$
\begin{equation*}
\|A u\| \leqq a\|u\|+b\|T u\| \leqq(1-b)^{-1}(a\|u\|+b\|S u\|) . \tag{1.3}
\end{equation*}
$$

In particular $A$ is $S$-bounded with $S$-bound not exceeding $b(1-b)^{-1}$. More generally, any operator that is $T$-bounded with $T$-bound $\beta$ is also $S$-bounded with $S$-bound $\leqq \beta(1-b)^{-1}$.

The assumptions of Theorem 1.1 are not symmetric with respect to $T$ and $S$ ，although the assertions are symmetric．In this connection，the following symmetrized generalization of Theorem 1.1 is of some interest：

Theorem 1．3．Let $T, S$ be operators from X to Y such that

$$
\begin{equation*}
\|S u-T u\| \leqq a\|u\|+b^{\prime}\|T u\|+b^{\prime \prime}\|S u\|, \quad u \in \mathrm{D}(T)=\mathrm{D}(S), \tag{1.4}
\end{equation*}
$$

where $a, b^{\prime}, b^{\prime \prime}$ are nonnegative constants and $b^{\prime}<1, b^{\prime \prime}<1$ ．Then the conclusions of Theorem 1.1 are true．

Proof．Set $A=S-T, T(\varkappa)=T+\varkappa A, 0 \leqq \varkappa \leqq 1 . \quad T(\varkappa)$ has constant domain $\mathrm{D}(T)$ ，and $T(0)=T, T(1)=S$ ．Since $T u=T(\varkappa) u-$ $-x A u$ and $S u=T(x) u+(1-x) A u$ ，（1．4）gives $\|A u\| \leqq a\|u\|+$ $+\left(b^{\prime}+b^{\prime \prime}\right)\|T(x) u\|+b\|A u\|$ ，where $b=\max \left(b^{\prime}, b^{\prime \prime}\right)$ ．Hence

$$
\begin{equation*}
\|A u\| \leqq \frac{1}{1-b}\left(a\|u\|+\left(b^{\prime}+b^{\prime \prime}\right)\|T(x) u\|\right) . \tag{1.5}
\end{equation*}
$$

This shows that $A$ is $T(x)$－bounded with $T(x)$－bound not exceeding $\beta=(1-b)^{-1}\left(b^{\prime}+b^{\prime \prime}\right)$ ．Hence $\left(\varkappa^{\prime}-x\right) A$ is $T(x)$－bounded with $T(x)$－ bound less than 1 provided $\left|x^{\prime}-x\right|<1 / \beta$ ，so that by Theorem 1．1， $T\left(x^{\prime}\right)$ is closable if and only if $T(x)$ is．This observation leads immediately to the proof of the theorem；for example，the closability of $T(x)$ propagat－ es from $x=0$ to $x=1$ in a finite number of steps if $T$ is closable．

Remark 1．4．Let $T \in \mathscr{C}(\mathbf{X}, \mathbf{Y})$ ．Set

$$
\begin{equation*}
\|u\|=\|u\|+\|T u\|, \quad u \in \mathrm{D}(T) . \tag{1.6}
\end{equation*}
$$

It is easily seen that $\mathrm{D}(T)$ becomes a Banach space $\hat{\mathbf{X}}$ if $|||||\mid$ is chosen as the norm；the completeness of $\hat{X}$ is a direct consequence of the closedness of $T$ ．If $A$ is an operator from X to $\mathrm{Y}^{\prime}$ with $\mathrm{D}(A)>\mathrm{D}(T)$ ， the restriction of $A$ to $\mathrm{D}(T)$ can be regarded as an operator $\hat{A}$ on $\hat{\mathrm{X}}$ to $\mathrm{Y}^{\prime}$ ． It is easily seen that $A$ is $T$－bounded if and only if $\hat{A}$ is bounded．

Remark 1．5．If $T$ is closed and $A$ is closable，the inclusion $\mathrm{D}(T) \subset$ $\subset \mathrm{D}(A)$ already implies that $A$ is $T$－bounded．To see this define $\hat{\mathrm{X}}$ and $\hat{A}$ as in the preceding remark．Then $\hat{A}$ is closable，for an $\hat{A}$－convergent sequence in $\hat{\mathrm{X}}$ is an $A$－convergent sequence in X ．Since $\hat{A}$ is defined on the whole of $\hat{\mathrm{X}}, \hat{A}$ is closed and therefore bounded by Theorem III－5．20． Thus $A$ is $T$－bounded by Remark 1．4．

## 2．Examples of relative boundedness

Since the notion of relative boundedness is important in perturbation theory， let us consider several examples ${ }^{1}$ ．

Example 1．6．Let $X=C[a, b]$ or $X=L^{p}(a, b)$ for a finite interval $(a, b)$ and let $T$ and $A$ be the maximal operators defined by $T u=-u^{\prime \prime}$ and $A u=u^{\prime}$（see

[^89]Examples 2:6-2.7 and § 2.3 of Chapter III). We shall show that $A$ is $T$-bounded with $T$-bound 0 . To this end we use the identity

$$
\begin{equation*}
u^{\prime}=G u^{\prime \prime}+H u \tag{1.7}
\end{equation*}
$$

where $G$ and $H$ are integral operators with the kernels $g(y, x)$ and $h(y, x)$, respectively, given by

$$
\begin{align*}
& g(y, x)=\frac{(x-a)^{n+1}}{(b-a)(y-a)^{n}}, h(y, x)=-\frac{n(n+1)(x-a)^{n-1}}{(b-a)(y-a)^{n}}, a \leqq x<y \leqq b \\
& g(y, x)=\frac{-(b-x)^{n+1}}{(b-a)(b-y)^{n}}, \quad h(y, x)=\frac{n(n+1)(b-x)^{n-1}}{(b-a)(b-y)^{n}}, a \leqq y<x \leqq b \tag{1.8}
\end{align*}
$$

where $n$ is any positive number. (1.7) can be verified easily by carrying out appropriate integrations by parts. The operators $G$ and $H$ are bounded, for

$$
\begin{align*}
& \int_{a}^{b}|g(y, x)| d x \leqq \frac{b-a}{n+2}, \quad \int_{a}^{b}|g(y, x)| d y \leqq \frac{b-a}{n-1}  \tag{1.9}\\
& \int_{a}^{b}|h(y, x)| d x \leqq \frac{2(n+1)}{b-a}, \quad \int_{a}^{b}|h(y, x)| d y \leqq \frac{2 n(n+1)}{(n-1)(b-a)}, \tag{1.10}
\end{align*}
$$

where we assumed $n>1$ for simplicity. It follows from III-(2.9) that

$$
\begin{equation*}
\|G\| \leqq \frac{b-a}{n-1}, \quad\|H\| \leqq \frac{2 n(n+1)}{(n-1)(b-a)} \tag{1.11}
\end{equation*}
$$

Hence (1.7) gives

$$
\begin{equation*}
\left\|u^{\prime}\right\|_{D} \leqq \frac{b-a}{n-1}\left\|u^{\prime}\right\|_{D}+\frac{2 n(n+1)}{(n-1)(b-a)}\|u\|_{D}, \quad n>1 \tag{1.12}
\end{equation*}
$$

Since the factor of $\left\|u^{\prime \prime}\right\|_{p}$ can be made arbitrarily small by taking $n$ large, this gives the desired result.

Incidentally we note that only the first inequality in each of (1.9) and (1.10) is needed in the case of $X=L^{\infty}$ or $X=C$. In this case (1.12) may be replaced by

$$
\begin{equation*}
\left\|u^{\prime}\right\|_{\infty} \leqq \frac{b-a}{n+2}\left\|u^{\prime \prime}\right\|_{\infty}+\frac{2(n+1)}{b-a}\|u\|_{\infty}, \quad n \geqq 0 \tag{1.13}
\end{equation*}
$$

Note that in (1.12) or (1.13) no boundary conditions are imposed on $u(x)$.
Suppose now that both $u$ and $u^{\prime \prime}$ belong to $L^{p}(0, \infty)$. Then (1.12) is true with $a=0$ and any $b>0$, and the $\|u\|_{D}$ and $\left\|u^{\prime \prime}\right\|_{D}$ may be replaced by the corresponding norms taken on the interval ( $0, \infty$ ). Now choose $n=b / k$ for a fixed $k>0$ and let $b \rightarrow \infty$. We see then that $\left\|u^{\prime}\right\|_{p}$ taken on $(0, b)$ is bounded for $b \rightarrow \infty$ so that $u^{\prime} \in L^{\oplus}(0, \infty)$ also, with

$$
\begin{equation*}
\left\|u^{\prime}\right\|_{D} \leqq k\left\|u^{\prime \prime}\right\|_{D}+\frac{2}{k}\|u\|_{D} . \tag{1.14}
\end{equation*}
$$

The same inequality holds for the interval $(-\infty, \infty)$. Since $k>0$ is arbitrary, $A=d / d x$ is $T$-bounded with $T$-bound zero also in the case of an infinite interval.

Problem 1.7. From (1.14) deduce

$$
\begin{equation*}
\left\|u^{\prime}\right\|_{D} \leqq 2 \sqrt{2}\left(\|u\|_{D}\left\|u^{\prime \prime}\right\|_{\phi}\right)^{1 / 2} \quad(\text { an infinite interval }) \tag{1.15}
\end{equation*}
$$

Example 1.8. Let $\mathrm{X}=\mathrm{L}^{\downarrow}(a, b)$ with finite $(a, b)$ and let $T u=u^{\prime}, A u=u(c)$, where $c \in[a, b] . A$ is a linear form and is unbounded if $p<\infty$. We shall show that $A$ is $T$-bounded with $T$-bound 0 if $p>1$ and with a positive $T$-bound if $p=1$. We start from the identity

$$
\begin{equation*}
u(c)=\left(u^{\prime}, g\right)+(u, h) \tag{1.16}
\end{equation*}
$$

where

$$
\begin{array}{ll}
g(x)=\frac{(x-a)^{n+1}}{(b-a)(c-a)^{n}}, & h(x)=\frac{(n+1)(x-a)^{n}}{(b-a)(c-a)^{n}}, \\
g \leqq x \leqq c  \tag{1.17}\\
g(x)=\frac{-(b-x)^{n+1}}{(b-a)(b-c)^{n}}, & h(x)=\frac{(n+1)(b-x)^{n}}{(b-a)(b-c)^{n}},
\end{array} \quad c<x \leqq b, ~ l
$$

where $n$ is any positive number. (1.16) can be verified by integration by parts. A straightforward calculation gives the inequalities

$$
\begin{equation*}
\|g\|_{\Omega} \leqq\left(\frac{b-a}{n q+q+1}\right)^{1 / q}, \quad\|h\|_{\Omega} \leqq \frac{n+1}{(b-a)^{1-1 / q}(n q+1)^{1 / q}} . \tag{1.18}
\end{equation*}
$$

for any $q \geqq 1$. Hence we obtain from (1.16) and the Hölder inequalities

$$
\begin{align*}
& |u(c)| \leqq\|g\|_{l}\left\|u^{\prime}\right\|_{D}+\|h\|_{l}\|u\|_{p} \leqq  \tag{1.19}\\
& \leqq\left(\frac{b-a}{n q+q+1}\right)^{1 / q}\left\|u^{\prime}\right\|_{D}+\frac{n+1}{(b-a)^{1 / p}(n q+1)^{1 / q}}\|u\|_{D}, p^{-1}+q^{-1}=1 .
\end{align*}
$$

If $p>1$, then $q<\infty$ and the coefficients of $\left\|u^{\prime}\right\|_{p}$ on the right of (1.19) can be made arbitrarily small by taking $n$ large; thus $A$ is $T$-bounded with $T$-bound 0 . If $p=1$, then $q=\infty$ and (1.19) gives for $n \rightarrow 0$

$$
\begin{equation*}
|u(c)| \leqq\left\|u^{\prime}\right\|_{1}+\|u\|_{1}(b-a) \tag{1.20}
\end{equation*}
$$

This shows that $A$ is $T$-bounded with $T$-bound not larger than 1 . For $c=a$ and $c=b$, the $T$-bound is exactly equal to 1 ; this follows from the existence of a sequence $\left\{u_{k}\right\}$ such that $u_{k}(b)=1,\left\|u_{k}^{\prime}\right\|_{1}=1$ and $\left\|u_{k}\right\|_{1} \rightarrow 0$ for $k \rightarrow \infty$. An example of such a sequence is given by $u_{k}(x)=(x-a)^{k} /(b-a)^{k}$. For $a<c<b$, the $T$-bound of $A$ is equal to $1 / 2$. In fact we have

$$
\begin{equation*}
|u(c)| \leqq \frac{1}{2}\|u\|_{1}+\frac{1}{2} \max \left(\frac{1}{c-a}, \frac{1}{b-c}\right)\|u\|_{1} \tag{1.21}
\end{equation*}
$$

this can be proved by noting that (1.16) is true also for $g, h$ given by

$$
\begin{equation*}
g(x)=\frac{x-a}{2(c-a)}, \quad h(x)=\frac{1}{2(c-a)}, \quad \text { for } \quad a \leqq x<c \tag{1.22}
\end{equation*}
$$

and similarly for $c<x \leqq b$, for which $\|g\|_{\infty}=1 / 2$ and $\|h\|_{\infty}=\max \left((c-a)^{-1}\right.$, $\left.(b-c)^{-1}\right) / 2$. That the $T$-bound of $A$ in this case cannot be smaller than $1 / 2$ is seen from the example $u_{k}(x)=(x-a)^{k} /(c-a)^{k}$ for $a \leqq x \leqq c$ and $=(b-x)^{k} /(b-c)^{k}$ for $c \leqq x \leqq b$ so that $u_{k}(c)=1,\left\|u_{k}^{\prime}\right\|_{1}=2$ and $\left\|u_{k}\right\|_{1} \rightarrow 0$ for $k \rightarrow \infty$.

Example 1.9. Let $\mathrm{X}=\mathrm{L}^{p}(a, b)$ for finite $(a, b)$, let $T u=u^{\prime}$ (regarded as an operator in X as above) and let $A u=u$ be an operator from X to $\mathrm{Y}=\mathrm{C}[a, b]$. Since every $u \in \mathrm{D}(T)$ is a continuous function, we have $\mathrm{D}(T) \subset \mathrm{D}(A)$. Furthermore, since (1.19) is true for every $c \in[a, b]$ while the right member of this inequality is independent of $c,\|A u\|=\|u\|_{\infty}$ satisfies the same inequality. This shows that $A$ is $T$-bounded, with $T$-bound 0 if $p>1$ and $T$-bound 1 if $p=1$. Note that (1.21) is useless here since the right member is not bounded for varying $c$. But this inequality is useful if $A$ is regarded as an operator from $L^{1}(a, b)$ to $Y^{\prime}=\mathrm{C}\left[a^{\prime}, b^{\prime}\right]$ for $a<a^{\prime}<b^{\prime}<b$; then (1.21) shows that the $T$-bound of $A$ is $1 / 2$.

Example 1.10. Consider the maximal differential operator $T$ of III-§ 2.3 constructed from the formal operator (2.13). Consider another formal differential operator obtained from (2.13) by replacing the coefficients $p_{0}(x), p_{1}(x), p_{2}(x)$ by other functions $q_{0}(x), q_{1}(x), q_{2}(x)$, respectively, and construct the corresponding operator $S$. $S$ and $T$ have the same domain, consisting of all $u \in X$ such that $u^{\prime}$, $u^{\prime \prime} \in \mathrm{X}$. We shall show that $S$ is $T$-bounded and estimate its $T$-bound. For any $u \in \mathrm{D}(T)$ we have

$$
\begin{equation*}
\|S u\| \leqq N_{0}\left\|u^{\prime}\right\|+N_{1}\left\|u^{\prime}\right\|+N_{2}\|u\|, \quad N_{j}=\max _{a \leqq x \leqq b}\left|q_{j}(x)\right|, \quad j=0,1,2 . \tag{1.23}
\end{equation*}
$$

But we have the inequality (1.12), which may be written

$$
\begin{equation*}
\left\|u^{\prime}\right\| \leqq \varepsilon\left\|u^{\prime \prime}\right\|+C_{\varepsilon}\|u\| \tag{1.24}
\end{equation*}
$$

where $\varepsilon>0$ is arbitrary if $C_{\varepsilon}$ is chosen appropriately. Hence

$$
\begin{equation*}
\|S u\| \leqq\left(N_{0}+\varepsilon N_{1}\right)\left\|u^{\prime \prime}\right\|+\left(C_{\varepsilon} N_{1}+N_{2}\right)\|u\| \tag{1.25}
\end{equation*}
$$

On the other hand, setting $m_{0}=\min \left|p_{0}(x)\right|$ and $M_{j}=\max \left|p_{j}(x)\right|, j=1,2$, we have

$$
\begin{gather*}
\|T u\| \geqq m_{0}\left\|u^{\prime \prime}\right\|-M_{1}\left\|u^{\prime}\right\|-M_{2}\|u\| \geqq\left(m_{0}-\varepsilon M_{1}\right)\left\|u^{\prime \prime}\right\|-  \tag{1.26}\\
-\left(C_{\varepsilon} M_{1}+M_{2}\right)\|u\| .
\end{gather*}
$$

If $\varepsilon$ is chosen so small that $m_{0}>\varepsilon M_{1}$, it follows that

$$
\begin{equation*}
\|S u\| \leqq \frac{N_{0}+\varepsilon N_{1}}{m_{0}-\varepsilon M_{1}}\|T u\|+\left[\frac{\left(C_{\varepsilon} M_{1}+M_{2}\right)\left(N_{0}+\varepsilon N_{1}\right)}{m_{0}-\varepsilon M_{1}}+C_{\varepsilon} N_{1}+N_{2}\right]\|u\| . \tag{1.27}
\end{equation*}
$$

Letting $\varepsilon \rightarrow 0$, we see that the $T$-bound of $S$ is not larger than $N_{0} / m_{0}$. It should be noted that the coefficients of $\|T u\|$ and $\|u\|$ in (1.27) become arbitrarily small if $N=\max \left(N_{0}, N_{1}, N_{2}\right)$ is taken sufficiently small. We note also that $q_{0}(x)$ need not be positive in the above arguments.

If we consider the restrictions $T_{1}, T_{2}$, etc. of $T$ (see loc. cit.) and define $S_{1}, S_{2}$, etc. from $S$ by the same boundary conditions, it follows from the above result that $S_{n}$ is $T_{n}$-bounded.

## 3. Relative compactness and a stability theorem

A notion analogous to relative boundedness is that of relative compactness. Again let $T$ and $A$ be operators with the same domain space $X$ (but not necessarily with the same range space). Assume that $\mathrm{D}(T) \subset$ $\subset \mathrm{D}(A)$ and, for any sequence $u_{n} \in \mathrm{D}(T)$ with both $\left\{u_{n}\right\}$ and $\left\{T u_{n}\right\}$ bounded, $\left\{A u_{n}\right\}$ contains a convergent subsequence. Then $A$ is said to be relatively compact with respect to $T$ or simply $T$-compact ${ }^{1}$.

If $A$ is $T$-compact, $A$ is $T$-bounded. For if $A$ is not $T$-bounded, there is a sequence $u_{n} \in \mathrm{D}(T)$ such that $\left\|u_{n}\right\|+\left\|T u_{n}\right\|=1$ but $\left\|A u_{n}\right\| \geqq n$, $n=1,2,3, \ldots$ It is obvious that $\left\{A u_{n}\right\}$ has no convergent subsequence.

Theorem 1.11. Let $T, A$ be operators from $X$ to $Y$ and let $A$ be $T$ compact ${ }^{2}$. If $T$ is closable, $S=T+A$ is also closable, the closures of $T$ and $S$ have the same domain and $A$ is $S$-compact. In particular $S$ is closed if $T$ is closed ${ }^{3}$.

Proof. First we prove that $A$ is $S$-compact if $T$ is closable. Assume that $\left\{u_{n}\right\}$ and $\left\{S u_{n}\right\}$ are bounded sequences; we have to show that $\left\{A u_{n}\right\}$ contains a convergent subsequence. Since $A$ is $T$-compact, it suffices to show that $\left\{T u_{n}\right\}$ contains a bounded subsequence. Suppose this is not

[^90]true so that $\left\|T u_{n}\right\| \rightarrow \infty$. Set $u_{n}^{\prime}=u_{n}\| \| T u_{n} \|$. Then $u_{n}^{\prime} \rightarrow 0, S u_{n}^{\prime} \rightarrow 0$ and $\left\{T u_{n}^{\prime}\right\}$ is bounded. Hence $\left\{A u_{n}^{\prime}\right\}$ contains a convergent subsequence. Replacing $u_{n}$ by a suitable subsequence, we may assume that $A u_{n}^{\prime} \rightarrow w$. Then $T u_{n}^{\prime}=S u_{n}^{\prime}-A u_{n}^{\prime} \rightarrow-w$. Since $u_{n}^{\prime} \rightarrow 0$ and $T$ is closable, we must have $w=0$. But this contradicts the fact that $-w$ is the limit of $T u_{n}^{\prime}$ where $\left\|T u_{n}^{\prime}\right\|=1$.

Next we prove that $S$ is closable. Let $u_{n} \rightarrow 0$ and $S u_{n} \rightarrow v$; we have to show that $v=0$. Since $A$ is $S$-compact, $\left\{A u_{n}\right\}$ contains a convergent subsequence. Again we may assume that $A u_{n} \rightarrow w$. Then $T u_{n}=S u_{n}-$ $-A u_{n} \rightarrow v-w$. Since $u_{n} \rightarrow 0$ and $T$ is closable, we have $T u_{n} \rightarrow v-w$ $=0$. Since $A$ is $T$-bounded, we have $A u_{n} \rightarrow 0$. Hence $v=w=0$.

Let $\widetilde{T}, \widetilde{S}$ be the closures of $T, S$, respectively. If $u \in \mathrm{D}(\widetilde{T})$, there is a sequence $\left\{u_{n}\right\}$ which is $T$-convergent to $u$. Since $S$ as well as $A$ is $T$ bounded, $\left\{u_{n}\right\}$ is also $S$-convergent to $u$ so that $u \in \mathrm{D}(\widetilde{S})$. Suppose, conversely, that $u \in \mathrm{D}(\widetilde{S})$. Then there is a sequence $\left\{u_{n}\right\}$ which is $S$ convergent to $u$. Then $\left\{T u_{n}\right\}$ is bounded; this can be proved exactly in the same way as in the first part of this proof. Hence we may assume, as before, that $A u_{n} \rightarrow w$ and $T u_{n}=S u_{n}-A u_{n} \rightarrow v-w$. Thus $u_{n}$ is $T$-convergent to $u$ and $u \in \mathrm{D}(\widetilde{T})$. This proves that $\mathrm{D}(\widetilde{T})=\mathrm{D}(\widetilde{S})$.

Remark 1.12. Let $T$ be closed and $\mathrm{D}(A) \supset \mathrm{D}(T)$. Define $\hat{\mathrm{X}}$ and $\hat{A}$ as in Remark 1.4. Then $A$ is $T$-compact if and only if $\hat{A}$ is compact.

Remark 1.13. We can also define relatively degenerate operators as special cases of relatively compact operators. A is $T$-degenerate if $A$ is $T$-bounded and $\mathrm{R}(A)$ is finite-dimensional. It is easy to see that a $T$ degenerate operator is $T$-compact.

We shall give an explicit form of a $T$-degenerate operator. Let $T$ be from $X$ to $Y$ and consider the product space $X \times Y$ (see III-§ 5.2). Since the $T$-boundedness of $A$ implies that $\|A u\| \leqq$ const. $\|\{u, T u\}\|$, $A$ may be regarded as a bounded operator from $\mathbf{X} \times \mathrm{Y}$ to $\mathrm{Y}^{\prime}$ (the range space of $A$ ), with domain $\mathrm{G}(T)$ (the graph of $T$ ). Since $\mathrm{R}(A)$ is finitedimensional, $A u$ can be written in the form

$$
\begin{equation*}
A u=\sum_{j=1}^{m} g_{j}^{\prime}[u] y_{j}^{\prime}, \quad y_{j}^{\prime} \in \mathrm{Y}^{\prime} . \tag{1.28}
\end{equation*}
$$

where the $g_{j}^{\prime}$ are linear forms defined on $\mathbf{G}(T)$. Since $\left|g_{j}^{\prime}[u]\right| \leqq$ const. $\cdot\|A u\|$ by I-(1.21), it follows that the $g_{j}^{\prime}$ are bounded forms in $\mathrm{X} \times \mathrm{Y}$ with domain $\mathbf{G}(T)$. According to the Hahn-Banach theorem, the $g_{j}^{\prime}$ can be extended to bounded forms on $\mathbf{X} \times \mathbf{Y}$. Since $\left(\mathbf{X} \times \mathbf{Y}^{*}=\mathbf{X}^{*} \times \mathbf{Y}^{*}\right.$, the extended forms can be written in the form $\{u, v\} \rightarrow\left(u, f_{j}\right)+\left(v, g_{j}\right)$ with $f_{j} \in \mathbf{X}^{*}$ and $g_{j} \in \mathbf{Y}^{*}$. Restricting $\{u, v\}$ to $\mathrm{G}(T)$, we have $g_{j}^{\prime}[u]=\left(u, f_{j}\right)+$ $+\left(T u, g_{j}\right)$. In this way we arrive at the following expression for a $T$-degenerate operator from $X$ to $\mathrm{Y}^{\prime}$ :

$$
\begin{equation*}
A u=\sum_{j=1}^{m}\left[\left(u, f_{j}\right)+\left(T u, g_{j}\right)\right] y_{j}^{\prime}, \quad f_{j} \in \mathrm{X}^{*}, \quad g_{j} \in \mathrm{Y}^{*}, \quad y_{j}^{\prime} \in \mathrm{Y}^{\prime} . \tag{1.29}
\end{equation*}
$$

Problem 1.14. Assume that there is a densely defined operator $S$ from $Y^{*}$ to $X^{*}$ adjoint to $T$ [see III-(5.7)]. Then a $T$-degenerate operator $A$ has $T$-bound zero. [hint: Approximate the $g$; of (1.29) by elements of $D(S)$.]

Example 1.15. In Example 1.6, $A$ is $T$-compact if $(a, b)$ is a finite interval. In fact if $\left\{u_{n}\right\}$ is a sequence such that $T u_{n}=-u_{n}^{\prime \prime}$ is bounded, then $A u_{n}=u_{n}^{\prime}$ is equicontinuous. If in addition $\left\{u_{n}\right\}$ is bounded, $\left\{u_{n}^{\prime}(x)\right\}$ is uniformly bounded in $x$ and $n$. Thus it follows from the Ascoli theorem that $\left\{u_{n}^{\prime}\right\}$ contains a uniformly convergent subsequence, which is a Cauchy sequence in $X$. $A$ is not $T$-compact for the interval $(0, \infty)$ or $(-\infty, \infty)$, although $A$ is $T$-bounded with $T$-bound zero [see (1.14)]. In Example 1.8, $A$ is not only $T$-compact but $T$-degenerate. This is obvious since $A$ is $T$-bounded and the range space of $A$ is one-dimensional.

## 4. Stability of bounded invertibility

Let $T \in \mathscr{C}(\mathrm{X}, \mathrm{Y})$. We shall now show that the property $T^{-1} \in \mathscr{B}(\mathrm{Y}, \mathrm{X})$ is stable under a small perturbation.

Theorem 1.16. ${ }^{1}$ Let $T$ and $A$ be operators from X to Y . Let $T^{-1}$ exist and belong to $\mathscr{B}(\mathrm{Y}, \mathrm{X})$ (so that $T$ is closed). Let $A$ be $T$-bounded, with the constants $a, b$ in (1.1) satisfying the inequality

$$
\begin{equation*}
a\left\|T^{-1}\right\|+b<1 \tag{1.30}
\end{equation*}
$$

Then $S=T+A$ is closed and invertible, with $S^{-1} \in \mathscr{B}(\mathrm{Y}, \mathrm{X})$ and

$$
\begin{equation*}
\left\|S^{-1}\right\| \leqq \frac{\left\|T^{-1}\right\|}{1-a\left\|T^{-1}\right\|-b}, \quad\left\|S^{-1}-T^{-1}\right\| \leqq \frac{\left\|T^{-1}\right\|\left(a\left\|T^{-1}\right\|+b\right)}{1-a\left\|T^{-1}\right\|-b} . \tag{1.31}
\end{equation*}
$$

If in addition $T^{-1}$ is compact, so is $S^{-1}$.
Proof. Since (1.30) implies $b<1, S$ is closed by Theorem 1.1. The proof of other assertions of the theorem is not essentially different from the finite-dimensional case (see the end of I-§ 4.4): first we note that

$$
\begin{equation*}
S=T+A=\left(1+A T^{-1}\right) T, A T^{-1} \in \mathscr{B}(\mathrm{Y}), \tag{1.32}
\end{equation*}
$$

for $A T^{-1}$ is an operator on Y to Y and is bounded by $\left\|A T^{-1} v\right\| \leqq a\left\|T^{-1} v\right\|$ $+b\|v\| \leqq\left(a\left\|T^{-1}\right\|+b\right)\|v\|$. Thus

$$
\begin{equation*}
\left\|A T^{-1}\right\| \leqq a\left\|T^{-1}\right\|+b<1 \tag{1.33}
\end{equation*}
$$

and $1+A T^{-1}$ maps $Y$ onto $Y$ one to one, and the argument of I-§ 4.4 is applicable without essential change. The only change required is the use of (1.33) instead of the simple estimate $\left\|A T^{-1}\right\| \leqq\|A\|\left\|T^{-1}\right\|$ used there.

If $T^{-1}$ is compact, $S^{-1}=T^{-1}\left(1+A T^{-1}\right)^{-1}$ is compact by Theorem III-4.8.

Remark 1.17. If $A$ is bounded in Theorem 1.16, we can take $a=\|A\|$, $b=0$ and (1.31) reduces to I-(4.24). If, furthermore, $A$ is assumed to commute with $T(\mathrm{Y}=\mathrm{X}$ being assumed), then we can prove the existence of $S^{-1}$ under a weaker assumption, namely,

[^91]Theorem 1.18. Let $T$ be an operator in X with $T^{-1} \in \mathscr{B}(\mathrm{X})$. Let $A \in \mathscr{B}(\mathrm{X})$ commute with $T$. If $\operatorname{spr} A<1 / \mathrm{spr} T^{-1}$, then $(T+A)^{-1}$ exists and belongs to $\mathscr{B}(\mathrm{X})$.

Proof. The commutativity of $A$ with $T$ is equivalent to $A T^{-1}$ $=T^{-1} A$ (see Problem III-5.37). Thus the proof is essentially the same as the proof of a similar result in the finite-dimensional case (Remark I-4.7).

## § 2. Generalized convergence of closed operators

## 1. The gap between subspaces

When we consider various perturbation problems related to closed operators, it is necessary to make precise what is meant by a "small" perturbation. In the previous section we considered a special kind, namely a relatively bounded perturbation. But this notion is still restricted, and we want to have a more general definition of the smallness of a perturbation for closed operators.

This can be done in a most natural way by introducing a metric in the set $\mathscr{C}(\mathbf{X}, \mathrm{Y})$ of all closed operators from $\mathbf{X}$ to Y . If $T, S \in \mathscr{C}(\mathbf{X}, \mathrm{Y})$, their graphs $\mathbf{G}(T), \mathbf{G}(S)$ are closed linear manifolds in the product space $\mathbf{X} \times \mathrm{Y}$. Thus the "distance" between $T$ and $S$ can be measured by the "aperture" or "gap" between the closed linear manifolds $\mathrm{G}(T), \mathrm{G}(S)$. In this way we are led to consider how to measure the gap of two closed linear manifolds of a Banach space.

In this paragraph we shall consider closed linear manifolds $\mathrm{M}, \mathrm{N}, \ldots$. of a Banach space $\mathbf{Z}$.

We denote by $S_{M}$ the unit sphere of $M$ (the set of all $u \in M$ with $\|u\|=1$ ). For any two closed linear manifolds $M, N$ of $Z$, we set

$$
\begin{align*}
& \delta(M, N)=\sup _{u \in S_{M}} \operatorname{dist}(u, N)  \tag{2.1}\\
& \hat{\delta}(M, N)=\max [\delta(M, N), \delta(N, M)]^{1} . \tag{2.2}
\end{align*}
$$

(2.1) has no meaning if $M=0$; in this case we define $\delta(0, N)=0$ for any $N$. On the other hand $\delta(M, 0)=1$ if $M \neq 0$, as is seen from the definition.
$\delta(\mathrm{M}, \mathrm{N})$ can also be characterized as the smallest number $\delta$ such that

$$
\begin{equation*}
\operatorname{dist}(u, \mathrm{~N}) \leqq \delta\|u\| \quad \text { for all } \quad u \in \mathrm{M} . \tag{2.3}
\end{equation*}
$$

$\hat{\delta}(M, N)$ will be called the gap between $M, N$.
The following relations follow directly from the definition.

$$
\begin{array}{ll}
\delta(M, N)=0 & \text { if and only if }  \tag{2.4}\\
\hat{\delta}(M, N)=0 & M \subset N \\
\hat{\delta}(M, N)=\hat{\delta}(N, M) . & \\
0 \leqq \delta(M, N) \leqq 1, \quad 0 \leqq \hat{\delta}(M, N) \leqq 1
\end{array}
$$

${ }^{1}$ See Gohberg and Krein [1], T. Kato [12], Cordes and Labrousse [1].
(2.5) and (2.6) suggest that $\delta(\mathrm{M}, \mathrm{N})$ could be used to define a distance between $M$ and $N$. But this is not possible, since the function $\delta$ does not in general satisfy the triangle inequality required of a distance function ${ }^{1}$.

This incovenience may be removed by slightly modifying the definition (2.1-2.2). Set

$$
\begin{align*}
& d(\mathrm{M}, \mathrm{~N})=\sup _{u \in \mathrm{~S}_{M}} \operatorname{dist}\left(u, \mathrm{~S}_{\mathrm{N}}\right)  \tag{2.8}\\
& d(\mathrm{M}, \mathrm{~N})=\max [d(\mathrm{M}, \mathrm{~N}), d(\mathrm{~N}, \mathrm{M})]^{2} \tag{2.9}
\end{align*}
$$

(2.8) does not make sense if either $M$ or $N$ is 0 . In such cases we set

$$
\begin{equation*}
d(0, N)=0 \text { for any } N ; d(M, 0)=2 \text { for } M \neq 0 . \tag{2.10}
\end{equation*}
$$

Then all the relations (2.4-2.7) are again satisfied by $\delta, \hat{\delta}$ replaced by $d, \hat{d}$, respectively if 1 is replaced by 2 in (2.7). Furthermore, $d$ and $\hat{d}$ satisfy the triangle inequalities:
(2.11) $\quad d(\mathrm{~L}, \mathrm{~N}) \leqq d(\mathrm{~L}, \mathrm{M})+d(\mathrm{M}, \mathrm{N}), \quad d(\mathrm{~L}, \mathrm{~N}) \leqq d(\mathrm{~L}, \mathrm{M})+d(\mathrm{M}, \mathrm{N})$.

The second inequality of (2.11) follows from the first, which in turn follows easily from the definition. The proof will be left to the reader. [The case when some of $L, M, N$ are 0 should be considered separately; note (2.10).]

The set of all closed linear manifolds of $\mathbf{Z}$ becomes a metric space if the distance between $M, N$ is defined by $d(M, N)$. A sequence $\left\{M_{n}\right\}$ of closed linear manifolds converges to M if $\dot{d}\left(\mathrm{M}_{n}, \mathrm{M}\right) \rightarrow 0$ for $n \rightarrow \infty$. Then we write $M_{n} \rightarrow M$ or $\lim M_{n}=M$.

Although the gap $\hat{\delta}$ is not a proper distance function, it is more convenient than the proper distance function $\boldsymbol{d}$ for applications since its definition is slightly simpler. Furthermore, when we consider the topology of the set of all closed linear manifolds, the two functions give the same result. This is due to the following inequalities ${ }^{3}$ :

$$
\begin{align*}
& \delta(M, N) \leqq d(M, N) \leqq 2 \delta(M, N), \\
& \hat{\delta}(M, N) \leqq d(M, N) \leqq 2 \hat{\delta}(M, N) . \tag{2.12}
\end{align*}
$$

The second set of inequalities follows directly from the first. Also the first inequality of the first set is trivial. To prove the second inequality $d(M, N) \leqq 2 \delta(M, N)$, it suffices to assume $N \neq 0$ and show that

$$
\begin{equation*}
\operatorname{dist}\left(u, S_{N}\right) \leqq 2 \operatorname{dist}(u, \mathrm{~N}) \text { for any } u \in \mathbf{Z} \text { with }\|u\|=1 \tag{2.13}
\end{equation*}
$$

[^92]For any $\varepsilon>0$, there is a $v \in \mathrm{~N}$ such that $\|u-v\|<\operatorname{dist}(u, \mathrm{~N})+\varepsilon$. We may assume that $v \neq 0$, for otherwise we can change $v$ slightly without affecting the inequality. Then $v_{0}=v /\|v\| \in \mathrm{S}_{\mathrm{N}}$ and $\operatorname{dist}\left(u, \mathrm{~S}_{\mathrm{N}}\right) \leqq$ $\leqq\left\|u-v_{0}\right\| \leqq\|u-v\|+\left\|v-v_{0}\right\|$. But $\quad\left\|v-v_{0}\right\|=\|v\|-1|=|\|v\|-$ $-\|u\| \mid \leqq\|v-u\|$, so that $\operatorname{dist}\left(u, \mathrm{~S}_{\mathrm{N}}\right) \leqq 2\|u-v\|<2 \operatorname{dist}(u, \mathrm{~N})+2 \varepsilon$. Since $\varepsilon>0$ is arbitrary, this proves (2.13).
(2.12) shows that $d\left(M_{n}, M\right) \rightarrow 0$ is equivalent to $\hat{\delta}\left(M_{n}, M\right) \rightarrow 0$. Thus the convergence $M_{n} \rightarrow M$ can be defined by $\hat{\delta}\left(M_{n}, M\right) \rightarrow 0$ without reference to the $d$ function. In what follows we shall use almost exclusively the gap $\hat{\delta}$ rather than the distance $d$.

Remark 2.1. The metric space of all closed linear manifolds of $\mathbf{Z}$ defined above is complete; if $\left\{\mathrm{M}_{n}\right\}$ is a Cauchy sequence $\left(\mathcal{d}\left(\mathrm{M}_{n}, \mathrm{M}_{m}\right) \rightarrow 0\right.$ for $n, m \rightarrow \infty)$, then there is a closed linear manifold $M$ such that $\mathcal{d}\left(M_{n}, M\right) \rightarrow 0$. Since we do not need this theorem, we shall not prove it here.

The following lemma will be needed later.
Lemma 2.2. For any closed linear manifolds $M, N$ of $\mathbf{Z}$ and any $u \in \mathbf{Z}$, we have

$$
\begin{equation*}
(1+\delta(\mathrm{M}, \mathrm{~N})) \operatorname{dist}(u, \mathrm{M}) \geqq \operatorname{dist}(u, \mathrm{~N})-\|u\| \delta(\mathrm{M}, \mathrm{~N}) . \tag{2.14}
\end{equation*}
$$

Proof. For any $\varepsilon>0$ there is a $v \in M$ such that $\|u-v\|<\operatorname{dist}(u, M)+$ $+\varepsilon$, and for this $v$ there is a $w \in \mathrm{~N}$ such that $\|v-w\|<\operatorname{dist}(v, \mathrm{~N})+\varepsilon$. Hence $\operatorname{dist}(u, \mathrm{~N}) \leqq\|u-w\| \leqq \operatorname{dist}(u, \mathrm{M})+\operatorname{dist}(v, \mathrm{~N})+2 \varepsilon \leqq \operatorname{dist}(u$, $\mathrm{M})+\|v\| \delta(\mathrm{M}, \mathrm{N})+2 \varepsilon$. But $\|v\| \leqq\|u\|+\|u-v\| \leqq\|u\|+\operatorname{dist}(u, \mathrm{M})+\varepsilon$. Hence $\operatorname{dist}(u, N) \leqq(1+\delta(M, N)) \operatorname{dist}(u, M)+\|u\| \delta(M, N)+2 \varepsilon+$ $+\varepsilon \delta(M, N)$. On letting $\varepsilon \rightarrow 0$ we obtain (2.14).

## 2. The gap and the dimension

The following lemma is basic in the study of the gaps between closed linear manifolds.

Lemma 2.3. ${ }^{1}$ Let $\mathrm{M}, \mathrm{N}$ be linear manifolds in a Banach space $\mathbf{Z}$. If $\operatorname{dim} \mathrm{M}>\operatorname{dim} \mathrm{N}$, there exists a $u \in \mathrm{M}$ such that

$$
\begin{equation*}
\operatorname{dist}(u, \mathrm{~N})=\|u\|>0 . \tag{2.15}
\end{equation*}
$$

Remark 2.4. If the quotient space $\tilde{\mathbf{Z}}=\mathbf{Z} / \mathbf{N}$ is introduced (see III§ 1.8), (2.15) can be written

$$
\begin{equation*}
\|\tilde{u}\|=\|u\|>0 . \tag{2.16}
\end{equation*}
$$

Note that N is closed since $\operatorname{dim} \mathrm{N}<\infty$ by hypothesis.

[^93]Proof of Lemma 2.3. We may assume that both $M$ and $N$ are finitedimensional, for $\operatorname{dim} N<\infty$ and we may replace $M$ by any of its finitedimensional subspaces with dimension equal to $\operatorname{dim} N+1$. Hence $\mathbf{Z}$ itself may also be assumed to be finite-dimensional, for it suffices to consider the problem in the subspace $M+N$.

For the moment assume that $\mathbf{Z}$ is strictly convex, by which we mean that $\|u+v\|<\|u\|+\|v\|$ whenever $u, v$ are linearly independent. Then it is easily seen that each $u \in \mathbf{Z}$ has a unique nearest point $v=A u$ in $\mathbf{N}$ and that the map $u \rightarrow A u$ is continuous ${ }^{1}$. The operator $A$ is in general nonlinear, but it has the property that $A(-u)=-A u$. According to a theorem by Borsuk ${ }^{2}$, there exists a $u \in \mathrm{M}$ such that $\|u\|=1$ and $A u=0$. This $u$ satisfies the requirements of the lemma.

In the general case we regard $Z$ as a real Banach space and choose a basis $f_{1}, \ldots, f_{m}$ of the real adjoint space of $Z$. Then

$$
\|u\|_{n}=\left\{\|u\|^{2}+\frac{1}{n}\left[\left(u, f_{1}\right)^{2}+\cdots+\left(u, f_{m}\right)^{2}\right]\right\}^{1 / 2}
$$

defines a new norm in $\mathbf{Z}$ and converts $\mathbf{Z}$ into a strictly convex space. For each $n=1,2, \ldots$, there exists a $u_{n} \in M$ such that $\operatorname{dist}_{n}\left(u_{n}, N\right)$ $=\left\|u_{n}\right\|_{n}=1$, where $\operatorname{dist}_{n}$ denotes the distance in the sense of the norm $\left\|\|_{n}\right.$. Since $\| u_{n}\|\leqq\| u_{n} \|_{n}=1$, the sequence $\left\{u_{n}\right\}$ contains a convergent subsequence. The limit $u$ of this subsequence is easily seen to satisfy the requirements of the lemma.

Remark 2.5. The nonlinearity of the operator $A$ used above gives the lemma a non-elementary character. If $\mathbf{Z}$ is a unitary space, $A$ is simply the orthogonal projection on N , and the proof of the lemma is quite elementary.

Corollary 2.6. Let $M, N$ be closed linear manifolds. $\delta(M, N)<1$ implies $\operatorname{dim} M \leqq \operatorname{dim} N . \hat{\delta}(M, N)<1$ implies $\operatorname{dim} M=\operatorname{dim} N$.

Remark 2.7. The last corollary shows that the space of closed linear manifolds of $\mathbf{Z}$ is the union of disjoint open sets, each of which consists of closed linear manifolds with a fixed dimension.

## 3. Duality

There is a simple relationship between the gap function in a Banach space $\mathbf{Z}$ and that in the adjoint space $\mathbf{Z}^{*}$. For any closed linear manifold $\mathbf{M} \subset \mathbf{Z}, M^{\perp}$ denotes the annihilator of $M$; $M^{\perp}$ is the closed linear manifold of $\mathbf{Z}^{*}$ consisting of all $f \in \mathbf{Z}^{*}$ such that $f \perp \mathbf{M}$ (see III-§ 1.4).

[^94]Lemma 2.8. Let $M$ be a closed linear manifold of $Z, 0 \neq M \neq Z$. Then

$$
\begin{align*}
\operatorname{dist}\left(f, M^{\perp}\right) & =\sup _{u \in \mathcal{S}_{M}}|(u, f)|=\left\|f_{M}\right\|, \quad f \in \mathbf{Z}^{*},  \tag{2.17}\\
\operatorname{dist}(u, M) & =\sup _{f \in \mathcal{S}_{M^{+}}}|(u, f)|, \quad u \in \mathbf{Z}, \tag{2.18}
\end{align*}
$$

where $f_{M}$ is the restriction of $f$ to $M$.
Proof. Let $f \in \mathbf{Z}^{*}$. By the Hahn-Banach theorem, there is a $g \in \mathbf{Z}^{*}$ which is an extension of $f_{\mathrm{M}}$ with $\|g\|=\left\|f_{\mathrm{M}}\right\|$. Then $h=f-g \in \mathrm{M}^{\perp}$ since $(u, f)=(u, g) \quad$ for $\quad u \in \mathrm{M}$. Thus $\quad \operatorname{dist}\left(f, \mathrm{M}^{\perp}\right) \leqq\|f-h\|=\|g\|=\left\|f_{\mathrm{M}}\right\|$ $=\sup |(u, f)|$.
$u \in S_{M}$
On the other hand, for any $h \in \mathrm{M}^{\perp}$ we have $|(u, f)|=|(u, f-h)| \leqq$ $\leqq\|f-h\|$ if $u \in \mathrm{~S}_{\mathrm{M}}$. Hence $|(u, f)| \leqq \operatorname{dist}\left(f, \mathrm{M}^{\perp}\right)$, which gives the opposite inequality to the above and completes the proof of (2.17).

Let $u \in \mathbf{Z}$. For each $f \in \mathrm{~S}_{\mathrm{M}^{+}}$we have $|(u, f)|=|(u-v, f)| \leqq\|u-v\|$ for any $v \in \mathcal{M}$. Hence $|(u, f)| \leqq \operatorname{dist}(u, M)$ and so $\sup _{t \in \mathcal{S}^{+}}|(u, f)| \leqq \operatorname{dist}(u$, $\mathrm{M})$. The opposite inequality follows from the fact that there exists an $f \in \mathrm{~S}_{\mathrm{M}^{+}}$such that $|(u, f)|=\operatorname{dist}(u, M)$ (which is a direct consequence of Theorem III-1.22).

Theorem 2.9. For closed linear manifolds $M, N$ of $Z$, we have

$$
\begin{equation*}
\delta(M, N)=\delta(N \perp, M \perp), \quad \hat{\delta}(M, N)=\hat{\delta}(M \perp, N \perp) . \tag{2.19}
\end{equation*}
$$

Proof. The second equality follows from the first, which in turn follows from Lemma 2.8, for

$$
\begin{aligned}
& \delta(\mathrm{M}, \mathrm{~N})=\sup _{u \in \operatorname{S}_{\mathrm{M}}} \operatorname{dist}(u, \mathrm{~N})=\sup _{u \in \mathrm{~S}_{\mathrm{M}}} \sup _{g \in \mathrm{~S}_{\mathrm{N}^{+}}}|(u, g)| \\
& =\sup _{g \in \mathrm{~S}_{\mathrm{N}^{+}}} \sup _{u \in \mathrm{~S}_{\mathbf{M}}}|(u, g)|=\sup _{g \in \mathrm{~S}_{\mathrm{N}^{+}}} \operatorname{dist}\left(g, \mathrm{M}^{\perp}\right)=\delta\left(\mathrm{N}^{\perp}, \mathrm{M}^{\perp}\right) .
\end{aligned}
$$

[The above proof applies to the case where $M \neq 0$ and $N \neq Z$. If $M=0$, then $M^{\perp}=Z^{*}$ so that $\delta(M, N)=0=\delta\left(N^{\perp}, M^{\perp}\right)$. If $N=Z$, then $N^{\perp}=0$ so that $\delta(M, N)=0=\delta\left(N^{\perp}, M^{\perp}\right)$.]

## 4. The gap between closed operators

Let us consider the set $\mathscr{C}(X, Y)$ of all closed operators from $X$ to $Y$. If $T, S \in \mathscr{C}(X, Y)$, their graphs $\mathrm{G}(T), \mathrm{G}(S)$ are closed linear manifolds of the product space $\mathbf{X} \times \mathrm{Y}$. We set

$$
\begin{align*}
\delta(T, S) & =\delta(\mathrm{G}(T), \mathrm{G}(S)), \quad \hat{\delta}(T, S)=\hat{\delta}(\mathrm{G}(T), \mathrm{G}(S))  \tag{2.20}\\
& =\max [\delta(T, S), \delta(S, T)] .
\end{align*}
$$

$\hat{\delta}(T, S)$ will be called the gap between $T$ and $S^{1}$.

[^95]Similarly we can define the distance $\mathcal{d}(T, S)$ between $T$ and $S$ as equal to $\boldsymbol{d}(\mathrm{G}(T), \mathrm{G}(S))$. Under this distance function $\mathscr{C}(\mathrm{X}, \mathrm{Y})$ becomes a metric space. In this space the convergence of a sequence $T_{n} \in \mathscr{C}(\mathrm{X}, \mathrm{Y})$ to a $T \in \mathscr{C}(\mathrm{X}, \mathrm{Y})$ is defined by $\dot{d}\left(T_{n}, T\right) \rightarrow 0$. But since $\hat{\delta}(T, S) \leqq$ $\leqq d(T, S) \leqq 2 \hat{\delta}(T, S)$ in virtue of (2.12), this is true if and only if $\hat{\delta}\left(T_{n}, T\right) \rightarrow 0$. In this case we shall also say that the operator $T_{n}$ converges to $T$ (or $T_{n} \rightarrow T$ ) in the generalized sense.

It should be remarked that earlier we defined the convergence of operators only for operators of the class $\mathscr{B}(\mathrm{X}, \mathrm{Y})$. Actually we introduced several different notions of convergence: convergence in norm, strong and weak convergence. We shall show in a moment that the notion of generalized convergence introduced above for closed operators is a generalization of convergence in norm for operators of $\mathscr{B}(\mathbf{X}, \mathrm{Y})$.

Remark 2.10. When $T$ varies over $\mathscr{C}(X, Y), \mathrm{G}(T)$ varies over a proper subset of the set of all closed linear manifolds of $X \times Y$. This subset is not closed and, consequently, $\mathscr{C}(X, Y)$ is not a complete metric space (assuming, of course, that $\operatorname{dim} X \geqq 1, \operatorname{dim} Y \geqq 1$ ). It is not trivial to see this in general, but it is easily seen if $Y=X$. Consider the sequence $\{n I\}$ where $I$ is the identity operator in $\mathrm{X} . \mathrm{G}(n I)$ is the subset of $\mathrm{X} \times \mathrm{X}$ consisting of all elements $\left\{n^{-1} u, u\right\}, u \in X$, and it is readily seen that $\lim G(n I)$ exists and is equal to the set of all elements of the form $\{0, u\}$, $u \in \mathrm{X}$. But this set is not a graph. Thus $\{n I\}$ is a Cauchy sequence in $\mathscr{C}(\mathrm{X})=\mathscr{C}(\mathrm{X}, \mathrm{X})$ without a limit.

Lemma 2.11. Let $T \in \mathscr{B}(\mathrm{X}, \mathrm{Y})$. If $S \in \mathscr{C}(\mathrm{X}, \mathrm{Y})$ and $\delta(S, T)<$ $<\left(1+\|T\|^{2}\right)^{-1 / 2}$, then $S$ is bounded (so that $\mathrm{D}(S)$ is closed).

Proof. Let $\varphi$ be an element of the unit sphere of $G(S): \varphi=\{u, S u\} \in$ $\in \mathrm{G}(S), u \in \mathrm{D}(S)$ and

$$
\begin{equation*}
\|u\|^{2}+\|S u\|^{2}=\|\varphi\|^{2}=1^{1} . \tag{2.21}
\end{equation*}
$$

Let $\delta^{\prime}$ be any number such that $\delta(S, T)<\delta^{\prime}<\left(1+\|T\|^{2}\right)^{-1 / 2}$. Then $\varphi$ has distance smaller than $\delta^{\prime}$ from $\mathrm{G}(T)$, so that there exists a $\psi=\{v, T v\} \in \mathrm{G}(T)$ such that $\|\varphi-\psi\|<\delta^{\prime}:$

$$
\begin{equation*}
\|u-v\|^{2}+\|S u-T v\|^{2}=\|\varphi-\psi\|^{2}<\delta^{\prime 2} . \tag{2.22}
\end{equation*}
$$

Set $A=S-T$; we have $\|A u\|^{2}=\|S u-T v-T(u-v)\|^{2} \leqq(\| S u-$ $-T v\|+\| T\| \| u-v \|)^{2} \leqq \delta^{\prime 2}\left(1+\|T\|^{2}\right)$ by the Schwarz inequality and (2.22). Since

$$
1=\|u\|^{2}+\|T u+A u\|^{2} \leqq\left(1+\|T\|^{2}\right)\|u\|^{2}+2\|T\|\|u\|\|A u\|+\|A u\|^{2},
$$

by (2.21), we have
$\|A u\|^{2} \leqq \delta^{\prime 2}\left(1+\|T\|^{2}\right)\left[\left(1+\|T\|^{2}\right)\|u\|^{2}+2\|T\|\|u\|\|A u\|+\|A u\|^{2}\right]$.

[^96]Solving this inequality for $\|A u\|$, we obtain

$$
\begin{align*}
\|A u\| & \leqq \frac{\delta^{\prime}\left(1+\|T\|^{2}\right)\left[\left(1-\delta^{\prime 2}\right)^{1 / 2}+\delta^{\prime}\|T\|\right]}{1-\delta^{\prime 2}\left(1+\|T\|^{2}\right)}\|u\| \leqq  \tag{2.23}\\
& \leqq \frac{\delta^{\prime}\left(1+\|T\|^{2}\right)}{1-\delta^{\prime}\left(1+\|T\|^{2}\right)^{1 / 2}}\|u\| ;
\end{align*}
$$

note that the denominators are positive.
Since (2.23) is homogeneous in $u$, it is true for every $u \in D(S)$ without any normalization. Thus $A$ is bounded and so is $S=T+A$.

Lemma 2.12. Let $T \in \mathscr{B}(\mathrm{X}, \mathrm{Y})$. If $S \in \mathscr{C}(\mathrm{X}, \mathrm{Y})$ and $\delta(T, S)<$ $<\left(1+\|T\|^{2}\right)^{-1 / 2}$, then $S$ is densely defined ${ }^{1}$.

Proof. Let $v$ be any vector of X so normalized that $\psi=\{v, T v\}$ has norm 1:

$$
\begin{equation*}
\|v\|^{2}+\|T v\|^{2}=\|\psi\|^{2}=1 . \tag{2.24}
\end{equation*}
$$

Let $\delta^{\prime}$ be such that $\delta(T, S)<\delta^{\prime}<\left(1+\|T\|^{2}\right)^{-1 / 2}$. Then there is a $\varphi$ $=\{u, S u\}$ satisfying (2.22) [but not necessarily (2.21)]. Hence $\|v-u\|<$ $<\delta^{\prime}$ and so $\operatorname{dist}(v, M)<\delta^{\prime}$ where $M$ is the closure of $\mathrm{D}(S)$. But since $1 \leqq\left(1+\|T\|^{2}\right)\|v\|^{2}$ by (2.24), dist $(v, M)<\delta^{\prime}\left(1+\|T\|^{2}\right)^{1 / 2}\|v\|$. The last inequality is homogeneous in $v$ and therefore true for every $v \in \mathbf{X}$. Since $\delta^{\prime}\left(1+\|T\|^{2}\right)^{1 / 2}<1$, it follows that $\mathrm{M}=\mathrm{X}$; otherwise there would exist a $v \neq 0$ such that $\operatorname{dist}(v, M)>\delta^{\prime}\left(1+\|T\|^{2}\right)^{1 / 2}\|v\|$, see Lemma III-1.12. Thus $\mathrm{D}(S)$ is dense in X .

Theorem 2.13. Let $T \in \mathscr{B}(\mathrm{X}, \mathrm{Y})$. If $S \in \mathscr{C}(\mathrm{X}, \mathrm{Y})$ is so close to $T$ that $\hat{\delta}(S, T)<\left(1+\|T\|^{2}\right)^{-1 / 2}$, then $S \in \mathscr{B}(\mathrm{X}, \mathrm{Y})$ and $^{2}$

$$
\begin{equation*}
\|S-T\| \leqq \frac{\left(1+\|T\|^{2}\right) \delta(S, T)}{1-\left(1+\|T\|^{1}\right)^{1 / 2} \delta(S, T)} . \tag{2.25}
\end{equation*}
$$

Proof. It follows from Lemmas 2.11 and 2.12 that $S$ is bounded, $\mathrm{D}(S)$ is closed and dense in X . Hence $\mathrm{D}(S)=\mathbf{X}$ and $S \in \mathscr{B}(\mathbf{X}, \mathrm{Y})$. Then (2.25) follows from (2.23) since $\delta^{\prime}$ can be chosen arbitrarily close to $\delta(S, T)$.

Theorem 2.14. Let $T \in \mathscr{C}(\mathrm{X}, \mathrm{Y})$ and let $A$ be $T$-bounded with relative bound less than 1, so that we have the inequality (1.1) with $b<1$. Then $S=T+A \in \mathscr{C}(\mathrm{X}, \mathrm{Y})$ and

$$
\begin{equation*}
\hat{\delta}(S, T) \leqq(1-b)^{-1}\left(a^{2}+b^{2}\right)^{1 / 2} . \tag{2.26}
\end{equation*}
$$

In particular if $A \in \mathscr{B}(\mathrm{X}, \mathrm{Y})$, then

$$
\begin{equation*}
\hat{\delta}(T+A, T) \leqq\|A\| . \tag{2.27}
\end{equation*}
$$

Proof. $S \in \mathscr{C}(X, Y)$ was proved in Theorem 1.1. To prove (2.26), let $\varphi=\{u, S u\} \in \mathrm{G}(S)$ with $\|\varphi\|=1$, so that we have (2.21). Setting

[^97]$\psi=\{u, T u\} \in \mathrm{G}(T)$, we have $\quad\|\varphi-\psi\|=\|(S-T) u\|=\|A u\| \leqq$ $\leqq(1-b)^{-1}(a\|u\|+b\|S u\|)$ by (1.3). It follows by the Schwarz inequality and (2.21) that $\|\varphi-\psi\| \leqq(1-b)^{-1}\left(a^{2}+b^{2}\right)^{1 / 2}$. Hence dist $(\varphi, G(T))$ $\leqq(1-b)^{-1}\left(a^{2}+b^{2}\right)^{1 / 2}$ and, since $\varphi$ is an arbitrary element of the unit sphere of $\mathrm{G}(S), \delta(S, T)=\delta(\mathrm{G}(S), \mathrm{G}(T)) \leqq(1-b)^{-1}\left(a^{2}+b^{2}\right)^{1 / 2}$.
$\delta(T, S)$ can be estimated similarly, using (1.1) rather than (1.3); the result is $\delta(T, S) \leqq\left(a^{2}+b^{2}\right)^{1 / 2}$. Thus we obtain the estimate (2.26) for $\hat{\delta}(S, T)=\max [\delta(S, T), \delta(T, S)]$.

Problem 2.15. If we assume (1.4) with $b=\max \left(b^{\prime}, b^{\prime \prime}\right)<1$, then

$$
\begin{equation*}
\hat{\delta}(S, T) \leqq(1-b)^{-1}\left[a^{2}+\left(b^{\prime}+b^{\prime \prime}\right)^{2}\right]^{1 / 2} . \tag{2.28}
\end{equation*}
$$

Remark 2.16. Theorem 2.13 shows that $\mathscr{B}(\mathrm{X}, \mathrm{Y})$ is an open subset of $\mathscr{C}(\mathrm{X}, \mathrm{Y}) .(2.25)$ and (2.27) show that within this open subset $\mathscr{B}(\mathrm{X}, \mathrm{Y})$, the topology defined by the distance function $d$ (or, equivalently, by the gap function $\hat{\delta}$ ) is identical with the norm topology.

Theorem 2.17. Let $T, S \in \mathscr{C}(\mathrm{X}, \mathrm{Y})$ and $A \in \mathscr{B}(\mathrm{X}, \mathrm{Y})$. Then

$$
\begin{equation*}
\hat{\delta}(S+A, T+A) \leqq 2\left(1+\|A\|^{2}\right) \hat{\delta}(S, T) . \tag{2.29}
\end{equation*}
$$

Proof. $T \in \mathscr{C}(\mathrm{X}, \mathrm{Y})$ implies that $T+A \in \mathscr{C}(\mathrm{X}, \mathrm{Y})$ with $\mathrm{D}(T+A)$ $=\mathbf{D}(T)$. Similarly $S+A \in \mathscr{C}(\mathbf{X}, \mathbf{Y})$.

Let $\varphi \in \mathrm{G}(S+A)$ with $\|\varphi\|=1$. Then there is a $u \in \mathrm{D}(S)$ such that $\varphi=\{u,(S+A) u\}$ and

$$
\begin{equation*}
\|u\|^{2}+\|(S+A) u\|^{2}=\|\varphi\|^{2}=1 . \tag{2.30}
\end{equation*}
$$

Set $\|u\|^{2}+\|S u\|^{2}=r^{2}, r>0 . r^{-1}\{u, S u\}$ is an element of the unit sphere of $G(S)$. For any $\delta^{\prime}>\hat{\delta}(S, T)=\hat{\delta}(\mathrm{G}(S), \mathrm{G}(T))$, therefore, $r^{-1}\{u, S u\}$ has distance $<\delta^{\prime}$ from $\mathrm{G}(T)$. Hence there is a $v \in \mathrm{D}(T)$ such that $\|u-v\|^{2}$ $+\|S u-T v\|^{2}<r^{2} \delta^{\prime 2}$. Then, setting $\psi=\{v,(T+A) v\}$, we have

$$
\begin{gather*}
\|\varphi-\psi\|^{2}=\|u-v\|^{2}+\|(S+A) u-(T+A) v\|^{2} \leqq  \tag{2.31}\\
\leqq\|u-v\|^{2}+2\|S u-T v\|^{2}+2\|A\|^{2}\|u-v\|^{2} \leqq \\
\leqq 2\left(1+\|A\|^{2}\right) r^{2} \delta^{\prime 2} .
\end{gather*}
$$

On the other hand $r^{2}=\|u\|^{2}+\|S u\|^{2}=\|u\|^{2}+\|(S+A) u-A u\|^{2} \leqq$ $\leqq\|u\|^{2}+2\|(S+A) u\|^{2}+2\|A\|^{2}\|u\|^{2} \leqq 2+2\|A\|^{2}\|u\|^{2} \leqq 2+2\|A\|^{2}$ by (2.30). Hence $\|\varphi-\psi\|^{2} \leqq 4\left(1+\|A\|^{2}\right)^{2} \delta^{\prime 2}$. Since $\psi \in \mathrm{G}(T+A)$, this implies that $\operatorname{dist}(\varphi, \mathrm{G}(T+A)) \leqq 2\left(1+\|A\|^{2}\right) \delta^{\prime}$ and, since $\varphi$ is an arbitrary element of the unit sphere of $\mathrm{G}(S+A)$, that $\delta(S+A, T+A)$ $=\delta(\mathrm{G}(S+A), \mathrm{G}(T+A)) \leqq 2\left(1+\|A\|^{2}\right) \delta^{\prime}$. Since $S$ and $T$ may be exchanged in the above argument and since $\delta^{\prime}$ may be arbitrarily close to $\hat{\delta}(S, T)$, we obtain (2.29).

Theorem 2.18. Let $T, S \in \mathscr{C}(\mathrm{X}, \mathrm{Y})$ be densely defined. Then $\delta(T, S)$ $=\delta\left(S^{*}, T^{*}\right)$ and $\hat{\delta}(T, S)=\hat{\delta}\left(T^{*}, S^{*}\right)$.

Proof. $\delta\left(S^{*}, T^{*}\right)=\delta\left(\mathrm{G}\left(S^{*}\right), \mathrm{G}\left(T^{*}\right)\right)=\delta\left(\mathrm{G}^{\prime}\left(S^{*}\right), \mathrm{G}^{\prime}\left(T^{*}\right)\right)$
$=\delta\left(\mathrm{G}(-S)^{\perp}, \mathrm{G}(-T)^{\perp}\right)=\delta(\mathrm{G}(-T), \mathrm{G}(-S))=\delta(\mathrm{G}(T), \mathrm{G}(S))$
$=\delta(T, S)$, where $\mathrm{G}(T) \subset \mathbf{X} \times \mathrm{Y}$ is the graph of $T$ and $\mathrm{G}^{\prime}\left(T^{*}\right) \subset \mathrm{X}^{*} \times \mathrm{Y}^{*}$ is the inverse graph of $T^{*} \in \mathscr{C}\left(\mathrm{Y}^{*}, \mathrm{X}^{*}\right)$; note that $\mathrm{G}^{\prime}\left(T^{*}\right)=\mathrm{G}(-T)^{\perp}$ by III-(5.9) and that $\delta\left(\mathrm{N}^{\perp}, \mathrm{M}^{\perp}\right)=\delta(\mathrm{M}, \mathrm{N})$ by (2.19). $\delta\left(\mathrm{G}\left(S^{*}\right), \mathrm{G}\left(T^{*}\right)\right)$ $=\delta\left(\mathrm{G}^{\prime}\left(S^{*}\right), \mathrm{G}^{\prime}\left(T^{*}\right)\right)$ is due to the special choice of the norm in the product space (see par. 5 below).

Problem 2.19. Let $T \in \mathscr{C}(X, Y) . T$ is bounded if and only if $\delta(T, 0)<1$. $T \in \mathscr{F}(\mathrm{X}, \mathrm{Y})$ if and only if $\hat{\delta}(T, 0)<1$.

## 5. Further results on the stability of bounded invertibility

The graph $\mathrm{G}(R)$ of an $R \in \mathscr{C}(\mathrm{Y}, \mathrm{X})$ is a closed linear manifold of $\mathrm{Y} \times \mathrm{X}$, and the inverse graph $\mathrm{G}^{\prime}(R)$ of $R$ is a closed linear manifold of $X \times Y$ obtained as the image of $G(R)$ under the map $\{y, x\} \rightarrow\{x, y\}$ (see III-§ 5.2). Since this map preserves the norm and hence the gap between two closed linear manifolds, $\delta\left(R_{1}, R_{2}\right)=\delta\left(\mathrm{G}\left(R_{1}\right), \mathrm{G}\left(R_{2}\right)\right)$ $=\delta\left(\mathrm{G}^{\prime}\left(R_{1}\right), \mathrm{G}^{\prime}\left(R_{2}\right)\right)$ and the same is true with $\delta$ replaced by $\hat{\delta}, d$ or $d$. Thus in the discussion of the gap or distance between operators of $\mathscr{C}(Y, X)$, we can replace their graphs by their inverse graphs.

If $T \in \mathscr{C}(\mathrm{X}, \mathrm{Y})$ is invertible, $T^{-1} \in \mathscr{C}(\mathrm{Y}, \mathrm{X})$ and $\mathrm{G}^{\prime}\left(T^{-1}\right)=\mathrm{G}(T)$ [see III-(5.5)]. The following theorem is an immediate consequence of these observations.

Theorem 2.20. If $T, S \in \mathscr{C}(\mathrm{X}, \mathrm{Y})$ are invertible, then

$$
\begin{equation*}
\delta\left(S^{-1}, T^{-1}\right)=\delta(S, T), \quad \hat{\delta}\left(S^{-1}, T^{-1}\right)=\hat{\delta}(S, T) . \tag{2.32}
\end{equation*}
$$

If we denote by $\mathscr{C}_{i}(\mathrm{X}, \mathrm{Y})$ the subset of $\mathscr{C}(\mathrm{X}, \mathrm{Y})$ consisting of all invertible operators, Theorem 2.20 means that $T \rightarrow T^{-1}$ is an isometric mapping of $\mathscr{C}_{i}(X, Y)$ onto $\mathscr{C}_{i}(Y, X)$. In general the structure of $\mathscr{C}_{i}(X, Y)$ in $\mathscr{C}(X, Y)$ would be quite complicated. We shall show, however, that the set of $T \in \mathscr{C}_{i}(\mathrm{X}, \mathrm{Y})$ such that $T^{-1} \in \mathscr{B}(\mathrm{Y}, \mathrm{X})$ is open in $\mathscr{C}(\mathrm{X}, \mathrm{Y})$. This is the principle of stability of bounded invertibility in its most general form.

Theorem 2.21. Let $T \in \mathscr{C}(\mathrm{X}, \mathrm{Y})$ be invertible with $T^{-1} \in \mathscr{B}(\mathrm{Y}, \mathrm{X})$. If $S \in \mathscr{C}(\mathrm{X}, \mathrm{Y})$ with $\hat{\delta}(S, T)<\left(1+\left\|T^{-1}\right\|^{2}\right)^{-1 / 2}$, then $S$ is invertible and $S^{-1} \in \mathscr{B}(\mathrm{Y}, \mathrm{X})$.

Proof. If $S$ is known to be invertible, then $\hat{\delta}\left(S^{-1}, T^{-1}\right)=\hat{\delta}(S, T)<$ $<\left(1+\left\|T^{-1}\right\|^{2}\right)^{-1 / 2}$ so that $S^{-1} \in \mathscr{B}(\mathrm{Y}, \mathrm{X})$ by Theorem 2.13 (applied to the pair $S^{-1}, T^{-1}$ ). Thus it suffices to show that $S$ is invertible.

Suppose that $S u=0,\|u\|=1$. Then $\{u, 0\}$ is on the unit sphere of $\mathrm{G}(S)$, so that there is a $\{v, T v\} \in \mathrm{G}(T)$ such that $\|u-v\|^{2}+\|T v\|^{2}<\delta^{\prime 2}$, where $\delta^{\prime}$ is a number such that $\hat{\delta}(S, T)<\delta^{\prime}<\left(1+\left\|T^{-1}\right\|^{2}\right)^{-1 / 2}$. Then
$1=\|u\|^{2} \leqq(\|u-v\|+\|v\|)^{2} \leqq\left(\|u-v\|+\left\|T^{-1}\right\|\|T v\|\right)^{2} \leqq\left(1+\left\|T^{-1}\right\|^{2}\right) \delta^{\prime 2}<$ $<1$, a contradiction.

Remark 2.22. The theorems proved in this and the preceding paragraphs are not very strong from the quantitative point of view, for many crude estimates have been used in their proof. For example, Theorems 2.14 and 2.21 give the result that $(T+A)^{-1} \in \mathscr{B}(\mathrm{Y}, \mathrm{X})$ exists if $\|A\|<$ $<\left(1+\left\|T^{-1}\right\|^{2}\right)^{-1 / 2}$. But this condition is unnecessarily strong, for we know that it is sufficient to assume $\|A\|<\left\|T^{-1}\right\|^{-1}$ (a special case of Theorem 1.16).

It is easy to improve this unsatisfactory result by an auxiliary argument. If we apply the result just obtained to the pair $\alpha T, \alpha A$ with $\alpha>0$, we see that $\alpha(T+A)$ has an inverse in $\mathscr{B}(\mathrm{Y}, \mathrm{X})$ if $\alpha\|A\|<$ $<\left(1+\alpha^{-2}\left\|T^{-1}\right\|^{2}\right)^{-1 / 2}$, that is, if $\|A\|<\left(\alpha^{2}+\left\|T^{-1}\right\|^{2}\right)^{-1 / 2}$. Since $\alpha$ can be chosen arbitrarily small, it follows that $(T+A)^{-1} \in \mathscr{B}(\mathrm{Y}, \mathrm{X})$ if $\|A\|<\left\|T^{-1}\right\|^{-1}$. In this way we regain the specific result from general theorems. In many cases this kind of auxiliary argument can be used to improve the numerical results.

## 6. Generalized convergence

We recall that $T_{n}$ converges to $T\left(T_{n} \rightarrow T\right)$ in the generalized sense if $\hat{\delta}\left(T_{n}, T\right) \rightarrow 0$. The following theorem is a direct consequence of Remark 2.16, Theorems 2.17, 2.18 and 2.20 .

Theorem 2.23. Let $T, T_{n} \in \mathscr{C}(X, Y), n=1,2, \ldots$.
a) If $T \in \mathscr{B}(\mathrm{X}, \mathrm{Y}), T_{n} \rightarrow T$ in the generalized sense if and only if $T_{n} \in \mathscr{B}(\mathrm{X}, \mathrm{Y})$ for sufficiently large $n$ and $\left\|T_{n}-T\right\| \rightarrow 0$.
b) If $T^{-1}$ exists and belongs to $\mathscr{B}(\mathrm{Y}, \mathrm{X}), T_{n} \rightarrow T$ in the generalized sense if and only if $T_{n}^{-1}$ exists and belongs to $\mathscr{B}(\mathrm{Y}, \mathrm{X})$ for sufficiently large $n$ and $\left\|T_{n}^{-1}-T^{-1}\right\| \rightarrow 0$.
c) If $T_{n} \rightarrow T$ in the generalized sense and if $A \in \mathscr{B}(\mathrm{X}, \mathrm{Y})$, then $T_{n}+A$ $\rightarrow T+A$ in the generalized sense.
d) If $T_{n}, T$ are densely defined, $T_{n} \rightarrow T$ in the generalized sense if and only if $T_{n}^{*} \rightarrow T^{*}$ in the generalized sense.

Another sufficient condition for generalized convergence is obtained from Theorem 2.14.

Theorem 2.24. Let $T \in \mathscr{C}(\mathrm{X}, \mathrm{Y})$. Let $A_{n}, n=1,2, \ldots$, be $T$-bounded so that $\left\|A_{n} u\right\| \leqq a_{n}\|u\|+b_{n}\|T u\|$ for $u \in \mathrm{D}(T) \subset \mathrm{D}\left(A_{n}\right)$. If $a_{n} \rightarrow 0$ and $b_{n} \rightarrow 0$, then $T_{n}=T+A_{n} \in \mathscr{C}(\mathrm{X}, \mathrm{Y})$ for sufficiently large $n$ and $T_{n} \rightarrow T$ in the generalized sense.

The conditions b), c) of Theorem 2.23 lead to a very convenient criterion for generalized convergence in case $Y=X$.

Theorem 2.25. Let $T \in \mathscr{C}(\mathrm{X})$ have a non-empty resolvent set $\mathrm{P}(T)$. In order that a sequence $T_{n} \in \mathscr{C}(\mathrm{X})$ converge to $T$ in the generalized sense, it is
necessary that each $\zeta \in \mathrm{P}(T)$ belong to $\mathrm{P}\left(T_{n}\right)$ for sufficiently large $n$ and

$$
\begin{equation*}
\left\|R\left(\zeta, T_{n}\right)-R(\zeta, T)\right\| \rightarrow 0, \tag{2.33}
\end{equation*}
$$

while it is sufficient that this be true for some $\zeta \in \mathrm{P}(T)$.
This theorem is useful since most closed operators that appear in applications have non-empty resolvent sets. It follows also from this theorem that if (2.33) is true for some $\zeta \in \mathrm{P}(T)$, then it is true for every $\zeta \in \mathrm{P}(T)$. We shall come back to this question in later sections.

Theorem 2.26. Let $T_{n}, T \in \mathscr{C}(\mathrm{X})$ and let $T_{n} \rightarrow T$ in the generalized sense. If all the $T_{n}$ have compact resolvents and if $T$ has non-empty resolvent set, then $T$ has compact resolvent.

Proof. Let $\zeta \in \mathrm{P}(T)$. Then we have (2.33) where $R\left(\zeta, T_{n}\right)$ is compact. Hence $R(\zeta, T)$ is compact (see Theorem III-4.7).

Remark 2.27. The converse of Theorem 2.26 is not true: $T_{n}$ need not have compact resolvent even if $T$ has. A simple counter-example: let $\mathbf{X}=\boldsymbol{l}^{\boldsymbol{p}}$ and let $S \in \mathscr{B}(\mathrm{X})$ be defined by a diagonal matrix with diagonal elements $1 / k, k=1,2, \ldots$, and let $S_{n}$ be a similar operator with diagonal elements $(n+k) / n k, k=1,2, \ldots$ Let $T=S^{-1}, T_{n}=S_{n}^{-1}$, which exist and belong to $\mathscr{C}(\mathbf{X})$. It is easily verified that 0 belongs to the resolvent sets of all the $T_{n}$ and of $T, R\left(0, T_{n}\right)=S_{n} \overrightarrow{\mathrm{u}} R(0, T)=S$ and that $T$ has compact resolvent (because $S$ is compact). But the resolvent of $T_{n}$ is not compact for any $n=1,2, \ldots$ (since $S_{n}$ is not compact). It should be noted, however, that the converse of Theorem 2.26 is true if $T_{n}-T$ is $T$-bounded; for a more precise statement see Theorem 3.17. See also Theorem VI-3.6.

Problem 2.28. Let $T \in \mathscr{C}(X, Y)$. Under what conditions does $n^{-1} T$ [resp. $\left.\left(1+n^{-1}\right) T\right]$ converge to $0[$ resp. $T]$ in the generalized sense ?

Finally we give another sufficient condition for generalized convergence ${ }^{1}$.

Theorem 2.29. Let $T_{n}, T \in \mathscr{C}(\mathrm{X}, \mathrm{Y})$. Let there be a third Banach space Z and operators $U_{n}, U \in \mathscr{B}(\mathrm{Z}, \mathrm{X})$ and $V_{n}, V \in \mathscr{B}(\mathrm{Z}, \mathrm{Y})$ such that $U_{n}, U$ map Z onto $\mathrm{D}\left(T_{n}\right), \mathrm{D}(T)$, respectively, one-to-one and $T_{n} U_{n}=V_{n}$, $T U=V$. If $\left\|U_{n}-U\right\| \rightarrow 0$ and $\left\|V_{n}-V\right\| \rightarrow 0, n \rightarrow \infty$, then $T_{n} \rightarrow T$ in the generalized sense.

Proof. The mapping $z \rightarrow \varphi=\{U z, V z\}=\{U z, T U z\}$ is a one-toone, bounded linear operator on $\mathbf{Z}$ onto $\mathrm{G}(T)$. Since $\mathrm{G}(T)$ is closed, this operator has a bounded inverse:

$$
\begin{equation*}
\|z\|^{2} \leqq c^{2}\|\varphi\|^{2}=c^{2}\left(\|U z\|^{2}+\|V z\|^{2}\right) . \tag{2.34}
\end{equation*}
$$

Let $\varphi=\{U z, V z\}$ be an arbitrary element of $\mathrm{G}(T)$. Then $\varphi_{n}=\left\{U_{n} z, V_{n} z\right\} \in \mathrm{G}\left(T_{n}\right)$ and

$$
\begin{equation*}
\left\|\varphi-\varphi_{n}\right\|^{2} \leqq\left(\left\|U-U_{n}\right\|^{2}+\left\|V-V_{n}\right\|^{2}\right)\|z\|^{2} \leqq c^{2} \delta_{n}^{2}\|\varphi\|^{2} \tag{2.35}
\end{equation*}
$$

where $\delta_{n}^{2}=\left\|U-U_{n}\right\|^{2}+\left\|V-V_{n}\right\|^{2}$. This implies that dist $\left(\varphi, \mathrm{G}\left(T_{n}\right)\right) \leqq$ $\leqq c \delta_{n}\|\varphi\|$ and hence $\delta\left(T, T_{n}\right)=\delta\left(\mathrm{G}(T), \mathrm{G}\left(T_{n}\right)\right) \leqq c \delta_{n} \rightarrow 0, n \rightarrow \infty$.

[^98]Similarly we have $\delta\left(T_{n}, T\right) \leqq c_{n} \delta_{n}$ where $c_{n}$ is the $c$ of (2.34) for $U, V$ replaced by $U_{n}, V_{n}$. But $\left\{c_{n}\right\}$ is bounded; in fact (2.35) gives $\|\varphi\| \leqq\left\|\varphi_{n}\right\|+\left\|\varphi-\varphi_{n}\right\| \leqq\left\|\varphi_{n}\right\|+c \delta_{n}\|\varphi\|$, hence $\|\varphi\| \leqq\left(1-c \delta_{n}\right)^{-1}\left\|\varphi_{n}\right\|$ and $\|z\| \leqq c\|\varphi\| \leqq c\left(1-c \delta_{n}\right)^{-1}\left\|\varphi_{n}\right\|$ by (2.34), which means that we can take $c_{n}=c\left(1-c \delta_{n}\right)^{-1}$. It follows that $\delta\left(T_{n}, T\right) \rightarrow 0$ and hence $\hat{\delta}\left(T_{n}, T\right) \rightarrow 0$.

## § 3. Perturbation of the spectrum

## 1. Upper semicontinuity of the spectrum

In this section we consider the change of the spectrum $\Sigma(T)$ and the resolvent $R(\zeta)=R(\zeta, T)$ of an operator $T \in \mathscr{C}(\mathrm{X})$ under "small" perturbations ${ }^{1}$.

Theorem 3.1. Let $T \in \mathscr{C}(X)$ and let $\Gamma$ be a compact subset of the resolvent set $\mathrm{P}(T)$. Then there is a $\delta>0$ such that $\Gamma \subset \mathrm{P}(S)$ for any $S \in \mathscr{C}(\mathrm{X})$ with $\hat{\delta}(S, T)<\delta$.

Proof. Let $\zeta \in \Gamma \subset \mathrm{P}(T)$. Since $(T-\zeta)^{-1}=R(\zeta) \in \mathscr{B}(\mathrm{X})$, it follows from the generalized stability theorem for bounded invertibility (Theorem 2.21) that $(S-\zeta)^{-1} \in \mathscr{B}(\mathrm{X})$ or $\zeta \in \mathrm{P}(S)$ if $\hat{\delta}(S-\zeta, T-\zeta)<$ $<\left(1+\|R(\zeta)\|^{2}\right)^{-1 / 2}$. According to Theorem 2.17, this is true if

$$
\begin{equation*}
2\left(1+|\zeta|^{2}\right) \hat{\delta}(S, T)<\left(1+\|R(\zeta)\|^{2}\right)^{-1 / 2} \tag{3.1}
\end{equation*}
$$

Since $\|R(\zeta)\|$ is continuous in $\zeta$, we have

$$
\begin{equation*}
\min _{\zeta \in \Gamma} \frac{1}{2}\left(1+|\zeta|^{2}\right)^{-1}\left(1+\|R(\zeta)\|^{2}\right)^{-1 / 2}=\delta>0 . \tag{3.2}
\end{equation*}
$$

It follows that $\Gamma \subset \mathrm{P}(S)$ if $\hat{\delta}(S, T)<\delta$.
Remark 3.2. If $S=T+A$ where $A \in \mathscr{B}(\mathrm{X})$, we have the sharper result that

$$
\begin{equation*}
\Gamma \subset \mathrm{P}(S) \quad \text { if } \quad\|A\|<\min _{\zeta \in \Gamma}\|R(\zeta)\|^{-1} \tag{3.3}
\end{equation*}
$$

in virtue of Theorem 1.16. If in addition $T \in \mathscr{B}(\mathrm{X}), \Gamma$ may be any closed (not necessarily bounded) subset of $\mathrm{P}(T)$; then $\|R(\zeta)\|^{-1}$ still has positive minimum for $\zeta \in \Gamma$ since $\|R(\zeta)\| \rightarrow 0$ for $\zeta \rightarrow \infty$.

Remark 3.3. Theorem 3.1 and Remark 3.2 show that $\Sigma(T)$ is an upper semicontinuous function of $T \in \mathscr{B}(\mathbf{X})$. In other words, for any $T \in \mathscr{B}(\mathrm{X})$ and $\varepsilon>0$ there exists a $\delta>0$ such that ${ }^{2} \varrho(\Sigma(S), \Sigma(T))=$

[^99]$\sup \operatorname{dist}(\lambda, \Sigma(T))<\varepsilon$ if $\|S-T\|<\delta$. This is seen by choosing the $\Gamma$ of $\lambda \in \Sigma(S)$
Theorem 3.1 as the set of points with distance not smaller than $\varepsilon$ from $\Sigma(T)$. Even for $T \in \mathscr{C}(X)$, Theorem 3.1 may be interpreted to imply that $\Sigma(T)$ is upper semicontinuous in a slightly weaker sense.

Problem 3.4. For $T, T_{n} \in \mathscr{C}(X)$, it is possible that $\hat{\delta}\left(T_{n}, T\right) \rightarrow 0$ and yet the distance between $\Sigma\left(T_{n}\right)$ and $\Sigma(T)$ is infinite for each $n$. Verify this for the following example: $\mathrm{X}=l^{p}, T$ is given by a diagonal matrix with diagonal elements $k$, $k=1,2, \ldots$, and $T_{n}=\left(1+i n^{-1}\right) T$. [hint: $T_{n}-T$ is $T$-bounded.]

Remark 3.5. In Theorem 3.1 it is in general not easy to give a simple expression for $\delta$, although it is expected that $\delta$ will be large if the distance of $\Gamma$ from $\Sigma(T)$ is large. Under some commutativity assumptions, this distance alone determines the necessary size of the perturbation. We have namely

Theorem 3.6. Let $T \in \mathscr{C}(\mathbf{X})$ and let $A \in \mathscr{B}(\mathbf{X})$ commute with $T$. Then the distance between $\Sigma(T)$ and $\Sigma(T+A)$ does not exceed $\operatorname{spr} A$ and, a fortiori, $\|A\|$.

Proof. $R(\zeta)$ commutes with $A$ (see Theorem III-6.5). Hence $(T+A-\zeta)^{-1} \in \mathscr{B}(\mathbf{X})$ if $\operatorname{spr} A<1 / \operatorname{spr} R(\zeta)$, by virtue of Theorem 1.18. Since $\operatorname{spr} R(\zeta)=1 / \operatorname{dist}(\zeta, \Sigma(T))$ by Problem III-6.16, it follows that $\zeta \in \mathrm{P}(T+A)$ if $\operatorname{spr} A<\operatorname{dist}(\zeta, \Sigma(T))$. In other words,

$$
\begin{equation*}
\operatorname{dist}(\zeta, \Sigma(T)) \leqq \operatorname{spr} A \quad \text { if } \quad \zeta \in \Sigma(T+A) . \tag{3.4}
\end{equation*}
$$

Since $A$ commutes with $T+A$ too, we can apply (3.4) to the pair $T, A$ replaced by the pair $T+A,-A$. Then we see that $\operatorname{dist}(\zeta, \Sigma(T+A))$ $\leqq \operatorname{spr} A$ if $\zeta \in \Sigma(T)$. This proves the theorem.

Remark 3.7. Theorem 3.6 shows that $\Sigma(T)$ changes continuously when $T$ is subjected to a small change which commutes with $T$.

## 2. Lower semi-discontinuity of the spectrum

In a finite-dimensional space, the eigenvalues of an operator $T$ depend on $T$ continuously (see II-§5.8). Even in a general Banach space $X$, the spectrum $\Sigma(T)$ changes continuously with $T \in \mathscr{B}(\mathbf{X})$ if the perturbation commutes with $T$ (see Remark 3.7) ${ }^{1}$. But this is not true for more general perturbation; only upper semicontinuity for the spectrum can be proved in general.

Roughly speaking, the upper semicontinuity proved in the preceding paragraph says that $\Sigma(T)$ does not expand suddenly when $T$ is changed continuously. But it may well shrink suddenly, as is seen from the following examples.

[^100]Example 3.8. Let $X=\boldsymbol{l}^{p}(-\infty, \infty)$, where each $u \in X$ is a bilateral sequence $u=\left(\xi_{j}\right), j=\cdots,-1,0,1,2, \ldots$, with $\|u\|=\left(\Sigma\left|\xi_{j}\right|^{p}\right)^{1 / p}$. Let $\left\{x_{n}\right\}$ be the canonical basis: $x_{n}=\left(\delta_{n j}\right)$ and let $T \in \mathscr{B}(\mathrm{X})$ be such that $T x_{0}=0, T x_{n}=x_{n-1}, n \neq 0$. $T$ is a left shift operator (cf. Example III-3.16). Since III-(3.9) is true in this case also, we have spr $T=1$ so that $\Sigma(T)$ is a subset of the closed unit disk. Actually $\Sigma(T)$ coincides with this disk; in fact, for any $\zeta$ with $|\zeta|<1$ the vector $u=\sum_{n=0}^{\infty} \zeta^{n} x_{n}$ is an eigenvector of $T-\zeta$ with the eigenvalue $\zeta$ so that $\zeta \in \Sigma(T)$.

Let $A \in \mathscr{B}(\mathrm{X})$ be such that $A x_{0}=x_{-1}, A x_{n}=0, n \neq 0$. Let $T(x)=T+\varkappa A$. $T(x)$ is again a left shift operator with $T(x) x_{0}=\varkappa x_{-1}, T(x) x_{n}=x_{n-1}, n \neq 0$, so that $\operatorname{spr} T(x)=1$ as above and $\Sigma(T(x))$ is a subset of the unit disk. If $\varkappa \neq 0$, however, the interior of this disk is contained in $\mathrm{P}(T(x))$. This is seen by observing that $T(x)^{-1}$ exists and is a right shift operator such that $T(x)^{-1} x_{-1}=x_{0} / x$, $T(x)^{-1} x_{n-1}=x_{n}, n \neq 0$; hence $\operatorname{spr} T(x)^{-1}=1$ as above and the exterior of the unit disk belongs to $\mathrm{P}\left(T_{\left.(x)^{-1}\right)}\right.$, which means that the interior of this disk belongs to $\mathrm{P}(T(x))$ (see Theorem III-6.15).

In this example the perturbation $x A$ is small not only in the sense that $\|x A\|$ $=|x| \rightarrow 0$ for $x \rightarrow 0$ but also in the sense that $A$ is a degenerate operator of rank one. $x A$ is "small" in any stronger topology which might reasonably be put on a subset of $\mathscr{B}(\mathbf{X})$. Thus the lower semicontinuity of $\Sigma(T)$ cannot be established by strengthening the topology for the operators.

Example 3.9. In the above example $\Sigma(T)$ shrinks from a full disk to its circumference by a small perturbation. There is an example in which the shrinkage is more drastic, being from a full disk to its center ${ }^{1}$. Of course such a change cannot be caused by a degenerate perturbation as in the preceding example ${ }^{2}$.

Problem 3.10. In Example 3.8 let $R(\zeta, x)=R(\zeta, T+\varkappa A)$. Then

$$
\begin{gathered}
\|R(\zeta, x)\| \leqq(|\zeta|-1)^{-1} \\
\text { for } \quad|\zeta|>1,|x| \leqq 1, \\
\|R(\zeta, x)\| \leqq|x|^{-1}(1-|\zeta|)^{-1} \\
\text { for } \\
|\zeta|<1,0<|x| \leqq 1 .
\end{gathered}
$$

## 3. Continuity and analyticity of the resolvent

We shall now show that the resolvent $R(\zeta, T)$ is not only continuous but analytic in $T$ in a certain sense.

Theorem 3.11. Let $T_{0} \in \mathscr{C}(\mathrm{X})$ be fixed. Then $R(\zeta, T)$ is piecerwise holomorphic in $T \in T_{0}+\mathscr{B}(\mathrm{X})$ and $\zeta \in \mathrm{P}(T)$ jointly.

Here $T_{0}+\mathscr{B}(\mathrm{X})$ is the set of all operators $T_{0}+B$ where $B$ varies over $\mathscr{B}(\mathrm{X})$, in which we introduce the metric (distance function) $\|T-S\|$. Now Theorem 3.11 means the following. First, the set of all pairs $\zeta, T$ such that $\zeta \in \mathrm{P}(T)$ is open in the product space $\mathrm{C} \times\left[T_{0}+\mathscr{B}(\mathrm{X})\right]$ (C is the complex plane); in other words, for any $T \in T_{0}+\mathscr{B}(\mathrm{X})$ and $\zeta_{0} \in \mathrm{P}(T)$, $\zeta \in \mathrm{P}(S)$ is true if $\left|\zeta-\zeta_{0}\right|$ and $\|S-T\|$ are sufficiently small. Second, $R(\zeta, S)$ can be expressed as a convergent double power series in $\zeta-\zeta_{0}$

[^101]and $A$, where $A \in \mathscr{B}(\mathrm{X}), S=T+A$. In particular for $T_{0}=0, R(\zeta, T)$ is piecewise holomorphic in $T \in \mathscr{B}(\mathrm{X})$ and $\zeta \in \mathrm{P}(T)$.

The proof of Theorem 3.11 is essentially the same as the proof of Theorem II-1.5; it suffices to replace the $T(x)$ there by $S$ and $A(\varkappa)$ by $A$.

It is difficult to extend Theorem 3.11 and assert that $R(\zeta, T)$ is piecewise holomorphic in $T \in \mathscr{C}(\mathrm{X})$, for $\mathscr{C}(\mathrm{X})$ is not an algebra (not even a linear space) like $\mathscr{B}(\mathrm{X})$. Nevertheless, we have a generalization in a different form.

Theorem 3.12. When $T$ varies over $\mathscr{C}(\mathrm{X}), R(\zeta, T)$ is piecerwise holomorphic in $\zeta$ and $R\left(\zeta_{0}, T\right)$, where $\zeta_{0}$ is any fixed complex number, in the following sense. There exists a function $\Phi(\eta, B)$, defined in an open subset of $\mathrm{C} \times \mathscr{B}(\mathrm{X})$ and taking values in $\mathscr{B}(\mathrm{X})$, with the following properties:
i) $\Phi(\eta, B)$ is piecewise holomorphic in $\eta$ and $B$ jointly (in the sense stated after Theorem 3.11, with $T_{0}=0$ ).
ii) Let $T \in \mathscr{C}(\mathrm{X})$ and $\zeta_{0} \in \mathrm{P}(T)$. Then $\zeta \in \mathrm{P}(T)$ if and only if $\Phi\left(\zeta-\zeta_{0}, R\left(\zeta_{0}, T\right)\right)$ is defined. In this case we have

$$
\begin{equation*}
R(\zeta, T)=\Phi\left(\zeta-\zeta_{0}, R\left(\zeta_{0}, T\right)\right) \tag{3.5}
\end{equation*}
$$

Proof. We have the identity

$$
\begin{equation*}
R(\zeta, T)=-\left(\zeta-\zeta_{0}\right)^{-1}-\left(\zeta-\zeta_{0}\right)^{-2} R\left(\left(\zeta-\zeta_{0}\right)^{-1}, R\left(\zeta_{0}, T\right)\right) ; \tag{3.6}
\end{equation*}
$$

this follows from III-(6.18) and is valid if $\zeta, \zeta_{0} \in \mathrm{P}(T)$ and $\zeta \neq \zeta_{0}$. Define $\Phi(\eta, B)$ by

$$
\begin{array}{r}
\Phi(0, B)=B, \Phi(\eta, B)=-\eta^{-1}-\eta^{-2} R\left(\eta^{-1}, B\right) \quad \text { if } \quad \eta \neq 0,  \tag{3.7}\\
\eta^{-1} \in \mathrm{P}(B) .
\end{array}
$$

Then (3.5) is satisfied whenever $\zeta, \zeta_{0} \in \mathrm{P}(T)$.
The domain of definition of $\Phi(\eta, B)$ is the set of all pairs $\eta, B \in \mathrm{C} \times \mathscr{B}(\mathrm{X})$ such that either $\eta=0$ or $\eta^{-1} \in \mathrm{P}(B)$. This domain is open in $\mathrm{C} \times \mathscr{B}(\mathrm{X})$ by Theorem 3.1 and Remark 3.2. It is obvious from Theorem 3.11 that $\Phi(\eta, B)$ is holomorphic in $\eta$ and $B$ as long as $\eta \neq 0$. On the other hand, the identity

$$
\begin{align*}
\Phi(\eta, B) & =-\eta^{-1}-\eta^{-2}\left(B-\eta^{-1}\right)^{-1}  \tag{3.8}\\
& =-\eta^{-1}+\eta^{-1}(1-\eta B)^{-1}=B(1-\eta B)^{-1}
\end{align*}
$$

together with $\Phi(0, B)=B$ shows that it is holomorphic also for $\eta=0$.
It remains to prove that when $\zeta_{0} \in \mathrm{P}(T), \zeta \in \mathrm{P}(T)$ if and only if $\Phi\left(\zeta-\zeta_{0}, R\left(\zeta_{0}, T\right)\right)$ is defined. For $\zeta=\zeta_{0}$ this is obvious. Otherwise this follows from the fact that (3.6) is true whenever one of the two members exists.

Remark 3.13. Theorem 3.12 shows explicitly that if $\| R(\zeta, S)$ -$-R(\zeta, T) \|$ is small for some $\zeta$, then it is small for every $\zeta$. More precisely, for any $T \in \mathscr{C}(\mathrm{X})$ and $\zeta, \zeta_{0} \in \mathrm{P}(T)$, there is a constant $M$ such that

$$
\begin{equation*}
\|R(\zeta, S)-R(\zeta, T)\| \leqq M\left\|R\left(\zeta_{0}, S\right)-R\left(\zeta_{0}, T\right)\right\| \tag{3.9}
\end{equation*}
$$

for any $S \in \mathscr{C}(\mathrm{X})$ for which $\zeta_{0} \in \mathrm{P}(S)$ and $\left\|R\left(\zeta_{0}, S\right)-R\left(\zeta_{0}, T\right)\right\|$ is sufficiently small (then $\zeta \in \mathrm{P}(S)$ is a consequence). This is another proof of a remark given after Theorem 2.25.

Problem 3.14. A more explicit formula than (3.9) is

$$
\begin{equation*}
\|R(\zeta, S)-R(\zeta, T)\| \leqq \frac{\left\|\frac{T-\zeta_{0}}{T-\zeta}\right\|^{2}\left\|R\left(\zeta_{0}, S\right)-R\left(\zeta_{0}, T\right)\right\|}{1-\left|\zeta-\zeta_{0}\right|\left\|\frac{T-\zeta_{0}}{T-\zeta}\right\|\left\|R\left(\zeta_{0}, S\right)-R\left(\zeta_{0}, T\right)\right\|} \tag{3.10}
\end{equation*}
$$

which is valid if $\left\|R\left(\zeta_{0}, S\right)-R\left(\zeta_{0}, T\right)\right\|$ is so small that the denominator on the right is positive. Here $\frac{T-\zeta_{0}}{T-\zeta}$ is a convenient expression for $\left(T-\zeta_{0}\right)(T-\zeta)^{-1}$ $=\left(T-\zeta_{0}\right) R(\zeta, T)=1+\left(\zeta-\zeta_{0}\right) R(\zeta, T)$.

Theorem 3.15. $R(\zeta, T)$ is continuous in $\zeta$ and $T \in \mathscr{C}(X)$ jointly in the following sense. For any $T \in \mathscr{C}(\mathrm{X}), \zeta_{0} \in \mathrm{P}(T)$ and $\varepsilon>0$, there exists a $\delta>0$ such that $\zeta \in \mathrm{P}(S)$ and $\left\|R(\zeta, S)-R\left(\zeta_{0}, T\right)\right\|<\varepsilon$ if $\left|\zeta-\zeta_{0}\right|<\delta$ and $\hat{\delta}(S, T)<\delta$.

Proof. By Theorem $2.25 R\left(\zeta_{0}, S\right)$ exists and $\left\|R\left(\zeta_{0}, S\right)-R\left(\zeta_{0}, T\right)\right\|$ is arbitrarily small if $\hat{\delta}(S, T)$ is sufficiently small. Then the result follows from Theorem 3.12 since $R(\zeta, S)$ is a double power series in $\zeta-\zeta_{0}$ and $R\left(\zeta_{0}, S\right)-R\left(\zeta_{0}, T\right)$.

## 4. Semicontinuity of separated parts of the spectrum

We have proved above the upper semicontinuity of $\Sigma(T)$ in $T \in \mathscr{C}(\mathrm{X})$. We now prove a somewhat finer result that each separated part of $\Sigma(T)$ is upper semicontinuous. The separation of the spectrum and the related decomposition of the space X and of the operator $T$ were discussed in III-§6.4. For simplicity we state the result for the case in which the spectrum is separated into two parts, but the generalization of the result to the case of more than two parts is obvious.

Theorem 3.16. Let $T \in \mathscr{C}(X)$ and let $\Sigma(T)$ be separated into two parts $\Sigma^{\prime}(T), \Sigma^{\prime \prime}(T)$ by a closed curve $\Gamma$ as in III-§ 6.4. Let $\mathrm{X}=\mathrm{M}^{\prime}(T) \oplus \mathrm{M}^{\prime \prime}(T)$ be the associated decomposition of X . Then there exists a $\delta>0$, depending on $T$ and $\Gamma$, with the following properties. Any $S \in \mathscr{C}(X)$ with $\hat{\delta}(S, T)<\delta$ has spectrum $\Sigma(S)$ likewise separated by $\Gamma$ into two parts $\Sigma^{\prime}(S), \Sigma^{\prime \prime}(S)$ ( $\Gamma$ itself running in $\mathrm{P}(S)$ ). In the associated decomposition $\mathrm{X}=\mathrm{M}^{\prime}(S) \oplus$ $\oplus M^{\prime \prime}(S), M^{\prime}(S)$ and $M^{\prime \prime}(S)$ are respectively isomorphic with $M^{\prime}(T)$ and $\mathrm{M}^{\prime \prime}(T)$. In particular $\operatorname{dim} \mathrm{M}^{\prime}(S)=\operatorname{dim} \mathrm{M}^{\prime}(T), \operatorname{dim} \mathrm{M}^{\prime \prime}(S)=\operatorname{dim} \mathrm{M}^{\prime \prime}(T)$ and both $\Sigma^{\prime}(S)$ and $\Sigma^{\prime \prime}(S)$ are nonempty if this is true for $T$. The decomposition $\mathrm{X}=\mathrm{M}^{\prime}(S) \oplus \mathrm{M}^{\prime \prime}(S)$ is continuous in $S$ in the sense that the projection $P[S]$ of X onto $\mathrm{M}^{\prime}(S)$ along $\mathrm{M}^{\prime \prime}(S)$ tends to $P[T]$ in norm as $\hat{\delta}(S, T) \rightarrow 0$.

Proof. It follows from Theorem 3.1 and its proof that $\Gamma \subset P(S)$ if $\hat{\delta}(S, T)<\delta=\min _{\zeta \in \Gamma} 2^{-1}\left(1+|\zeta|^{2}\right)^{-1}\left(1+\|R(\zeta, T)\|^{2}\right)^{-1 / 2}$. Hence $\Sigma(S)$ is separated by $\Gamma$ into two parts $\Sigma^{\prime}(S), \Sigma^{\prime \prime}(S)$ and we have the associated decomposition of $\mathbf{X}$ as stated. The projection $P[S]$ of $\mathbf{X}$ onto $\mathbf{M}^{\prime}(S)$ along $\mathrm{M}^{\prime \prime}(S)$ is given by III-(6.19):

$$
\begin{equation*}
P[S]=-\frac{1}{2 \pi i} \int_{\Gamma} R(\zeta, S) d \zeta . \tag{3.11}
\end{equation*}
$$

Since $R(\zeta, T)$ is continuous in $\zeta$ and $T$ as shown in Theorem 3.15 and since $\Gamma$ is compact, $\|R(\zeta, S)-R(\zeta, T)\|$ is small uniformly for $\zeta \in \Gamma$ if $\hat{\delta}(S, T)$ is sufficiently small. Thus we see from (3.11) that, for any $\varepsilon>0,\|P[S]-P[T]\|<\varepsilon$ if $\hat{\delta}(S, T)$ is sufficiently small. The isomorphism of $\mathrm{M}^{\prime}(S)$ with $\mathrm{M}^{\prime}(T)$ etc. then follows from a result of I-§ 4.6 (which is valid in a Banach space too).

## 5. Continuity of a finite system of eigenvalues

We have seen above that the spectrum $\Sigma(T)$ of a $T \in \mathscr{C}(\mathrm{X})$ does not in general depend on $T$ continuously, even when $T$ is restricted to operators of $\mathscr{B}(\mathrm{X})$. This is a remarkable contrast to the situation in finite-dimensional spaces. We shall show, however, that a part of $\Sigma(T)$ consisting of a finite system of eigenvalues (see III-§ 6.5) changes with $T$ continuously, just as in the finite-dimensional case.

Let $\Sigma^{\prime}(T)$ be such a finite system of eigenvalues. $\Sigma^{\prime}(T)$ is separated from the rest $\Sigma^{\prime \prime}(T)$ of $\Sigma(T)$ by a closed curve $\Gamma$ in the manner described in III-§ 6.4. The corresponding decomposition $\mathrm{X}=\mathrm{M}^{\prime}(T) \oplus \mathrm{M}^{\prime \prime}(T)$ of the space X has the property that $\operatorname{dim} \mathrm{M}^{\prime}(T)=m<\infty, m$ being the total multiplicity of the system of eigenvalues under consideration (see loc. cit).

Suppose now that $\left\{T_{n}\right\}$ converges to $T$ in the generalized sense. Then $\Sigma\left(T_{n}\right)$ is likewise separated into two parts $\Sigma^{\prime}\left(T_{n}\right), \Sigma^{\prime \prime}\left(T_{n}\right)$ with the corresponding decomposition $\mathrm{X}=\mathrm{M}^{\prime}\left(T_{n}\right) \oplus \mathrm{M}^{\prime \prime}\left(T_{n}\right)$ in such a way that $\mathrm{M}^{\prime}\left(T_{n}\right), \mathrm{M}^{\prime \prime}\left(T_{n}\right)$ are respectively isomorphic with $\mathrm{M}^{\prime}(T), \mathrm{M}^{\prime \prime}(T)$, provided $n$ is sufficiently large (Theorem 3.16). In particular $\operatorname{dim} M^{\prime}\left(T_{n}\right)=m$ so that the part of $\Sigma\left(T_{n}\right)$ inside $\Gamma$ consists of a finite system of eigenvalues with total multiplicity $m$.

The same result holds when $\Sigma^{\prime}(T)$ is replaced by any one of the eigenvalues in $\Sigma^{\prime}(T)$. Thus we conclude that the change of a finite system $\Sigma^{\prime}(T)$ of eigenvalues of a closed operator $T$ is small (in the sense of II-§5.1) when $T$ is subjected to a small perturbation in the sense of generalized convergence.

Not only is the system $\Sigma^{\prime}(T)$ continuous in $T$ in this sense, but the total projection $P[T]$ of X on $\mathrm{M}^{\prime}(T)$ along $\mathrm{M}^{\prime \prime}(T)$ changes with $T$ continuously, as is seen easily from Theorem 3.16.

Summing up, the behavior of a finite system of eigenvalues of a closed operator under a small perturbation is much the same as in the finite-dimensional case. We may pursue this analogy further by introducing the unordered $m$-tuple $\mathfrak{\Im}^{\prime}(T)$ of repeated eigenvalues to represent the finite system $\Sigma^{\prime}(T)$, as described in II- §5.2. Then the distance between $\mathfrak{S}^{\prime}\left(T_{n}\right)$ and $\Im^{\prime}(T)$ converges to zero if $T_{n}$ converges to $T$ in the generalized sense.

## 6. Change of the spectrum under relatively bounded perturbation

The results on the upper semicontinuity of the spectrum $\Sigma(T)$ and analyticity of the resolvent $R(\zeta, T)$ as functions of $\zeta$ and $R\left(\zeta_{0}, T\right)$ given in par. 3 are rather general but not very convenient for application. Here we shall give a theorem which is less general but more directly useful.

Theorem 3.17. Let $T$ be a closed operator in $X$ and let $A$ be an operator in X which is $T$-bounded, so that $\mathrm{D}(A) \supset \mathrm{D}(T)$ and the inequality (1.1) holds. If there is a point $\zeta$ of $\mathrm{P}(T)$ such that

$$
\begin{equation*}
a\|R(\zeta, T)\|+b\|T R(\zeta, T)\|<1 \tag{3.12}
\end{equation*}
$$

then $S=T+A$ is closed and $\zeta \in \mathrm{P}(S)$, with
(3.13) $\|R(\zeta, S)\| \leqq\|R(\zeta, T)\|(1-a\|R(\zeta, T)\|-b\|T R(\zeta, T)\|)^{-1}$.

If in particular $T$ has compact resolvent, $S$ has compact resolvent.
This theorem follows easily from Theorem 1.16. It is convenient since (3.12) gives an explicit condition for $\zeta$ to belong to $\mathrm{P}(S)$. For example, it can be used to deduce

Theorem 3.18. Let $T, S$ and $A$ be as in the preceding theorem. Let $\Sigma(T)$ be separated into two parts by a closed curve $\Gamma$ as in Theorem 3.16. If

$$
\begin{equation*}
\sup _{\zeta \in \Gamma}(a\|R(\zeta, T)\|+b\|T R(\zeta, T)\|)<1 \tag{3.14}
\end{equation*}
$$

then $\Sigma(S)$ is likewise separated by $\Gamma$ and the results of Theorem 3.16 hold.
Proof. The proof is similar to that of Theorem 3.16; only the following points should be noted. We see from (3.11) and II-(1.11) that $\|P[S]-P[T]\|$ is arbitrarily small if $\|A R(\zeta, T)\|$ is sufficiently small for all $\zeta \in \Gamma$, which is the case if $a, b$ are sufficiently small. In this case the results follow as in the proof of Theorem 3.16. Actually $a, b$ need not be too small but the condition (3.14) suffices. To see this, it is convenient to introduce a parameter $x$ and set $T(\varkappa)=T+\varkappa A, 0 \leqq \varkappa \leqq 1$.

Then it follows from II-(1.11) that $R(\zeta, T+\varkappa A)$ is a continuous (even holomorphic) function of $\zeta$ and $x$ for $\zeta \in \Gamma$ and $0 \leqq x \leqq 1$, so that $P(x)=-(2 \pi i)^{-1} \int_{\Gamma} R(\zeta, T+\varkappa A) d \zeta$ is continuous for $0 \leqq x \leqq 1$.

Example 3.19. Let $T, S$ be respectively the $T_{1}, S_{1}$ of Example 1.10. $A=S-T$ satisfies (3.14) if the differences $q_{i}(x)-p_{i}(x), i=0,1,2$, are sufficiently small.

## 7. Simultaneous consideration of an infinite number of eigenvalues

If an infinite number of eigenvalues of $T$ are considered simultaneously, their change need not be uniformly small under small change of $T$. For instance let $T$ have a discrete spectrum consisting of an unbounded set $\left\{\lambda_{n}\right\}$ of eigenvalues, and let $T(\varkappa)=T+\varkappa T$. The perturbation $\varkappa T$ is $T$-bounded, but the eigenvalues of $T(x)$ are $(1+x) \lambda_{n}$ and the change $x \lambda_{n}$ may be arbitrarily large for large $n$, no matter how small $|x|$ is.

There are, however, some cases in which the change of the spectrum is uniform. Instead of dealing with such a case in general, we shall content ourselves by considering an example.

Example 3.20. Consider the ordinary differential operator $T$ of Example III-6.21 [ $T u=-u^{\prime \prime}$ with boundary condition $u(0)=u(\pi)=0$ ]. The eigenvalues of $T$ are $\lambda_{n}=n^{2}, n=1,2,3, \ldots$, and we have the estimates III-(6.47-6.48) for the resolvent $R(\zeta)$. For any given $\delta>0$, consider the equation

$$
\begin{equation*}
\frac{\pi}{|\alpha \sin \pi \alpha|}=\delta \tag{3.15}
\end{equation*}
$$

If $N$ is a positive integer such that $N>\pi / \delta$, there are sequences $\left\{\alpha_{n}^{\prime}\right\},\left\{\alpha_{n}^{\prime \prime}\right\}$ consisting of roots of (3.15) such that

$$
\begin{align*}
& N<\alpha_{N}^{\prime \prime}<N+\frac{1}{2}, \quad n-\frac{1}{2}<\alpha_{n}^{\prime}<n<\alpha_{n}^{\prime \prime}<n+\frac{1}{2}, \quad n>N  \tag{3.16}\\
& \alpha_{n}^{\prime}=n-\frac{1}{n \delta}+O\left(\frac{1}{n^{2}}\right), \quad \alpha_{n}^{\prime \prime}=n+\frac{1}{n \delta}+O\left(\frac{1}{n^{2}}\right), \quad n \rightarrow \infty \tag{3.17}
\end{align*}
$$

According to the remark at the end of Example III-6.21, we have

$$
\begin{equation*}
\|R(\zeta)\| \leqq \delta \tag{3.18}
\end{equation*}
$$

along each of the parabolas $\xi=\alpha^{2}-\frac{\eta^{2}}{4 \alpha^{2}}$ with $\alpha=\alpha_{n}^{\prime}$ and $\alpha_{n}^{\prime \prime}$ in the $\zeta$-plane. Also we see from III-(6.48) that (3.18) holds along the horizontal lines $\eta= \pm 2 / \delta$. Let us denote by $\Gamma_{n}, n>N$, the curvilinear rectangle consisting of the two of the above parabolas corresponding to $\alpha=\alpha_{n}^{\prime}, \alpha_{n}^{\prime \prime}$ and the straight lines $\eta= \pm 2 / \delta$. Then each $\Gamma_{n}$ encloses exactly one eigenvalue $\lambda_{n}=n^{2}$ and (3.18) holds for $\zeta \in \Gamma_{n}$. The remaining eigenvalues $n^{2}$ for $n \leqq N$ can be enclosed in the curve $\Gamma_{0}$ consisting of the above parabola for $\alpha=\alpha_{N}^{\prime \prime}$, the two horizontal lines mentioned above and a vertical line sufficiently far to the left of the imaginary axis; we have again (3.18) for $\zeta \in \Gamma_{0}$. Let us denote by $\Gamma$ the aggregate of the $\Gamma_{n}, n>N$, and $\Gamma_{0}$. Note that for large $n, \Gamma_{n}$ is approximately a square with center $n^{2}$ and side length $4 / \delta$.

Consider now a perturbed operator $S=T+A$ where $A \in \mathscr{B}(\mathrm{X})$. Choose a $\delta$ such that $\|A\|=a<1 / \delta$. Then (3.14) is satisfied in virtue of (3.18), which is true for $\zeta \in \Gamma$ (set $b=0$ ). Thus Theorem 3.18 shows that each $\Gamma_{n}, n>N$, encloses exactly
one eigenvalue of $S$ and $\Gamma_{0}$ encloses exactly $N$（repeated）eigenvalues of $S$ ．These eigenvalues exhaust $\Sigma(S)$ ，since it is easily seen that any complex number lying outside all the $\Gamma_{n}$ and $\Gamma_{0}$ satisfies（3．18）and hence belongs to $P(S)$ ．Since the size of $\Gamma_{n}$ is bounded for $n \rightarrow \infty$ as noted above，we see that the change of the eigen－ values of $T$ by any bounded perturbation $A$ is uniform：each eigenvalue $\lambda_{n}$ for large $n$ stays within the approximate square of side length $4\|A\|$ with center at the unperturbed eigenvalue．

If we denote by $P_{n}[T]$ and $P_{n}[S], n>N$ ，the eigenprojections for the eigen－ value of $T$ and $S$ inside $\Gamma_{n}, P_{n}[S]-P_{n}[T]$ is also uniformly bounded for all $n$ ． In fact，

$$
\begin{aligned}
P_{n}[S]-P_{n}[T] & =-\frac{1}{2 \pi i} \int_{\Gamma_{n}}[R(\zeta, S)-R(\zeta, T)] d \zeta \\
& =\frac{1}{2 \pi i} \int_{\Gamma_{n}} R(\zeta, S) A R(\zeta, T) d \zeta
\end{aligned}
$$

and

$$
\left\|P_{n}[S]-P_{n}[T]\right\| \leqq \frac{\left|\Gamma_{n}\right|}{2 \pi} \frac{\|A\|}{\delta(\delta-\|A\|)} \leqq C
$$

where $\left|\Gamma_{n}\right|$ ，the length of $\Gamma_{n}$ ，is bounded in $n$ ．
Remark 3．21．As we shall see later，we have a better estimate than III－（6．47） if we consider the same operator $T$ in $X=L^{2}(0, \pi)$ and，consequently，an apparently sharper result will be obtained for the perturbation of eigenvalues of $T$ ．But it should be remarked that there are operators $A$ which are bounded when considered in $C[0, \pi]$ but not in $L^{2}$ ．Thus the result of the above example retains its own interest．

## 8．An application to Banach algebras．Wiener＇s theorem

The notions of spectrum and resolvent can be defined not only for linear operators but，in a more abstract way，for elements of a Banach algebra．We have mentioned earlier that $\mathscr{B}(\mathrm{X})$ is a special case of Banach algebra（I－§ 4.1 and III－§ 3．2）．Here we shall give a brief account of Banach algebras and show that many of the results obtained above remain true in this more general setting ${ }^{1}$ ．

A Banach algebra $\mathscr{B}$ is by definition a Banach space in which the product $T S$ of any two elements $T, S$ is defined and belongs to $\mathscr{B}$ ， with $\|T S\| \leqq\|T\|\|S\|$ ．A unit（element） 1 of $\mathscr{B}$ is an element such that $1 T=T 1=T$ for all $T \in \mathscr{B}$ ． $\mathscr{B}$ need not have a unit，but a unit is unique if it exists．We shall consider only Banach algebras with a unit． For any scalar $\alpha, \alpha 1$ will be denoted simply by $\alpha$ ．
$T \in \mathscr{B}$ is invertible if there is an $S \in \mathscr{B}$ such that $T S=S T=1$ ； $S$ is uniquely determined by $T$ and is denoted by $T^{-1}$（the inverse of $T$ ）．

The resolvent set $\mathrm{P}(T)$ of $T \in \mathscr{B}$ is the set of all scalars $\zeta$ such that $T-\zeta$ is invertible．The function $R(\zeta)=(T-\zeta)^{-1}$ defined for $\zeta \in \mathrm{P}(T)$

[^102]is the resolvent of $T$. The complementary set $\Sigma(T) \cdot$ (in the complex plane) of $\mathrm{P}(T)$ is the spectrum of $T$.

Many other notions introduced for $\mathscr{B}(\mathrm{X})$ can be taken over without change to the case of an abstract Banach algebra $\mathscr{B}$ and many theorems for $\mathscr{B}(\mathrm{X})$ remain true for $\mathscr{B}$. As a rule, this is the case if such notions or theorems can be defined or proved without explicit reference to the underlying space X . For example: the spectral radius spr $T$ can be defined for $T \in \mathscr{B}$ exactly as in I-§ 4.2. The Neumann series I-(4.22) is valid for $T \in \mathscr{B}$ and $1-T$ is invertible if $\operatorname{spr} T<1$. In particular we have the first Neumann series I-(5.6) for the resolvent, from which it follows that $\mathrm{P}(T)$ is open and $\Sigma(T)$ is closed, etc.

Most of the results on the perturbation of spectra are again valid in $\mathscr{B}$, but we have to restrict ourselves to those results which are related to operators belonging to $\mathscr{B}(\mathrm{X})$, for an unbounded operator has no analogue in $\mathscr{B}$. For example, $\Sigma(T)$ is an upper semicontinuous function of $T \in \mathscr{B}$, but it is in general not lower semicontinuous. It is continuous, however, for a restricted change of $T$ in a sense similar to Remark 3.7.

Here we have something new and interesting which did not exist in $\mathscr{B}(\mathrm{X})$. It is possible that a Banach algebra $\mathscr{B}$ is commutative, which means that all elements of $\mathscr{B}$ commute with one another, whereas this is not true for $\mathscr{B}(X)$ if $\operatorname{dim} X \geqq 2$. If $\mathscr{B}$ is commutative, Theorem 3.6 and Remark 3.7 are valid without any restriction. Thus $\Sigma(T)$ is continuous in $T \in \mathscr{B}$ if $\mathscr{B}$ is commutative.

Example 3.22. A typical example of a Banach algebra is the Banach space $\boldsymbol{l}$ (the set of all sequences $T=\left(\tau_{k}\right)$ with $\|T\|=\sum_{k}\left|\tau_{k}\right|<\infty$, see Example III-1.1) in which the product $T S$ of two elements $T=\left(\tau_{k}\right), S=\left(\sigma_{k}\right)$ is defined by convolution:

$$
\begin{equation*}
T S=\left(\varrho_{k}\right), \quad \varrho_{k}=\sum_{j} \tau_{j} \sigma_{k-j} \tag{3.19}
\end{equation*}
$$

It is easy to verify that $\|T S\| \leqq\|T\|\|S\|$. Also it is easily seen that $l$ is commutative. In the definition of $\boldsymbol{l}$ given in Example III-1.1 the index $k$ runs from 1 to $\infty$; in this case $l$ has no unit element. If we modify this slightly and assume that $k$ runs either from 0 to $\infty$ or from $-\infty$ to $\infty$, then $l$ has the unit $1=\left(\delta_{k 0}\right)$. In what follows we take the latter case and set $\mathscr{B}=\boldsymbol{l}$.

With each $T \in \mathscr{B}$ we can associate a complex-valued function

$$
\begin{equation*}
T\left(e^{i \theta}\right)=\sum_{k=-\infty}^{\infty} \tau_{k} e^{i k \theta} \tag{3.20}
\end{equation*}
$$

defined on the unit circle (for real $\theta$ ); note that the Fourier series on the right of (3.20) is absolutely convergent. It follows directly from (3.19) that

$$
\begin{equation*}
T S\left(e^{i \theta}\right)=T\left(e^{i \theta}\right) S\left(e^{i \theta}\right) \tag{3.21}
\end{equation*}
$$

We shall now show that

$$
\begin{equation*}
\Sigma(T) \text { is exactly the vange of } T\left(e^{i \theta}\right) . \tag{3.22}
\end{equation*}
$$

This implies, in particular, that $T$ is invertible if $T\left(e^{i \theta}\right) \neq 0$. If we set $S=T^{-1}$, then $S\left(e^{i \theta}\right)=1 / T\left(e^{i \theta}\right)$. But $S\left(e^{i \theta}\right)$ has an absolutely convergent Fourier series by
definition. Hence the stated result implies the following theorem by Wiener: If a complex-valued function $T\left(e^{i \theta}\right)$ with an absolutely convergent Fourier series does not vanish anywhere, $1 / T\left(e^{i \theta}\right)$ has also an absolutely convergent Fourier series ${ }^{1}$.

To prove the proposition (3.22), we first note that it is true if $T\left(e^{i \theta}\right)$ has an analytic continuation $T(z)$ in a neighborhood of the unit circle K . In fact, let $\zeta$ be a complex number not in the range of $T\left(e^{i \theta}\right)$. Then ${ }^{2}(T-\zeta)(z)=T(z)-\zeta$ does not vanish anywhere in some neighborhood of K , so that $R(z)=(T(z)-\zeta)^{-1}$ is again analytic in a neighborhood of K . It follows from the Cauchy inequalities for the Laurent coefficients that $R\left(e^{i \theta}\right)$ has an absolutely convergent Fourier series. If the sequence of the Fourier coefficients of $R\left(e^{i \theta}\right)$ is denoted by $R$, we have $R \in \mathscr{B}$ and $R(T-\zeta)=(T-\zeta) R=1$, so that $T-\zeta$ is invertible. On the other hand, it is easily seen from (3.21) that $T-\zeta$ is not invertible if $\zeta$ lies in the range of $T\left(e^{i \theta}\right)$.

Now (3.22) is a simple consequence of the theorem stated above that $\Sigma(T)$ is continuous in $T$ (note that $\mathscr{B}$ is commutative). It suffices to note that for any $T=\left(\tau_{k}\right) \in \mathscr{B}$, there is a sequence $\left\{T_{n}\right\}$ such that $\left\|T_{n}-T\right\| \rightarrow 0$ and each $T_{n}\left(e^{i \theta}\right)$ has an analytic continuation in a neighborhood of $K$. Such a sequence is given, for example, by setting $T_{n}\left(e^{i \theta}\right)=\sum_{k=-n}^{n} \tau_{k} e^{i k \theta}$. Since $\Sigma\left(T_{n}\right)$ is the range of $T_{n}\left(e^{i \theta}\right)$, $\Sigma(T)=\lim \Sigma\left(T_{n}\right)$ must be the range of $T\left(e^{i \theta}\right)=\lim T_{n}\left(e^{i \theta}\right)$.

## §4. Pairs of closed linear manifolds

## 1. Definitions

This section is intended to be preliminary to the following one, where perturbation theory for the nullity, deficiency and index of an operator is developed. But the subject will probably have its own interest.

The problems to be considered are related to pairs $M, N$ of closed linear manifolds in a Banach space $\mathbf{Z}$. The results obtained will be applied in the following section to operators of the class $\mathscr{C}(\mathbf{X}, \mathrm{Y})$, with $\mathbf{Z}=\mathbf{X} \times \mathbf{Y}$ the product space of $\mathbf{X}, \mathrm{Y}$. Some of the basic results in this direction have been obtained in §2, but we need more results for later applications.

Let $Z$ be a Banach space and let $M, N$ be closed linear manifolds of $Z$. Then $M \cap N$ is also a closed linear manifold. We shall define the nullity of the pair $M, N$, in symbol nul $(M, N)$, by

$$
\begin{equation*}
\operatorname{nul}(M, N)=\operatorname{dim}(M \cap N) \tag{4.1}
\end{equation*}
$$

$\mathbf{M}+\mathbf{N}$ is a linear manifold (not necessarily closed); we define the deficiency of the pair $M, N$, in symbol def $(M, N)$, by

$$
\begin{equation*}
\operatorname{def}(M, N)=\operatorname{codim}(M+N)=\operatorname{dim} Z /(M+N)^{3} . \tag{4.2}
\end{equation*}
$$

${ }^{1}$ Cf. Riesz and Sz.-Nagy 【1】, p. 434.
${ }^{2}$ Note that $1\left(e^{i \theta}\right)=1$ for the unit element 1.
${ }^{3}$ A different definition of $\operatorname{def}(M, N)$ is to use the closure of $M+N$ instead of $M+N$ in (4.2). But the two definitions coincide for semi-Fredholm pairs.

The index of the pair $M, N$, in symbol ind $(M, N)$, is defined by

$$
\begin{equation*}
\operatorname{ind}(M, N)=\operatorname{nul}(M, N)-\operatorname{def}(M, N) \tag{4.3}
\end{equation*}
$$

if at least one of $\operatorname{nul}(M, N)$ and $\operatorname{def}(M, N)$ is finite.
The pair M, $\mathbf{N}$ will be said to be Fredholm [semi-Fredholm] if $\mathbf{M}+\mathrm{N}$ is a closed linear manifold and both of [at least one of] $\operatorname{nul}(M, N)$ and $\operatorname{def}(M, N)$ are [is] finite.

Finally we define the quantity

$$
\begin{equation*}
\gamma(M, N)=\inf _{u \in M, u \notin \mathbb{N}} \frac{\operatorname{dist}(u, N)}{\operatorname{dist}(u, M \cap N)}(\leqq 1) . \tag{4.4}
\end{equation*}
$$

By this formula $\gamma(M, N)$ is defined only when $M \subset N$. If $M \subset N$ we set $\gamma(M, N)=1$. Obviously $\gamma(M, N)=1$ if $M \supset N . \gamma(M, N)$ is not symmetric with respect to $M, N$. We set

$$
\begin{equation*}
\hat{\gamma}(\mathrm{M}, \mathrm{~N})=\min [\gamma(\mathrm{M}, \mathrm{~N}), \gamma(\mathrm{N}, \mathrm{M})] \tag{4.5}
\end{equation*}
$$

and call it the minimum gap between $M$ and $N$.
Problem 4.1. $\gamma(M, N) \leqq \delta(M, N)$ except for $M \subset N$. [hint: $\operatorname{dist}(u-z, N)$ $=\operatorname{dist}(u, \mathrm{~N})$ for $u \in \mathrm{M}, z \in \mathrm{M} \cap \mathrm{N}]$.

Although $\gamma(\mathrm{M}, \mathrm{N})$ and $\gamma(\mathrm{N}, \mathrm{M})$ are not in general equal, they are not completely independent. We have namely

$$
\begin{equation*}
\gamma(\mathrm{N}, \mathrm{M}) \geqq \frac{\gamma(\mathrm{M}, \mathrm{~N})}{1+\gamma(\mathrm{M}, \mathrm{~N})} . \tag{4.6}
\end{equation*}
$$

The proof of (4.6) will be given in a moment.
Theorem 4.2. In order that $\mathrm{M}+\mathrm{N}$ be closed, it is necessary and sufficient that $\gamma(\mathrm{M}, \mathrm{N})>0$.

Proof. First consider the special case $M \cap N=0$. If $M+N=Z_{0}$ is closed, $Z_{0}$ is a Banach space and each $u \in Z_{0}$ has a unique expression $u=v+w, v \in \mathrm{M}, w \in \mathrm{~N}$. Thus $P u=v$ defines the projection $P$ of $\mathbf{Z}_{0}$ onto M along $\mathrm{N} . P$ is bounded by a remark after Theorem III-5.20. But $\|P\|=\sup _{u \in \mathbf{Z}_{0}}\|P u\| /\|u\|=\sup _{v \in \mathrm{M}, w \in \mathbb{N}}\|v\| /\|v+w\|=\sup _{v \in \mathrm{M}}\|v\| / \operatorname{dist}(v, \mathrm{~N})$ $=1 / \gamma(M, N)$ since $\operatorname{dist}(v, M \cap N)=\|v\|$ by $M \cap N=0$. Thus

$$
\begin{equation*}
\gamma(\mathrm{M}, \mathrm{~N})=1 /\|P\|>0 . \tag{4.7}
\end{equation*}
$$

The above argument is not correct if $M=0$. In this case $\gamma(M, N)=1>0$ by definition, but it is not equal to $\|P\|^{-1}=\infty$.

Suppose, conversely, that $\gamma(M, N)>0$; we shall show that $M+N$ is closed. We may assume that $\mathrm{M} \neq 0$. Let $v_{n}+w_{n} \rightarrow u, v_{n} \in \mathrm{M}, w_{n} \in \mathrm{~N}$. Then $\left\|v_{n}-v_{m}\right\| \leqq \operatorname{dist}\left(v_{n}-v_{m}, \mathrm{~N}\right) / \gamma(\mathrm{M}, \mathrm{N}) \leqq\left\|v_{n}-v_{m}+w_{n}-w_{m}\right\| /$ $/ \gamma(\mathrm{M}, \mathrm{N}) \rightarrow 0$. Hence $\lim v_{n}=v$ exists and $w_{n}=\left(v_{n}+w_{n}\right)-v_{n} \rightarrow u-v$. Since $M, N$ are closed, $v \in M, u-v \in N$ and hence $u \in M+N$.

In this case (4.6) follows from (4.7) and the corresponding formula $\gamma(\mathrm{N}, \mathrm{M})=1 /\|1-P\|$, noting that $\|1-P\| \leqq 1+\|P\|$. The proof is not valid in the exceptional case $M=0$ or $N=0$, but it is clear that (4.6) is true in these cases too.

In the general case $M \cap N \neq 0$ set $L=M \cap N$ and introduce the quotient space $\tilde{\mathbf{Z}}=\mathbf{Z} / \mathrm{L}$. Since $L$ is closed, $\tilde{\mathbf{Z}}$ is a Banach space (see III-§ 1.8). Let $\tilde{M}$ be the set of all $\tilde{u} \in \tilde{Z}$ such that $\tilde{u} \subset M$; note that the whole coset $\tilde{u}$ is contained in M if there is one element $u$ of $\tilde{u}$ contained in M. Similarly we define $\tilde{N}$. It is easily seen that $\tilde{\mathcal{M}}, \tilde{\mathbf{N}}$ are closed linear manifolds of $\tilde{Z}$ with $\tilde{M} \cap \tilde{\mathbf{N}}=0$. Furthermore, $\tilde{M}+\tilde{N}$ is closed in $\tilde{Z}$ if and only if $\mathbf{M}+\mathbf{N}$ is closed in $\mathbf{Z}$.

Thus the proof of the theorem in the general case is reduced to the special case considered above if we show that

$$
\begin{equation*}
\gamma(\tilde{M}, \tilde{N})=\gamma(\mathbb{M}, N) \tag{4.8}
\end{equation*}
$$

But this follows from the identity

$$
\begin{equation*}
\operatorname{dist}(\tilde{u}, \tilde{M})=\operatorname{dist}(u, M) \tag{4.9}
\end{equation*}
$$

and similar identities with $M$ replaced by $N$ and $L$. To show (4.9) it suffices to note that $\operatorname{dist}(\tilde{u}, \tilde{M})=\inf _{\tilde{v} \in \tilde{\mathbb{M}}}\|\tilde{u}-\tilde{v}\|=\inf _{v \in \mathbb{M}} \inf _{z \in \mathrm{~L}}\|u-v-z\|$ $=\inf _{v \in \mathcal{M}}\|u-v\|=\operatorname{dist}(u, M)$. Again the exceptional case $M \subset N$ in (4.8) should be treated independently, but the proof is trivial.

Remark 4.3. In view of (4.8), (4.7) is true even in the general case if $\tilde{M} \neq 0$ and $P$ is the projection of $\tilde{M}+\tilde{N}$ onto $\tilde{M}$ along $\tilde{N}$. Also we note that (4.6) is true in the general case if $\mathrm{M}+\mathrm{N}$ is closed. It is true even when $M+N$ is not closed, for then we have $\gamma(M, N)=\gamma(N, M)=0$ by Theorem 4.2.

Lemma 4.4. Let $\mathbf{M}+\mathbf{N}$ be closed. Then we have for any $u \in \mathbf{Z}$

$$
\begin{equation*}
\operatorname{dist}(u, M)+\operatorname{dist}(u, N) \geqq \frac{1}{2} \gamma(M, N) \operatorname{dist}(u, M \cap N) \tag{4.10}
\end{equation*}
$$

Proof. In view of (4.8) and (4.9), it suffices to prove (4.10) in which $u, M, N$ are replaced by $\tilde{u}, \tilde{M}, \tilde{N}$, respectively. Changing the notation, we may thus prove (4.10) assuming that $\mathrm{M} \cap \mathrm{N}=0$ (so that $\operatorname{dist}(u, \mathrm{M} \cap \mathrm{N}$ ) $=\|u\|)$.

For any $\varepsilon>0$, there exists a $v \in M$ and $w \in N$ such that $\operatorname{dist}(u, M)>$ $>\|u-v\|-\varepsilon$, $\operatorname{dist}(u, \mathrm{~N})>\|u-w\|-\varepsilon$.

If $\|v\| \leqq\|u\| / 2$, we have $\operatorname{dist}(u, M)>\|u\|-\|v\|-\varepsilon \geqq\|u\| / 2-\varepsilon$. If $\|v\| \geqq\|u\| / 2$, then $\operatorname{dist}(u, \mathrm{M})+\operatorname{dist}(u, \mathrm{~N}) \geqq\|u-v\|+\|u-w\|-2 \varepsilon \geqq$ $\geqq\|v-w\|-2 \varepsilon \geqq \operatorname{dist}(v, \mathrm{~N})-2 \varepsilon \geqq\|v\| \gamma(\mathrm{M}, \mathrm{N})-2 \varepsilon \geqq \frac{1}{2}\|u\| \gamma(\mathrm{M}, \mathrm{N})-2 \varepsilon$.

In either case the left member of (4.10) is not smaller than $\frac{1}{2}\|u\| \gamma(M, N)-2 \varepsilon$. Since $\varepsilon>0$ is arbitrary, this proves (4.10).

Problem 4.5. $\operatorname{ind}(M, 0)=-\operatorname{codim} M, \quad \operatorname{ind}(M, Z)=\operatorname{dim} M$.
Problem 4.6. Let $M^{\prime}>M$ with $\operatorname{dim} M^{\prime} / M=m<\infty$. Then $\operatorname{ind}\left(M^{\prime}, N\right)$ $=\operatorname{ind}(M, N)+m$.

Problem 4.7. If $\operatorname{def}(M, N)<\infty$, then $M+N$ is closed. [hint: There is an $M^{\prime}$ such that $M^{\prime}>M, M^{\prime} \cap N=M \cap N, M^{\prime}+N=Z, \operatorname{dim} M^{\prime} / M<\infty$. Then $0<\gamma\left(M^{\prime}, N\right)$ $\leqq \gamma(M, N)$.]

## 2. Duality

For any subset $S$ of $Z$, the annihilator $S \perp$ is a closed linear manifold of $\mathbf{Z}^{*}$ consisting of all $f \in \mathbf{Z}^{*}$ such that $f \perp \mathbf{S}$. For any closed linear manifolds $M, N$ of $Z$, it is easily seen that

$$
\begin{equation*}
(M+N)^{\perp}=M^{\perp} \cap N^{\perp} . \tag{4.11}
\end{equation*}
$$

The dual relation $M^{\perp}+N^{\perp}=(M \cap N)^{\perp}$ is not always true, for the simple reason that $(M \cap N)^{\perp}$ is always closed but $M^{\perp}+N^{\perp}$ need not be closed. We shall show, however, that it is true if and only if $M+N$ is closed.

Theorem 4.8. Let $\mathrm{M}, \mathrm{N}$ be closed linear manifolds of Z . Then $\mathrm{M}+\mathrm{N}$ is closed in Z it and only if $\mathrm{M}^{\perp}+\mathrm{N}^{\perp}$ is closed in $\mathrm{Z}^{*}$. In this case we have, in addition to (4.11),

$$
\begin{equation*}
M^{\perp}+N^{\perp}=(M \cap N)^{\perp} \tag{4.12}
\end{equation*}
$$

$$
\begin{gather*}
\operatorname{nul}\left(M^{\perp}, N^{\perp}\right)=\operatorname{def}(M, N), \quad \operatorname{def}\left(M^{\perp}, N^{\perp}\right)=\operatorname{nul}(M, N),  \tag{4.13}\\
\gamma\left(M^{\perp}, N^{\perp}\right)=\gamma(N, M), \quad \hat{\gamma}\left(M^{\perp}, N^{\perp}\right)=\hat{\gamma}(M, N) . \tag{4.14}
\end{gather*}
$$

[(4.14) is true even if $M+N$ is not closed.]
The proof of this theorem will be given in several steps.
Lemma 4.9. If $\mathrm{M}+\mathrm{N}$ is closed, then (4.12) is true. In particular $\mathrm{M}^{\perp}+\mathrm{N}^{\perp}$ is closed.

Proof. It is easily seen that $M^{\perp}+N^{\perp} C(M \cap N)^{\perp}$. Thus it suffices to prove the opposite inclusion.

Let $f \in(M \cap N)^{\perp}$ and consider $(f, u)$ for $u \in M+N$. $u$ has a form $u=v+w, v \in M, w \in \mathbf{N}$, but such an expression may not be unique. If $u=v^{\prime}+w^{\prime}$ is another expression of this kind, we have $v-v^{\prime}=w^{\prime}-$ $-w \in M \cap N$ so that $\left(f, v-v^{\prime}\right)=\left(f, w-w{ }^{\prime}\right)=0$. Thus $(f, v)=\left(f, v^{\prime}\right)$ and $(f, v)$ is determined uniquely by $u$. The functional $g[u]=(f, v)$ thus defined for $u \in M+N$ is obviously semilinear. Similarly we define $h[u]=(f, w)$. We note that

$$
\begin{equation*}
g[u]=0 \quad \text { for } \quad u \in N \text { and } h[u]=0 \quad \text { for } \quad u \in M \tag{4.15}
\end{equation*}
$$

$g$ and $h$ are bounded. In fact we have $|g[u]|=|(f, v)| \leqq\|f\|\|v\|$, where $v$ may be replaced by $v-z$ for any $z \in L=M \cap N$. Hence $|g[u]| \leqq$
$\|f\| \operatorname{dist}(v, \mathrm{~L})$. Since $\|u\|=\|v+w\| \geqq \operatorname{dist}(v, \mathrm{~N}) \geqq \gamma(\mathrm{M}, \mathrm{N}) \operatorname{dist}(v, \mathrm{~L})$, it follows that $|g[u]| \leqq\|f\|\|u\| / \gamma(\mathrm{M}, \mathrm{N})$. In other words, $g$ is bounded with

$$
\begin{equation*}
\|g\| \leqq\|f\| / \gamma(\mathrm{M}, \mathrm{~N}) . \tag{4.16}
\end{equation*}
$$

$g$ can be extended to a bounded semilinear form on $\mathbf{Z}$ by the HahnBanach theorem, preserving the bound (4.16); we shall denote this extension by the same symbol $g$. Similarly $h$ can be extended to an element of $Z^{*}$, denoted again by $h$. Then (4.15) shows that

$$
\begin{equation*}
g \in \mathbf{N}^{\perp}, \quad h \in M^{\perp} . \tag{4.17}
\end{equation*}
$$

Since $(f, u)=(f, v)+(f, w)=g[u]+h[u]=(g, u)+(h, u)$ for $u \in \mathrm{M}+\mathrm{N}$, the forms $f$ and $g+h$ coincide on $\mathrm{M}+\mathrm{N}$. Thus $f-g-h$ $=k \in(\mathrm{M}+\mathrm{N})^{\perp} \subset \mathrm{M}^{\perp}$. Hence $h+k \in \mathrm{M}^{\perp}$ and $f=g+(h+k) \in \mathrm{M}^{\perp}+\mathrm{N}^{\perp}$. This proves the lemma.

Lemma 4.10. If $\mathrm{M}+\mathrm{N}$ is closed, then $\gamma(\mathrm{M}, \mathrm{N}) \leqq \gamma\left(\mathrm{N}^{\perp}, \mathrm{M}^{\perp}\right)$.
Proof. For any $g_{0} \in N^{\perp}$ and $h_{0} \in \mathbf{M}^{\perp}$ set $f=g_{0}+h_{0}$. Then $f \in \mathbf{M}^{\perp}+N^{\perp}$ $=(\mathrm{M} \cap \mathrm{N}) \perp$ by Lemma 4.9. According to the proof of Lemma 4.9, $f$ can be written as $t=g+h, g \in \mathbf{N} \perp, h \in \mathrm{M}^{\perp}$, in such a way that (4.16) is true. But since $g-g_{0}=h_{0}-h \in M^{\perp} \cap N \perp$, we have $\|g\|=\left\|g_{0}+g-g_{0}\right\| \geqq$ $\geqq \operatorname{dist}\left(g_{0}, M^{\perp} \cap N^{\perp}\right)$. Thus (4.16) implies dist ( $\left.g_{0}, M^{\perp} \cap N^{\perp}\right) \leqq$ $\leqq\left\|g_{0}+h_{0}\right\| / \gamma(\mathbf{M}, \mathrm{N})$. Since this is true for any $h_{0} \in \mathrm{M}^{\perp}$, we have $\operatorname{dist}\left(g_{0}, M^{\perp} \cap N^{\perp}\right) \leqq \operatorname{dist}\left(g_{0}, M^{\perp}\right) / \gamma(M, N)$. Since this is true for any $g_{0} \in N \perp$, we obtain the desired result. (Again the exceptional case $\mathrm{M} \subset N$ needs separate discussion but it is trivial.)

Lemma 4.11. If $\mathrm{M}+\mathrm{N}$ is closed, then $\gamma\left(\mathrm{N}^{\perp}, \mathrm{M}^{\perp}\right) \leqq \gamma(\mathrm{M}, \mathrm{N})$.
Proof. Again the exceptional case is trivial and we assume that $M \subset N$. For simplicity we write $\gamma(M, N)=\gamma$ and $M \cap N=L$.

By definition, for any $\varepsilon>0$ there exists a $v \in M$ such that

$$
\begin{equation*}
0<\operatorname{dist}(v, \mathbf{N})<(\gamma+\varepsilon) \operatorname{dist}(v, \mathbf{L}) . \tag{4.18}
\end{equation*}
$$

For this $v$, there exists a $f \in \mathbf{Z}^{*}$ such that $f \in \mathrm{~L}^{\perp}$ and $0<(f, v)=\|f\| \operatorname{dist}(v, \mathrm{~L})$ (see Theorem III-1.22). Since $L^{\perp}=M^{\perp}+N^{\perp}$ by Lemma 4.9, $f$ can be written as $f=g+h$ with $g \in \mathrm{~N}^{\perp}, h \in \mathrm{M}^{\perp}$. Thus $\|f\| \operatorname{dist}(v, \mathrm{~L})=(f, v)$ $=(g+h, v)=(g, v)=(g, v-w)=(g-k, v-w) \leqq\|g-k\|\|v-w\|$, where $w \in \mathbf{N}$ and $k \in \mathrm{M}^{\perp} \cap \mathbf{N}^{\perp}$ are arbitrary. Hence $0<\|f\|$ dist $(v, \mathrm{~L}) \leqq$ $\leqq \operatorname{dist}\left(g, \mathbf{M}^{\perp} \cap \mathbf{N}^{\perp}\right) \operatorname{dist}(v, \mathrm{~N})$. But since $\operatorname{dist}\left(g, \mathrm{M}^{\perp}\right) \leqq\|g+h\|=\|f\|$, we obtain

$$
\begin{equation*}
\operatorname{dist}\left(g, M^{\perp}\right) \operatorname{dist}(v, L) \leqq \operatorname{dist}(v, N) \operatorname{dist}\left(g, M^{\perp} \cap N^{\perp}\right) \tag{4.19}
\end{equation*}
$$

It follows from (4.18) and (4.19) that dist $\left(g, M^{\perp}\right) \leqq(\gamma+\varepsilon) \cdot$ $\cdot \operatorname{dist}\left(g, M^{\perp} \cap \mathbf{N}^{\perp}\right)$. Since $g \in \mathbf{N}^{\perp}$, this shows that $\gamma\left(\mathbf{N}^{\perp}, M^{\perp}\right) \leqq \gamma+\varepsilon$. Since $\varepsilon>0$ is arbitrary, this proves the Lemma.

Lemma 4.12. If $\mathrm{M}^{\perp}+\mathrm{N}^{\perp}$ is closed, then $\mathrm{M}+\mathrm{N}$ is closed.

Proof. Let $Z_{0}$ be the closure of $M+N$. Let $B_{M}, B_{N}$ be the unit balls of $M, N$, respectively. We shall first show that the closure $\bar{S}$ of the set $S=B_{M}+B_{N}$ contains a ball of $Z_{0}$.

Let $u_{0} \in \mathbf{Z}_{0}$ be outside $\overline{\mathbf{S}}$. Since $\overline{\mathbf{S}}$ is a closed convex set, there exists a closed hyperplane of $\mathbf{Z}_{0}$ separating $u_{0}$ from $\overline{\mathbf{S}}$. In other words, there exists an $t_{0} \in Z_{0}^{*}$ such that ${ }^{1}$

$$
\begin{equation*}
\operatorname{Re}\left(f_{0}, v+w\right)<\operatorname{Re}\left(f_{0}, u_{0}\right) \quad \text { for all } \quad v \in \mathrm{~B}_{M}, w \in \mathrm{~B}_{\mathrm{N}} . \tag{4.20}
\end{equation*}
$$

$f_{0}$ can be extended to an element of $Z^{*}$, denoted again by $t_{0}$, preserving the bound.

Since in (4.20) $v$ and $w$ may be multiplied by arbitrary phase factors (complex numbers with absolute value one), the left member can be replaced by $\left|\left(f_{0}, v\right)\right|+\left|\left(f_{0}, w\right)\right|$. But $\sup _{v \in \mathbf{B}_{M}}\left|\left(f_{0}, v\right)\right|=\operatorname{dist}\left(f_{0}, M^{\perp}\right)$ by (2.17) and similarly for $\left|\left(f_{0}, w\right)\right|$. Hence

$$
\begin{equation*}
\operatorname{dist}\left(f_{0}, M^{\perp}\right)+\operatorname{dist}\left(f_{0}, \mathrm{~N}^{\perp}\right) \leqq \operatorname{Re}\left(f_{0}, u_{0}\right) \leqq\left\|u_{0}\right\|\left\|f_{0}\right\| \tag{4.21}
\end{equation*}
$$

But the left member of (4.21) is not smaller than $\gamma^{\prime}$ dist $\left(f_{0}, M^{\perp} \cap N^{\perp}\right)$ by Lemma 4.4, where $\gamma^{\prime}=\gamma\left(M^{\perp}, N^{\perp}\right) / 2>0$. Furthermore, we have $\operatorname{dist}\left(f_{0}, M^{\perp} \cap N^{\perp}\right)=\operatorname{dist}\left(f_{0},(M+N) \perp\right)=\operatorname{dist}\left(f_{0}, Z_{0}^{\perp}\right)=$ (bound of $f_{0}$ restricted to $\left.\mathrm{Z}_{0}\right)=\left\|f_{0}\right\|$ by the definition of $t_{0}$. Hence we obtain $\left\|u_{0}\right\| \geqq \gamma^{\prime}$.

This means that any $u \in \mathrm{Z}_{0}$ with $\|u\|<\gamma^{\prime}$ belongs to $\overline{\mathrm{S}}$. In other words, $\overline{\mathrm{S}}$ contains the ball of $\mathrm{Z}_{0}$ with center 0 and radius $\gamma^{\prime}$. Then an argument similar to the one used in the proof of the closed graph theorem (Theorem III-5.20) can be applied to show that $S$ itself contains a ball of $Z_{0}$. Since $M+N$ is a linear set containing $S$, it must be identical with $Z_{0}$ and therefore closed.

Lemmas 4.9 to 4.12 put together prove Theorem 4.8. Note that (4.13) follows immediately from (4.11) and (4.12) (see Lemma III-1.40).

Corollary 4.13. A pair M, N of closed linear manifolds is Fredholm [semi-Fredholm] if and only if the pair $\mathrm{M}^{\perp}, \mathrm{N} \perp$ is Fredholm[semi-Fredholm]. In this case we have

$$
\begin{equation*}
\operatorname{ind}(M, N)=-\operatorname{ind}\left(M^{\perp}, N^{\perp}\right) \tag{4.22}
\end{equation*}
$$

## 3. Regular pairs of closed linear manifolds

We have remarked above that in general $\gamma(M, N) \neq \gamma(N, M)$, although these two quantities are both zero or both non-zero (see (4.6)). If $\gamma(M, N)=\gamma(N, M)$, we shall say that the pair $M, N$ is regular.

[^103]It is known that any pair $M, N$ is regular if $Z$ is a Hilbert space ${ }^{1}$. Another example of a regular pair is given by the pair $X, Y$ in the product space $\mathbf{Z}=\mathbf{X} \times \mathbf{Y}$. Here $\mathbf{X}$ is identified with the closed linear manifold of Z consisting of all elements of the form $\{u, 0\}$ with $u$ varying over X , and similarly for Y . It is easy to see that $\gamma(\mathrm{X}, \mathrm{Y})=\gamma(\mathrm{Y}, \mathrm{X})=1$.

It is interesting, however, to notice that there are other nontrivial regular pairs in the product space $\mathbf{Z}=\mathbf{X} \times \mathbf{Y}$. In fact, there are closed linear manifolds $N$ of $Z$ such that $M, N$ is a regular pair for any $M \subset Z$. Such an N will be called a distinguished closed linear manifold.

Theorem 4.14. In $\mathrm{Z}=\mathrm{X} \times \mathrm{Y}, \mathrm{X}$ is a distinguished closed linear manifold. Similarly for Y .

Proof. According to our definition, the norm in $\mathbf{Z}$ is given by

$$
\begin{equation*}
\|\{x, y\}\|^{2}=\|x\|^{2}+\|y\|^{2}, \quad x \in \mathrm{X}, y \in \mathrm{Y} . \tag{4.23}
\end{equation*}
$$

Let $M$ be a closed linear manifold of $Z$. We have to show that $\gamma(\mathrm{M}, \mathrm{X})=\gamma(\mathrm{X}, \mathrm{M})$. We set $\mathrm{L}=\mathrm{M} \cap \mathrm{X}$.

First let us compute $\gamma(\mathrm{M}, \mathrm{X})$. Let $u=\{x, y\} \in \mathrm{M}$. Then dist $(u, X)^{2}$ $=\inf _{x^{\prime} \in \mathrm{X}}\left(\left\|x-x^{\prime}\right\|^{2}+\|y\|^{2}\right)=\|y\|^{2}$, and dist $(u, \mathrm{~L})^{2}=\inf _{x^{\prime} \in \mathrm{L}}\left(\left\|x-x^{\prime}\right\|^{2}+\|y\|^{2}\right)$ $=\|\tilde{x}\|^{2}+\|y\|^{2}$ where $\tilde{x} \in \tilde{\mathrm{X}}=\mathrm{X} / \mathrm{L}$. Hence

$$
\begin{equation*}
\gamma(M, X)=\inf _{\{x, y\} \in M} \frac{\|y\|}{\left(\|\tilde{x}\|^{2}+\|y\|^{2}\right)^{1 / 2}}=\frac{\gamma}{\left(1+\gamma^{2}\right)^{1 / 2}}, \tag{4.24}
\end{equation*}
$$

where

$$
\begin{equation*}
\gamma=\inf _{\{x, y\} \in M}\|y\| /\|\tilde{x}\| . \tag{4.25}
\end{equation*}
$$

On the other hand

$$
\begin{aligned}
\gamma(\mathrm{X}, \mathrm{M}) & =\inf _{x \in \mathrm{X}} \frac{\operatorname{dist}(x, M)}{\operatorname{dist}(x, \mathrm{~L})}=\inf _{x \in \mathrm{X}} \frac{\left.\inf ^{\prime}, y^{\prime}\right\} \in M}{}\left(\left\|x-x^{\prime}\right\|^{2}+\left\|y^{\prime}\right\|^{2}\right)^{1 / 2} \\
& =\inf _{\substack{\left.x^{\prime} \hat{y}^{\prime}\right\} \in \mathcal{M} \\
x^{\prime} \in \mathbb{X}}} \frac{\left(\left\|x^{\prime \prime}\right\|^{2}+\left\|y^{2}\right\|^{2}\right)^{1 / 2}}{\left\|\tilde{x}^{\prime}+\tilde{x}^{\prime \prime}\right\|}=\inf _{\substack{\left.x^{\prime}, y^{\prime}\right\} \in M \\
\tilde{x}^{\prime} \in \tilde{X}}} \frac{\left(\left\|\tilde{x}^{\prime \prime}\right\|^{2}+\left\|y^{\prime}\right\|^{2}\right)^{1 / 2}}{\left\|\tilde{x}^{\prime}+\tilde{x}^{\prime \prime}\right\|}
\end{aligned} .
$$

For a given $\left\{x^{\prime}, y^{\prime}\right\} \in \mathrm{M}$, there is an $\tilde{x}^{\prime \prime} \in \tilde{\mathrm{X}}$ with $\left\|\tilde{x}^{\prime}+\tilde{x}^{\prime \prime}\right\|=\left\|\tilde{x}^{\prime}\right\|+\left\|\tilde{x}^{\prime \prime}\right\|$ and with an arbitrary $\left\|\tilde{x}^{\prime \prime}\right\|$. Hence

$$
\begin{align*}
\gamma(X, M) & =\inf _{\left\{x^{\prime}, \tilde{x}^{\prime}\right\} \in M} \frac{\left(\left\|\tilde{x}^{\prime \prime}\right\|^{2}+\left\|y^{\prime}\right\|^{2}\right)^{1 / 2}}{\left\|\tilde{x}^{\prime}\right\|+\left\|\tilde{x}^{\prime \prime}\right\|}  \tag{4.26}\\
& =\inf _{\left\{x^{\prime}, y^{\prime}\right\} \in M}\left(1+\frac{\left\|\tilde{x}^{\prime}\right\|^{2}}{\left\|y^{\prime}\right\|^{2}}\right)^{-1 / 2}=\gamma /\left(1+\gamma^{2}\right)^{1 / 2},
\end{align*}
$$

where the Schwarz inequality was used. (4.24) and (4.26) show that $\gamma(\mathrm{M}, \mathrm{X})=\gamma(\mathrm{X}, \mathrm{M})$. [The above computations do not make sense if $M \subset X$ or $X \subset M$. But in these exceptional cases $\gamma(M, X)=\gamma(X, M)=1$.]

[^104]
## 4. The approximate nullity and deficiency

Let $M, N$ be closed linear manifolds of a Banach space $Z$. We define the approximate nullity of the pair $M, N$, in symbol nul' $(M, N)$, as the least upper bound (actually the greatest number, as will be shown below) of the set of integers $m$ ( $m=\infty$ being permitted) with the property that, for any $\varepsilon>0$, there is an $m$-dimensional closed linear manifold $M_{\varepsilon} \subset M$ with $\delta\left(M_{\varepsilon}, N\right)<\varepsilon$.

Problem 4.15. $\operatorname{nul}^{\prime}(M, N) \geqq \operatorname{nul}(M, N)$.
We define the approximate deficiency of the pair $M, N$, denoted by $\operatorname{def}^{\prime}(M, N)$, by

$$
\begin{equation*}
\operatorname{def}^{\prime}(M, N)=\operatorname{nul}^{\prime}\left(M^{\perp}, N^{\perp}\right) \tag{4.27}
\end{equation*}
$$

It should be remarked that $\operatorname{nul}(M, N)$ and $\operatorname{def}(M, N)$ have been defined in a purely algebraic fashion, without referring to any topology. The definition of nul' $(M, N)$ and $\operatorname{def}^{\prime}(M, N)$, on the other hand, depends essentially on the topology of the underlying space.

As mentioned above, $n u l^{\prime}(M, N)$ is not only the least upper bound but the greatest number $m$ with the properties stated above. This is obvious if $\operatorname{nul}^{\prime}(M, N)$ is finite. When $\operatorname{nul}^{\prime}(M, N)=\infty$, this remark is equivalent to the following lemma.

Lemma 4.16. Suppose that for any $\varepsilon>0$ and any finite $m$, there exists an m-dimensional $M_{\varepsilon} \subset M$ with $\delta\left(M_{\varepsilon}, N\right)<\varepsilon$. Then for any $\varepsilon>0$ there exists an $\infty$-dimensional $\mathrm{M}_{\varepsilon} \subset \mathrm{M}$ with $\delta\left(\mathrm{M}_{\varepsilon}, \mathrm{N}\right)<\varepsilon$.

Proof. For any closed linear manifold $M^{\prime} \subset M$ with $\operatorname{dim} M / M^{\prime}<\infty$, there is an $M_{\varepsilon} \subset M$ with $\operatorname{dim} M_{\varepsilon}>\operatorname{dim} M / M^{\prime}$ and $\delta\left(M_{\varepsilon}, N\right)<\varepsilon$. Then $\operatorname{dim}\left(M^{\prime} \cap M_{\varepsilon}\right)>0$ (see Problem III-1.42), so that there is a $u \neq 0$ in $M^{\prime}$ such that $\operatorname{dist}(u, \mathrm{~N})<\varepsilon\|u\|$. Thus Lemma 4.16 is a consequence of the following lemma.

Lemma 4.17. Assume that for any $\varepsilon>0$ and any closed linear manifold $\mathrm{M}^{\prime} \subset \mathrm{M}$ with $\operatorname{dim} \mathrm{M} / \mathrm{M}^{\prime}<\infty$, there exists a $u \neq 0$ in $\mathrm{M}^{\prime}$ such that $\operatorname{dist}(u, \mathrm{~N})<$ $<\varepsilon\|u\|$. Then there is, for any $\varepsilon>0$, an $\infty$-dimensional $\mathrm{M}_{\varepsilon} \subset \mathrm{M}$ such that $\delta\left(\mathrm{M}_{\varepsilon}, \mathrm{N}\right)<\varepsilon$. In particular nul' $(\mathrm{M}, \mathrm{N})=\infty$.

Proof. We construct two sequences $u_{n}, f_{n}$ with the following properties.

$$
\begin{align*}
& u_{n} \in M, \quad f_{n} \in Z^{*}, \quad\left\|u_{n}\right\|=1, \quad\left\|f_{n}\right\|=1, \\
& \left(u_{n}, f_{n}\right)=1, \quad\left(u_{n}, f_{k}\right)=0 \text { for } k<n,  \tag{4.28}\\
& \operatorname{dist}\left(u_{n}, N\right) \leqq 3^{-n} \varepsilon .
\end{align*}
$$

Supposing that $u_{k}, f_{k}$ have been constructed for $k=1,2, \ldots, n-1$, $u_{n}$ and $f_{n}$ can be found in the following way. Let $\mathrm{M}^{\prime}$ be the set of all $u \in M$ such that $\left(u, t_{k}\right)=0$ for $k=1, \ldots, n-1$. Since $M^{\prime}$ is a closed linear manifold with $\operatorname{dim} \mathbf{M} / \mathbf{M}^{\prime} \leqq n-1$, there is a $u_{n} \in \mathrm{M}^{\prime}$ such that
$\left\|u_{n}\right\|=1$ and $\operatorname{dist}\left(u_{n}, \mathrm{~N}\right) \leqq 3^{-n} \varepsilon$. For this $u_{n}$ there is an $f_{n} \in \mathrm{Z}^{*}$ such that $\left\|f_{n}\right\|=1$ and ( $u_{n}, f_{n}$ ) $=1$ (see Corollary III-1.24).

It follows from (4.28) that the $u_{n}$ are linearly independent, so that their span $M_{\varepsilon}^{\prime}$ is infinite-dimensional. Each $u \in M_{\varepsilon}^{\prime}$ has the form

$$
\begin{equation*}
u=\xi_{1} u_{1}+\cdots+\xi_{n} u_{n} \tag{4.29}
\end{equation*}
$$

with some integer $n$. We shall show that the coefficients $\xi_{k}$ satisfy the inequalities

$$
\begin{equation*}
\left|\xi_{k}\right| \leqq 2^{k-1}\|u\|, \quad k=1,2, \ldots, n . \tag{4.30}
\end{equation*}
$$

To prove this we note that by (4.29) and (4.28)

$$
\begin{equation*}
\left(u, f_{j}\right)=\xi_{1}\left(u_{1}, f_{j}\right)+\cdots+\xi_{j-1}\left(u_{j-1}, f_{j}\right)+\xi_{j} . \tag{4.31}
\end{equation*}
$$

If we assume that (4.30) has been proved for $k<j$, (4.31) gives

$$
\begin{aligned}
\left|\xi_{j}\right| & \leqq\left|\left(u, f_{j}\right)\right|+\left|\xi_{1}\right|\left|\left(u_{1}, f_{j}\right)\right|+\cdots+\left|\xi_{j-1}\right|\left|\left(u_{j-1}, f_{j}\right)\right| \\
& \leqq\|u\|+\|u\|+\cdots+2^{j-2}\|u\|=2^{j-1}\|u\|,
\end{aligned}
$$

completing the proof of (4.30) by induction.
From (4.28-4.30) we obtain

$$
\begin{aligned}
& \operatorname{dist}(u, \mathrm{~N}) \leqq\left|\xi_{1}\right| \operatorname{dist}\left(u_{1}, \mathrm{~N}\right)+\cdots+\left|\xi_{n}\right| \operatorname{dist}\left(u_{n}, \mathrm{~N}\right) \leqq \\
& \leqq\left(3^{-1}+2.3^{-2}+\cdots+2^{n-1} 3^{-n}\right) \varepsilon\|u\| \leqq \varepsilon\|u\| .
\end{aligned}
$$

The same inequality is true for all $u$ in the closure $M_{\varepsilon} \subset M$ of $M_{\varepsilon}^{\prime}$. Hence $\delta\left(\mathrm{M}_{\varepsilon}, \mathrm{N}\right) \leqq \varepsilon$.

Theorem 4.18. If $\mathrm{M}+\mathrm{N}$ is closed, then

$$
\begin{equation*}
\operatorname{nul}^{\prime}(M, N)=\operatorname{nul}(M, N), \quad \operatorname{def}^{\prime}(M, N)=\operatorname{def}(M, N) \tag{4.32}
\end{equation*}
$$

Proof. $M^{\perp}+N^{\perp}$ is closed if and only if $M+N$ is closed, by Theorem 4.8. In view of (4.13) and (4.27), therefore, it suffices to prove the first equality of (4.32).

Suppose that there is an $M_{\varepsilon} \subset M$ such that $\operatorname{dim} M_{\varepsilon}>\operatorname{nul}(M, N)$ $=\operatorname{dim}(M \cap N)$ and $\delta\left(M_{\varepsilon}, N\right)<\varepsilon$. Then there is a $u \in M_{\varepsilon}$ such that $\operatorname{dist}(u, \mathrm{M} \cap \mathrm{N})=\|u\|=1$ (see Lemma 2.3). Then $\operatorname{dist}(u, \mathrm{~N}) \geqq \gamma \operatorname{dist}(u$, $\mathrm{M} \cap \mathrm{N})=\gamma$, where $\gamma=\gamma(\mathrm{M}, \mathrm{N})>0$ by Theorem 4.2. On the other hand, dist $(u, \mathrm{~N}) \leqq\|u\| \delta\left(\mathrm{M}_{\varepsilon}, \mathrm{N}\right)<\varepsilon$. Hence $\varepsilon$ cannot be smaller than $\gamma$. This shows that nul' $(M, N) \leqq \operatorname{nul}(M, N)$. Since the opposite inequality is also true (Problem 4.15), we have the required equality.

Theorem 4.19. If $\mathrm{M}+\mathrm{N}$ is not closed, then

$$
\begin{equation*}
\operatorname{nul}^{\prime}(M, N)=\operatorname{def}^{\prime}(M, N)=\infty \tag{4.33}
\end{equation*}
$$

Proof. Again it suffices to prove $\operatorname{nul}^{\prime}(M, N)=\infty$. For any $M^{\prime} \subset M$ with $\operatorname{dim} M / M^{\prime}<\infty, M^{\prime}+N$ is not closed (otherwise $M+N$ would be
closed by Lemma III-1.9). Thus $\gamma\left(\mathrm{M}^{\prime}, \mathrm{N}\right)=0$ by Theorem 4.2. Hence for any $\varepsilon>0$, there is a nonzero $u \in \mathrm{M}^{\prime}$ with dist $(u, \mathrm{~N}) \leqq \varepsilon$ dist $\left(u, \mathrm{M}^{\prime} \cap \mathrm{N}\right)$ $\leqq \varepsilon\|u\|$. Thus the assumptions of Lemma 4.17 are satisfied.

Problem 4.20. nul $^{\prime}(M, N), \operatorname{def}^{\prime}(M, N)$ are symmetric in $M, N$.
Problem 4.21. $\operatorname{def}^{\prime}(M, N) \geqq \operatorname{def}(M, N)$.
Problem 4.22. $\mathrm{nul}^{\prime}(M, N)=\operatorname{def}^{\prime}(M \perp, N \perp)$.
Finally we add a simple criterion for $\operatorname{nul}^{\prime}(\mathrm{M}, \mathrm{N})=\infty$.
Theorem 4.23. We have $\operatorname{nul}^{\prime}(\mathrm{M}, \mathrm{N})=\infty$ if and only if there is a sequence $u_{n} \in \mathbb{M}$ with $\left\|u_{n}\right\|=1$ and $\operatorname{dist}\left(u_{n}, \mathrm{~N}\right) \rightarrow 0$ which contains no convergent subsequence.

Proof. Suppose that nul' $(M, N)=\infty$. We shall construct a sequence $u_{n} \in M$ such that $\left\|u_{n}\right\|=1$, $\operatorname{dist}\left(u_{n}, \mathrm{~N}\right) \leqq 1 / n$ and $\left\|u_{n}-u_{m}\right\| \geqq 1$ for $n \neq m$. Assume that $u_{1}, \ldots, u_{n}$ have already been constructed, and let $M_{n}$ be their span. Since $\operatorname{nul}^{\prime}(M, N)=\infty$, there is an $(n+1)$-dimensional linear manifold $M^{\prime} \subset M$ such that $\delta\left(M^{\prime}, N\right) \leqq 1 /(n+1)$. Since $\operatorname{dim} M^{\prime}>$ $>\operatorname{dim} \mathrm{M}_{n}$, there is a $u \in \mathrm{M}^{\prime}$ such that $\operatorname{dist}\left(u, \mathrm{M}_{n}\right)=\|u\|=1$ (Lemma 2.3). $u=u_{n+1}$ satisfies all the requirements for $u_{n+1}$.

Suppose, conversely, that nul' $(M, N)<\infty$ and $u_{n} \in M$ is a sequence with $\left\|u_{n}\right\|=1$ and $\operatorname{dist}\left(u_{n}, \mathrm{~N}\right) \rightarrow 0$. We shall show that $\left\{u_{n}\right\}$ contains a convergent subsequence. Since $\mathrm{M}+\mathrm{N}$ is closed by Theorem 4.19, $\gamma(\mathrm{M}, \mathrm{N})=\gamma>0$ by Theorem 4.2 and $\operatorname{nul}(\mathrm{M}, \mathrm{N})<\infty$ by Theorem 4.18. Thus dist $\left(u_{n}, \mathrm{M} \cap \mathrm{N}\right) \leqq \gamma^{-1} \operatorname{dist}\left(u_{n}, \mathrm{~N}\right) \rightarrow 0$. This means that there is a sequence $z_{n} \in \mathrm{M} \cap \mathrm{N}$ such that $u_{n}-z_{n} \rightarrow 0$. Since $\left\{z_{n}\right\}$ is thus bounded and $\operatorname{dim}(\mathrm{M} \cap \mathrm{N})=\operatorname{nul}(\mathrm{M}, \mathrm{N})<\infty,\left\{z_{n}\right\}$ contains a convergent subsequence. The same is true of $\left\{u_{n}\right\}$ by $u_{n}-z_{n} \rightarrow 0$.

## 5. Stability theorems

Let us now show that nul $(M, N), \operatorname{def}(M, N)$, ind $(M, N)$ and the closedness of $M+N$ have a certain stability when $M$ is subjected to a small perturbation.

Theorem 4.24. Let $\mathrm{M}, \mathrm{N}, \mathrm{M}^{\prime}$ be closed linear manifolds of Z and let $\mathrm{M}+\mathrm{N}$ be closed. Then $\delta\left(\mathrm{M}^{\prime}, \mathrm{M}\right)<\gamma(\mathrm{N}, \mathrm{M})$ implies nul' $\left(\mathrm{M}^{\prime}, \mathrm{N}\right) \leqq$ $\leqq \operatorname{nul}(M, N)$, and $\delta\left(M, M^{\prime}\right)<\gamma(M, N)$ implies $\operatorname{def}^{\prime}\left(M^{\prime}, N\right) \leqq \operatorname{def}(M, N)$. [Note that $\delta(\mathrm{M}, \mathrm{N})$ and $\gamma(\mathrm{M}, \mathrm{N})$ are in general not symmetric in $\mathrm{M}, \mathrm{N}$.]

Proof. Assume that $\delta\left(M^{\prime}, M\right)<\gamma(N, M)$. Suppose that there is a closed linear manifold $N_{\varepsilon} \subset N$ such that $\operatorname{dim} N_{\varepsilon}>\operatorname{nul}(M, N)=\operatorname{dim}(M \cap$ $\cap N)$; we shall show that $\delta\left(N_{\varepsilon}, M^{\prime}\right)$ cannot be too small. Then we shall have $\operatorname{nul}^{\prime}\left(M^{\prime}, N\right)=\operatorname{nul}^{\prime}\left(N, M^{\prime}\right) \leqq \operatorname{nul}(M, N)$ (see Problem 4.20).
$\operatorname{dim} N_{\varepsilon}>\operatorname{dim}(M \cap N)$ implies that there exists a $u \in N_{\varepsilon} \subset N$ such that dist $(u, M \cap N)=\|u\|=1$ (Lemma 2.3). Hence dist $(u, M) \geqq \gamma(N, M)$ by (4.4). If we make the substitutions $N \rightarrow M, M \rightarrow M^{\prime}$ in (2.14), we
thus obtain $\operatorname{dist}\left(u, M^{\prime}\right) \geqq\left[1+\delta\left(M^{\prime}, M\right)\right]^{-1}\left[\gamma(N, M)-\delta\left(M^{\prime}, M\right)\right]$. This shows that dist $\left(u, M^{\prime}\right)$ and, a fortiori, $\delta\left(N_{\varepsilon}, M^{\prime}\right)$ cannot be arbitrarily small.

The second assertion of the theorem follows from the first by considering $M^{\perp}, N^{\perp}, M^{\prime} \perp$; note (2.19), (4.13), (4.14) and (4.27).

Corollary 4.25. Let $\mathrm{M}, \mathrm{N}$ be a Fredholm [semi-Fredholm] pair. Then the same is true of the pair $M^{\prime}, N$ if $\hat{\delta}\left(M^{\prime}, M\right)<\hat{\gamma}(M, N)$, and we have $\operatorname{nul}\left(M^{\prime}, N\right) \leqq \operatorname{nul}(M, N), \operatorname{def}\left(M^{\prime}, N\right) \leqq \operatorname{def}(M, N)$.

Proof. The assumption implies that both of the two conditions of Theorem 4.24 are satisfied. Hence both of the two conclusions are true. If $M, N$ is a semi-Fredholm pair, at least one of $\operatorname{nul}(M, N)$ and $\operatorname{def}(M, N)$ is finite. Hence at least one of $\operatorname{nul}^{\prime}\left(M^{\prime}, N\right)$ and $\operatorname{def}^{\prime}\left(M^{\prime}, N\right)$ is finite. Then $M^{\prime}+N$ is closed by Theorem 4.19, and at least one of nul $\left(M^{\prime}, N\right)$ $=\operatorname{nul}^{\prime}\left(M^{\prime}, N\right)$ and $\operatorname{def}\left(M^{\prime}, N\right)=\operatorname{def}^{\prime}\left(M^{\prime}, N\right)$ is finite (see Theorem 4.18). Thus $M^{\prime}, N$ is a semi-Fredholm pair. If $M, N$ is a Fredholm pair, both $\operatorname{nul}(M, N)$ and $\operatorname{def}(M, N)$ are finite and hence both $\operatorname{nul}\left(M^{\prime}, N\right)$ and $\operatorname{def}\left(M^{\prime}, N\right)$ are finite.

Remark 4.26. In Theorem 4.24, $M^{\prime}+N$ need not be closed if nul ( $M, N$ ) $=\operatorname{def}(M, N)=\infty$. There is an example of a pair $M, N$ for which there is an $M^{\prime}$ with arbitrarily small $\hat{\delta}\left(M^{\prime}, M\right)$ such that $M^{\prime}+N$ is not closed.

Remark 4.27. In Corollary 4.25, $\hat{\gamma}\left(M^{\prime}, N\right)>0$ since $M^{\prime}, N$ is a semiFredholm pair. But it is in general difficult to estimate $\hat{\gamma}\left(\mathrm{M}^{\prime}, \mathrm{N}\right)$ from below in terms of $\hat{\gamma}(M, N)$ and $\hat{\delta}\left(M^{\prime}, M\right)$. In other words, $\hat{\gamma}(M, N)$ can change discontinuously when $M$ is changed slightly. This discontinuity is due to the discontinuity of $M \cap N$ that appears in the definition of $\gamma(\mathrm{M}, \mathrm{N})$ [see (4.4)]. But there is lower semicontinuity of $\gamma(\mathrm{M}, \mathrm{N})$ if $M \cap N=0$ or $M+N=Z$. In such a case we have more detailed results given by the following lemmas.

Lemma 4.28. Let $\mathrm{M}+\mathrm{N}$ be closed with $\operatorname{nul}(\mathrm{M}, \mathrm{N})=0$. If $\hat{\boldsymbol{\delta}}\left(\mathrm{M}^{\prime}, \mathrm{M}\right)<$ $<\gamma(\mathrm{N}, \mathrm{M}) /[2+\gamma(\mathrm{N}, \mathrm{M})]$, then $\mathrm{M}^{\prime}+\mathrm{N}$ is closed, $\operatorname{nul}\left(\mathrm{M}^{\prime}, \mathrm{N}\right)=0$ and $\operatorname{def}\left(M^{\prime}, N\right)=\operatorname{def}(M, N)$.

Proof. In view of (4.6), we have $\hat{\delta}\left(M^{\prime}, M\right)<\min [\gamma(M, N), \gamma(N, M)]$ $=\hat{\gamma}(M, N)$. Hence $M^{\prime}+N$ is closed and $\operatorname{nul}\left(M^{\prime}, N\right)=0, \operatorname{def}\left(M^{\prime}, N\right) \leqq$ $\operatorname{def}(M, N)$ by Corollary 4.25. It remains to be shown that $\operatorname{def}(M, N) \leqq$ $\leqq \operatorname{def}\left(M^{\prime}, N\right)$.

To this end it suffices to show that $\delta\left(M^{\prime}, M\right)<\gamma\left(M^{\prime}, N\right)$, for then we can apply the second part of Theorem 4.24 with $M$ and $M^{\prime}$ exchanged.

Let $u \in N$. Then dist $(u, M) \geqq \gamma(N, M) \operatorname{dist}(u, M \cap N)=\gamma(N, M)\|u\|$ since $\mathrm{M} \cap \mathrm{N}=0$. It follows from (2.14) (with the substitution $\mathrm{N} \rightarrow \mathrm{M}$, $\left.M \rightarrow M^{\prime}\right)$ that dist $\left(u, M^{\prime}\right) \geqq\left[1+\delta\left(M^{\prime}, M\right)\right]^{-1}\left[\gamma(N, M)-\delta\left(M^{\prime}, M\right)\right]\|u\|$. Since this is true for any $u \in N$, we have

$$
\begin{equation*}
\gamma\left(N, M^{\prime}\right) \geqq \frac{\gamma(N, M)-\delta\left(M^{\prime}, M\right)}{1+\delta\left(M^{\prime}, M\right)} . \tag{4.34}
\end{equation*}
$$

Application of the inequality (4.6) then gives the desired inequality:

$$
\begin{equation*}
\gamma\left(M^{\prime}, N\right) \geqq \frac{\gamma\left(N, M^{\prime}\right)}{1+\gamma\left(N, M^{\prime}\right)}=\frac{\gamma(N, M)-\delta\left(M^{\prime}, M\right)}{1+\gamma(N, M)}>\delta\left(M^{\prime}, M\right) \tag{4.35}
\end{equation*}
$$

since $\delta\left(M^{\prime}, M\right)<\gamma(N, M) /[2+\gamma(N, M)]$ by hypothesis.
Lemma 4.29. Let $\mathbf{M}+\mathbf{N}=\mathbf{Z}$ (so that $\operatorname{def}(\mathrm{M}, \mathrm{N})=0$ ). If $\hat{\delta}\left(\mathrm{M}^{\prime}, \mathrm{M}\right)<$ $<\gamma(\mathrm{M}, \mathrm{N}) /[2+\gamma(\mathrm{M}, \mathrm{N})]$, then $\mathrm{M}^{\prime}+\mathrm{N}=\mathrm{Z}$ (so that $\operatorname{def}\left(\mathrm{M}^{\prime}, \mathrm{N}\right)=0$ ) and $\operatorname{nul}\left(\mathrm{M}^{\prime}, \mathrm{N}\right)=\operatorname{nul}(\mathrm{M}, \mathrm{N})$.

Proof. It suffices to apply Lemma 4.28 to $\mathrm{M}, \mathrm{N}, \mathrm{M}^{\prime}$ replaced by their annihilators. Note Theorems 4.8 and 2.9.

Theorem 4.30. Let M, N be a Fredholm [semi-Fredholm] pair. Then there is a $\delta>0$ such that $\hat{\delta}\left(M^{\prime}, M\right)<\delta$ implies that $M^{\prime}, N$ is a Fredholm [semi-Fredholm] pair and ind $\left(\mathrm{M}^{\prime}, N\right)=\operatorname{ind}(\mathrm{M}, \mathrm{N})$.

Proof. It suffices to consider the semi-Fredholm case, for then $\operatorname{ind}\left(M^{\prime}, N\right)=\operatorname{ind}(M, N)$ implies that the pair $M^{\prime}, N$ is Fredholm if and only if the pair $M, N$ is. Furthermore, we may assume that $\operatorname{def}(M, N)<\infty$; the case $\operatorname{nul}(M, N)<\infty$ can be reduced to this case by considering the annihilators.

If $\operatorname{def}(M, N)=m<\infty$, we can find an $N_{0}>N$ such that $\operatorname{dim} N_{0} / N$ $=m, \mathrm{~N}_{0} \cap \mathrm{M}=\mathrm{N} \cap \mathrm{M}$ and $\mathrm{M}+\mathrm{N}_{0}=\mathrm{Z}$. According to Lemma 4.29, there is a $\delta>0$ such that $\hat{\delta}\left(M^{\prime}, M\right)<\delta$ implies that $\operatorname{def}\left(M^{\prime}, N_{0}\right)=0$ and $\operatorname{nul}\left(M^{\prime}, N_{0}\right)=\operatorname{nul}\left(M, N_{0}\right)=\operatorname{nul}(M, N)$. Hence ind $\left(M^{\prime}, N_{0}\right)=\operatorname{nul}(M, N)$, and it follows from Problem 4.6 that ind $\left(M^{\prime}, N\right)=\operatorname{ind}\left(M^{\prime}, N_{0}\right)-m$ $=\operatorname{nul}(M, N)-\operatorname{def}(M, N)=\operatorname{ind}(M, N)$.

Remark 4.31. Theorem 4.30 shows that the index of a semi-Fredholm pair $M, N$ is stable under a small perturbation of $M$. It could be shown that the same is true for simultaneous perturbation of $M$ and $N$, but the proof would be more complicated. Also it is not easy to give a simple estimate of $\delta$ in Theorem 4.30. In particular, it is in general not known ${ }^{1}$ whether ind $\left(M^{\prime}, N\right)$ is constant for all $M^{\prime}$ considered in Corollary 4.25, except that this is true if $\mathbf{Z}$ is a Hilbert space ${ }^{2}$.

## § 5. Stability theorems for semi-Fredholm operators

## 1. The nullity, deficiency and index of an operator

In this section we define the nullity, deficiency, index, etc. of a linear operator $T \in \mathscr{C}(\mathrm{X}, \mathrm{Y})$ and establish several stability theorems for these quantities ${ }^{3}$. The general results follow from the corresponding

[^105]results for pairs of closed linear manifolds studied in the preceding section ${ }^{1}$. But these will be supplemented by more specific results pertaining to operators.

As in the finite-dimensional case (I-§ 3.1), the nullity, nul $T$, of an operator $T$ from X to Y is defined as the dimension of $\mathrm{N}(T)$. Since $\mathrm{N}(T)$ is the geometric eigenspace of $T$ for the eigenvalue zero, nul $T$ is the geometric multiplicity of this eigenvalue. The deficiency, $\operatorname{def} T$, of $T$ is the codimension in Y of $\mathrm{R}(T): \operatorname{def} T=\operatorname{dim} \mathrm{Y} / \mathrm{R}(T)^{2}$. Each of nul $T$ and def $T$ takes values $0,1,2, \ldots$ or $\infty$. The index of $T$ is defined by ${ }^{3}$

$$
\begin{equation*}
\operatorname{ind} T=\operatorname{nul} T-\operatorname{def} T \tag{5.1}
\end{equation*}
$$

if at least one of nul $T$ and $\operatorname{def} T$ is finite.
The notions of nullity and deficiency involve certain arbitrariness. An operator $T$ from $X$ to $Y$ could as well be regarded as an operator from $X$ to a space $Y^{\prime}$ containing $Y$ as a subspace; then $\operatorname{def} T$ would be increased by $\operatorname{dim} Y^{\prime} / Y$. Again, $T$ could be regarded as an operator from a space $X^{\prime}$ to $Y$, where $X^{\prime}$ is the direct sum $X \oplus X_{0}$ of $X$ and another space $\mathrm{X}_{0}$, with the stipulation that $T u=0$ for $u \in \mathrm{X}_{0}$; then nul $T$ would be increased by $\operatorname{dim} X_{0}$. Once the domain and range spaces have been fixed, however, $\operatorname{nul} T$ and def $T$ are well-defined quantities with important properties to be discussed below.

In what follows we assume that $X, Y$ are two fixed Banach spaces. The stability of bounded invertibility (Theorem 2.21) is the stability of the property of $T \in \mathscr{C}(\mathrm{X}, \mathrm{Y})$ that $\operatorname{nul} T=\operatorname{def} T=0$. We are now going to generalize this stability theorem to other values of $\operatorname{def} T$ and nul $T$ under some additional conditions.

One of these additional conditions will be that $\mathrm{R}(T)$ be closed. This condition is automatically satisfied if $\operatorname{def} T<\infty$, but-should be assumed independently in the general case. An operator $T \in \mathscr{C}(\mathrm{X}, \mathrm{Y})$ is said to be Fredholm ${ }^{4}$ if $\mathrm{R}(T)$ is closed and both nul $T$ and $\operatorname{def} T$ are finite. $T$ is said to be semi-Fredholm if $\mathrm{R}(T)$ is closed and at least one of nul $T$ and $\operatorname{def} T$ is finite. The index (5.1) is well-defined for a semiFredholm operator $T$. The main result to be proved in this section is that the property of being Fredholm [semi-Fredholm] is stable under small perturbations.

[^106]To this end it is necessary to study the properties of closed operators with closed range.

For any $T \in \mathscr{C}(X, Y)$, the null space $N=N(T)$ is a closed linear manifold of $X$. Therefore, the quotient space $\tilde{X}=X / N$ is a Banach space with the norm defined by (see III-§1.8)

$$
\begin{equation*}
\|\tilde{u}\|=\inf _{u \in \tilde{u}}\|u\|=\inf _{z \in \mathbb{N}}\|u-z\|=\operatorname{dist}(u, \mathrm{~N}), \quad u \in \tilde{u} . \tag{5.2}
\end{equation*}
$$

If $u \in \mathrm{D}(T)$, all $u^{\prime} \in \tilde{u}$ belong to $\mathrm{D}(T)$ by $u^{\prime}-u \in \mathrm{~N} \subset \mathrm{D}(T)$. Moreover, we have $T u=T u^{\prime}$ since N is the null space of $T$. Thus we can define an operator $T$ from $\tilde{\mathrm{X}}$ to Y by

$$
\begin{equation*}
\tilde{T} \tilde{u}=T u . \tag{5.3}
\end{equation*}
$$

The domain $\mathrm{D}(\widetilde{T})$ of $\widetilde{T}$ is the set of all $\tilde{u} \in \tilde{\mathbf{X}}$ such that every $u \in \tilde{u}$ belongs to $\mathrm{D}(T)$.

It is obvious that $\widetilde{T}$ is linear. Furthermore $\widetilde{T}$ is closed. To see this let $\tilde{u}_{n}$ be a $\widetilde{T}$-convergent sequence in $\tilde{\mathrm{X}}: \tilde{u}_{n} \in \mathrm{D}(\widetilde{T}), \tilde{u}_{n} \rightarrow \tilde{u} \in \tilde{\mathbf{X}}, \widetilde{T} \tilde{u}_{n} \rightarrow$ $\rightarrow v \in \mathrm{Y}$. Let $u_{n} \in \tilde{u}_{n}, u \in \tilde{u} . \quad \tilde{u}_{n} \rightarrow \tilde{u}$ implies that dist $\left(u_{n}-u, \mathrm{~N}\right) \rightarrow 0$. Hence there are $z_{n} \in \mathrm{~N}$ such that $u_{n}-u-z_{n} \rightarrow 0$. Since $T\left(u_{n}-z_{n}\right)$ $=T u_{n}=\widetilde{T} \tilde{u}_{n} \rightarrow v$, the $u_{n}-z_{n}$ form a sequence $T$-convergent to $u$. It follows from the closedness of $T$ that $u \in \mathrm{D}(T)$ and $T u=v$. Hence $\tilde{u} \in \mathrm{D}(\widetilde{T})$ and $\widetilde{T} \tilde{u}=T u=v$. This proves that $\tilde{T}$ is closed.
$\widetilde{T}$ is invertible. In fact $\tilde{T} \tilde{u}=0$ implies $T u=0$, hence $u \in \mathrm{~N}$ and $\tilde{u}=\mathrm{N}$; but N is the zero element of $\tilde{\mathrm{X}}$.

We now define a number $\gamma(T)$ by $\gamma(T)=1 /\left\|\widetilde{T}^{-1}\right\|$; it is to be understood that $\gamma(T)=0$ if $\widetilde{T}^{-1}$ is unbounded and $\gamma(T)=\infty$ if $\widetilde{T}^{-1}=0$. It follows from (5.3) that $\gamma(T)$ is the greatest number $\gamma$ such that

$$
\begin{equation*}
\|T u\| \geqq \gamma\|\tilde{u}\|=\gamma \operatorname{dist}(u, \mathrm{~N}) \text { for all } u \in \mathrm{D}(T) . \tag{5.4}
\end{equation*}
$$

It should be noted that $\gamma(T)=\infty$ occurs if and only if $\widetilde{T}$ is a trivial operator with both $\mathrm{D}(\widetilde{T})$ and $\mathrm{R}(\widetilde{T}) 0$-dimensional, and this is the case if and only if $T \subset 0[T u=0$ for all $u \in \mathrm{D}(T)]$. To make the statement (5.4) correct even for this case, one should stipulate that $\infty \times 0=0$.

We shall call $\gamma(T)$ the reduced minimum modulus of $T$. If $\mathrm{N}(T)=0$, $\gamma(T)$ is equal to the minimum modulus ${ }^{1}$ of $T$, which is defined as $\inf \|T u\| /$ $\|u\|$ for $0 \neq u \in \mathrm{D}(T)$.

Problem 5.1. $\gamma(\widetilde{T})=\gamma(T)$.
Theorem 5.2. $T \in \mathscr{C}(\mathrm{X}, \mathrm{Y})$ has closed range if and only if $\gamma(T)>0$.
Proof. By definition $\gamma(T)>0$ if and only if $\widetilde{T}^{-1}$ is bounded, and this is true if and only if $\mathrm{D}\left(\widetilde{T}^{-1}\right)=\mathrm{R}(\widetilde{T})=\mathrm{R}(T)$ is closed (see III-§ 5.4).

Example 5.3. ${ }^{2}$ Let $\mathrm{X}=\boldsymbol{l}^{p}$ and let $\left\{x_{j}\right\}$ be the canonical basis of X . Let $T \in \mathscr{B}(\mathrm{X})$ be such that $T x_{1}=0, T x_{2}=x_{1}, T x_{3}=x_{2}, \ldots T$ is a shift operator (see Example

[^107]III-3.16). As is easily verified, $N(T)$ is the one-dimensional subspace spanned by $x_{1}$, and $\mathrm{R}(T)=\mathrm{X}$. Thus nul $T=1$, $\operatorname{def} T=0$, ind $T=1$. For any $u=\left(\xi_{j}\right)$, we have $\|\tilde{u}\|=\operatorname{dist}(u, \mathrm{~N}(T))=\left(\sum_{j=2}^{\infty}\left|\xi_{j}\right|^{p}\right)^{1 / p}=\|T u\|$. Hence $\|T u\|\|\|\|=1$ for every $u \in \mathrm{X}$ so that $\gamma(T)=1 . T$ is a Fredholm operator.

Example 5.4. Let X and $x_{j}$ be as above and let $T \in \mathscr{B}(\mathrm{X})$ be such that $T x_{1}=x_{2}$, $T x_{2}=x_{3}, \ldots$ This $T$ is the adjoint of the $T$ of Example 5.3 for an appropriate $p$. It is easily verified that $N(T)=0$, and that $R(T)$ is the subspace spanned by $x_{2}, x_{3}, \ldots$. Hence $\operatorname{nul} T=0$, def $T=1$, ind $T=-1$. In this case $\tilde{\mathrm{X}}=\mathrm{X}, \tilde{T}=T$, $\|T u\|=\|u\|$ so that $\gamma(T)=1 . T$ is Fredholm.

Example 5.5. Let $\mathbf{X}$ be as above but write each $u \in \mathbf{X}$ in the form of a bilateral sequence $u=\left(\ldots, \xi_{-1}, \xi_{0}, \xi_{1}, \ldots\right)$. Let $\left\{x_{j}\right\}$ be the canonical basis of $X$ and let $T \in \mathscr{B}(\mathrm{X})$ be such that $T x_{0}=0, T x_{j}=x_{j-1}(j= \pm 1, \pm 2, \ldots) . N(T)$ is the one-dimensional subspace spanned by $x_{0}$ and $\mathrm{R}(T)$ is the subspace spanned by all the $x_{j}$ except $x_{-1}$. Hence nul $T=1$, $\operatorname{def} T=1$, ind $T=0$. A consideration similar to that in Example 5.3 shows that $\gamma(T)=1 . T$ is Fredholm (cf. Example 3.8).

Problem 5.6. Let $T \in \mathscr{C}(X, Y)$. Then $\zeta \in P(T)$ if and only if nul $(T-\zeta)$ $=\operatorname{def}(T-\zeta)=0$.

## 2. The general stability theorem

The nullity, deficiency and the closed range property can be expressed conveniently in terms of the graph of the operator. Such expressions will be important in perturbation theory since a "small" change of a closed operator is expressed by means of its graph.

Consider the product space $Z=X \times Y$. For convenience we shall identify each $u \in \mathbf{X}$ with $\{u, 0\} \in \mathbf{Z}$ and each $v \in \mathbf{Y}$ with $\{0, v\} \in \mathbf{Z}$. Then $\mathbf{X}$ is identified with the subspace $X \times 0$ of $Z$ and similarly for $Y$. $Z$ is identical with the direct sum $X \oplus Y$. Similarly, any subset of $X$ or of $Y$ is identified with a subset of $Z$.

Let $T \in \mathscr{C}(\mathrm{X}, \mathrm{Y})$. The graph $\mathrm{G}(T)$ of $T$ is the closed linear manifold of $Z$ consisting of all elements $\{u, T u\}$ where $u \in \mathrm{D}(T) . u \in \mathrm{X}$ belongs to $\mathrm{N}(T)$ if and only if $\{u, 0\} \in \mathrm{G}(T)$. According to the identification just introduced, this means that

$$
\begin{equation*}
\mathrm{N}(T)=\mathrm{G}(T) \cap \mathrm{X} \tag{5.5}
\end{equation*}
$$

Also we have

$$
\begin{equation*}
\mathrm{R}(T)+\mathrm{X}=\mathrm{G}(T)+\mathbf{X} . \tag{5.6}
\end{equation*}
$$

In fact $\mathrm{R}(T)+\mathrm{X}$ is the set of all $\{v, T u\}$ where $u \in \mathrm{D}(T)$ and $v \in \mathrm{X}$, while $\mathrm{G}(T)+\mathrm{X}$ is the set of all $\{u+v, T u\}$ where $u \in \mathrm{D}(T)$ and $v \in \mathrm{X}$. Obviously these two sets are identical.

It follows from (5.5) and (5.6) that [see (4.1) and (4.2)]

$$
\begin{align*}
\operatorname{nul} T & =\operatorname{dim}(\mathrm{G}(T) \cap \mathrm{X})=\operatorname{nul}(\mathrm{G}(T), \mathrm{X}),  \tag{5.7}\\
\operatorname{def} T & =\operatorname{codim}(\mathrm{G}(T)+\mathrm{X})=\operatorname{def}(\mathrm{G}(T), \mathrm{X}) .
\end{align*}
$$

Thus the nullity and deficiency of $T$ are exactly equal to the corresponding quantities for the pair $\mathrm{G}(T), \mathrm{X}$ of closed linear manifolds of Z .

Furthermore, it is easily seen that $\mathrm{R}(T)$ is closed in Y if and only if $\mathrm{X}+\mathrm{R}(T)$ is closed in Z . According to (5.6), therefore, $\mathrm{R}(T)$ is closed if and only if $\mathrm{G}(T)+\mathrm{X}$ is closed.

Even the reduced minimum modulus $\gamma(T)$ of $T$ is related in a simple way to the minimum gap $\gamma(\mathrm{G}(T), \mathrm{X})$ of the pair $\mathrm{G}(T), \mathbf{X}$. By (5.4), $\gamma(T)$ is equal to $\inf _{u \in \mathrm{D}(T)}\|T u\| /\|\tilde{u}\|=\inf _{\{u, v\} \in \mathbf{G}(T)}\|v\| /\|\tilde{u}\|$ where $\tilde{u} \in \tilde{\mathrm{X}}=\mathrm{X} / \mathrm{N}(T)$. In view of (5.5), this is exactly equal to the $\gamma$ of (4.25) for $\mathrm{M}=\mathrm{G}(T)$. Hence, by (4.24) and (4.26), we have

$$
\begin{equation*}
\gamma(\mathrm{G}(T), \mathrm{X})=\gamma(\mathrm{X}, \mathrm{G}(T))=\frac{\gamma(T)}{\left[1+\gamma(T)^{2}\right]^{1 / 2}} . \tag{5.8}
\end{equation*}
$$

In this way we see that all the important quantities introduced for $T$ can be expressed in terms of the pair $\mathrm{G}(T), \mathrm{X}$ of closed linear manifolds of $Z$.

To complete this correspondence, we shall define the approximate nullity and approximate deficiency of $T$ by

$$
\begin{equation*}
\operatorname{nul}^{\prime} T=\operatorname{nul}^{\prime}(\mathrm{G}(T), \mathrm{X}), \quad \operatorname{def}^{\prime} T=\operatorname{def}^{\prime}(\mathrm{G}(T), \mathrm{X}) \tag{5.9}
\end{equation*}
$$

The following results are direct consequences of the corresponding ones for pairs of closed linear manifolds proved in the preceding paragraph.

Problem 5.7. Let $T \in \mathscr{C}(X, Y)$. Then $\operatorname{def} T<\infty$ implies $\gamma(T)>0$ (see Problem 4.7).

Problem 5.8. If $T_{1}$ is an extension of $T$ of order $m<\infty, \operatorname{ind} T_{1}=\operatorname{ind} T+m$ (see Problem 4.6).

Theorem 5.9. nul' $T$ is the greatest number $m \leqq \infty$ with the following property: for any $\varepsilon>0$ there exists an m-dimensional closed linear manifold $\mathrm{N}_{\varepsilon} \subset \mathrm{D}(T)$ such that $\|T u\| \leqq \varepsilon\|u\|$ for every $u \in \mathrm{~N}_{\varepsilon}$ (see the definition in § 4.4).

Theorem 5.10. nul' $T \geqq \operatorname{nul} T$, $\operatorname{def}^{\prime} T \geqq \operatorname{def} T$ for any $T \in \mathscr{C}(\mathrm{X}, \mathrm{Y})$. The equalities hold if $\mathrm{R}(T)$ is closed. If $\mathrm{R}(T)$ is not closed, then nul' $T$ $=\operatorname{def}^{\prime} T=\infty$ (see Problem 4.15, Theorems 4.18 and 4.19).

Theorem 5.11. ${ }^{1}$ nul' $T=\infty$ if and only it there is a sequence $u_{n} \in \mathrm{D}(T)$ with $\left\|u_{n}\right\|=1$ and $T u_{n} \rightarrow 0$ which contains no convergent subsequence (see Theorem 4.23).

Problem 5.12. $\mathrm{nul}^{\prime}(\alpha T)=\operatorname{nul}^{\prime} T, \operatorname{def}^{\prime}(\alpha T)=\operatorname{def}^{\prime} T$ for $\alpha \neq 0$. [hint: Theorem 5.10].

Let us now assume that $T$ is densely defined so that the adjoint operator $T^{*}$ exists and belongs to $\mathscr{C}\left(Y^{*}, X^{*}\right)$. For convenience we

[^108]consider the inverse graph $\mathrm{G}^{\prime}\left(T^{*}\right)$ of $T^{*}$ rather than the graph $\mathrm{G}\left(T^{*}\right)$; $\mathbf{G}^{\prime}\left(T^{*}\right)$ is the closed linear manifold of $\mathbf{X}^{*} \times \mathbf{Y}^{*}=\mathbf{Z}^{*}$ consisting of all elements $\left\{T^{*} g, g\right\}$ where $g$ varies over $\mathrm{D}\left(T^{*}\right) \subset \mathrm{Y}^{*}$. As was shown in III-§ 5.5 , we have the basic relation
\[

$$
\begin{equation*}
\mathrm{G}^{\prime}\left(-T^{*}\right)=\mathrm{G}(T)^{\perp} . \tag{5.10}
\end{equation*}
$$

\]

Since $\mathrm{G}^{\prime}\left(T^{*}\right)$ is simply the image of $\mathrm{G}\left(T^{*}\right)$ under the map $\{g, f\} \rightarrow$ $\rightarrow\{t, g\}$ of $Y^{*} \times \mathbf{X}^{*}$ onto $\mathbf{X}^{*} \times \mathrm{Y}^{*}$, the properties of $\mathrm{G}\left(T^{*}\right)$ correspond to those of $\mathrm{G}^{\prime}\left(T^{*}\right)$ in an obvious manner. Thus we have, corresponding to (5.7) to (5.9),

$$
\begin{align*}
& \mathrm{N}\left(T^{*}\right)=\mathrm{N}\left(-T^{*}\right)=\mathrm{G}^{\prime}\left(-T^{*}\right) \cap \mathrm{Y}^{*}=\mathrm{G}(T)^{\perp} \cap \mathrm{X} \perp  \tag{5.11}\\
& \mathrm{R}\left(T^{*}\right)+\mathrm{Y}^{*}=\mathrm{R}\left(-T^{*}\right)+\mathrm{Y}^{*}=\mathrm{G}^{\prime}\left(-T^{*}\right)+\mathrm{Y}^{*}=\mathrm{G}(T)^{\perp}+\mathrm{X} \perp \tag{5.12}
\end{align*}
$$

$$
\left\{\begin{array}{l}
\operatorname{nul} T^{*}=\operatorname{dim}\left(\mathrm{G}(T)^{\perp} \cap \mathrm{X} \perp\right)=\operatorname{nul}\left(\mathrm{G}(T)^{\perp}, \mathrm{X} \perp\right)  \tag{5.13}\\
\operatorname{def} T^{*}=\operatorname{codim}\left(\mathrm{G}(T)^{\perp}+\mathrm{X} \perp\right)=\operatorname{def}\left(\mathrm{G}(T)^{\perp}, \mathrm{X} \perp\right)
\end{array}\right.
$$

$$
\begin{align*}
& \gamma\left(\mathrm{G}(T)^{\perp}, \mathrm{X} \perp\right)=\gamma\left(\mathrm{X} \perp, \mathrm{G}(T)^{\perp}\right)=\frac{\gamma\left(T^{*}\right)}{\left[1+\gamma\left(T^{*}\right)^{2}\right]^{1 / 2}}  \tag{5.14}\\
& \operatorname{nul}^{\prime} T^{*}=\operatorname{nul}^{\prime}\left(\mathrm{G}(T)^{\perp}, \mathrm{X} \perp\right), \quad \operatorname{def}^{\prime} T^{*}=\operatorname{def}^{\prime}\left(\mathrm{G}(T)^{\perp}, \mathrm{X} \perp\right) . \tag{5.15}
\end{align*}
$$

Here $G(T)^{\perp}$ and $X^{\perp}=Y^{*}$ are considered as linear manifolds of $Z^{*}$ $=X^{*} \times Y^{*}$ [for (5.15) note Problem 5.12].

Thus Theorem 4.8 gives
Theorem 5.13. ${ }^{1}$ Assume that $T^{*}$ exists. $\mathrm{R}(T)$ is closed if and only if $\mathrm{R}\left(T^{*}\right)$ is closed. In this case we have ${ }^{2}$

$$
\begin{align*}
& \mathrm{R}(T)^{\perp}=\mathrm{N}\left(T^{*}\right), \quad \mathrm{N}(T)^{\perp}=\mathrm{R}\left(T^{*}\right),  \tag{5.16}\\
& \operatorname{nul} T^{*}=\operatorname{def} T, \quad \operatorname{def} T^{*}=\operatorname{nul} T,  \tag{5.17}\\
& \gamma\left(T^{*}\right)=\gamma(T) . \tag{5.18}
\end{align*}
$$

(5.18) is true even when $\mathrm{R}(T)$ is not closed.

Corollary 5.14. Assume that $T^{*}$ exists. $T$ is Fredholm [semi-Fredholm] if and only if $T^{*}$ is. In this case we have

$$
\begin{equation*}
\text { ind } T^{*}=-\operatorname{ind} T \tag{5.19}
\end{equation*}
$$

Problem 5.15. nul $T^{*}=\operatorname{def}^{\prime} T, \operatorname{def}^{\prime} T^{*}=\operatorname{nul}^{\prime} T$.

[^109]Finally, the stability theorems for closed linear manifolds proved in par. 4 immediately give stability theorems for operators (see Theorems 4.24, 4.30 and Corollary 4.25).

Theorem 5.16. Let $T, S \in \mathscr{C}(\mathrm{X}, \mathrm{Y})$ and let $\mathrm{R}(T)$ be closed (so that $\gamma(T)=\gamma>0)$. Then $\delta(S, T)<\gamma\left(1+\gamma^{2}\right)^{-1 / 2}$ implies nul' $S \leqq \operatorname{nul} T$, and $\delta(T, S)<\gamma\left(1+\gamma^{2}\right)^{-1 / 2}$ implies $\operatorname{def}^{\prime} S \leqq \operatorname{def} T$.

Theorem 5.17. ${ }^{1}$ Let $T, S \in \mathscr{C}(\mathrm{X}, \mathrm{Y})$ and let $T$ be Fredholm [semiFredholm]. If $\hat{\delta}(S, T)<\gamma\left(1+\gamma^{2}\right)^{-1 / 2}$ where $\gamma=\gamma(T)$, then $S$ is Fredholm [semi-Fredholm] and nul $S \leqq \operatorname{nul} T$, $\operatorname{def} S \leqq \operatorname{def} T$. Furthermore, there is a $\delta>0^{2}$ such that $\hat{\delta}(S, T)<\delta$ implies ind $S=\operatorname{ind} T^{3}$.

The above results have been deduced by considering the pair of subspaces $\mathrm{G} \cdot(T)$ and X of the product space $\mathrm{X} \times \mathrm{Y}$ and the pair of their annihilators. It is interesting to see what is obtained by considering the pair $\mathrm{G}(T)$ and Y . It turns out that the results are related to bounded operators rather than to Fredholm operators. We shall state some of the results in the form of problems, with hints for the proofs.

Problem 5.18. Let $T \in \mathscr{C}(X, Y)$. Then $\gamma(G(T), Y)>0[\gamma(Y, G(T))>0]$ if and only if $T$ is bounded. If $T \in \mathscr{B}(X, Y)$, then $\gamma(G(T), Y)=\gamma_{0}(Y, G(T))$ $=\left(1+\|T\|^{2}\right)^{-1 / 2}$ (cf. Theorem 4.14).

Problem 5.19. Let $T \in \mathscr{C}(X, Y)$. Then nul $(G(T), Y)=0 . T$ is bounded if and only if $G(T)+Y$ is closed. $T \in \mathscr{B}(X, Y)$ if and only if $\operatorname{def}(G(T), Y)=0$. [hint: $\mathrm{G}(T)+\mathrm{Y}=\mathrm{D}(T)+\mathrm{Y}$.

Problem 5.20. Let $T \in \mathscr{C}(X, Y)$ be densely defined. Then $T \in \mathscr{B}(X, Y)$ if and only if $T^{*}$ is bounded ${ }^{4}$. [hint: Apply the preceding problem to $T^{*}$.]

[^110]Problem 5.21. Let $T \in \mathscr{B}(X, Y)$. If $S \in \mathscr{C}(X, Y)$ and $\delta(T, S)<\left(1+\|T\|^{2}\right)^{-1} /^{2}$, then $S \in \mathscr{B}(\mathrm{X}, \mathrm{Y})$ and (2.25) holds with $\delta(S, T)$ replaced by $\delta(T, S)^{1}$. [hint: See Theorem 4.24 and Problem 5.19.]

## 3. Other stability theorems

Theorem 5.17 may be called the general stability theorem since the only assumption involved is that $\hat{\delta}(S, T)$ be small; there is no assumption on the relationship between the domains of $S$ and $T$. If we add such an assumption, however, we can deduce a somewhat stronger result.

Theorem 5.22. Let $T \in \mathscr{C}(X, Y)$ be semi-Fredholm (so that $\gamma=\gamma(T)>$ $>0$ ). Let $A$ be a $T$-bounded operator from X to Y so that we have the inequality (1.1), where

$$
\begin{equation*}
a<(1-b) \gamma . \tag{5.20}
\end{equation*}
$$

Then $S=T+A$ belongs to $\mathscr{C}(\mathrm{X}, \mathrm{Y}), S$ is semi-Fredholm and

$$
\begin{equation*}
\operatorname{nul} S \leqq \operatorname{nul} T, \quad \operatorname{def} S \leqq \operatorname{def} T, \quad \operatorname{ind} S=\operatorname{ind} T \tag{5.21}
\end{equation*}
$$

Proof. (5.20) implies $b<1$, so that $S \in \mathscr{C}(\mathrm{X}, \mathrm{Y})$ by Theorem 1.1. First we shall show that the problem can be reduced to the case in which $T$ and $A$ are bounded.

Let us introduce a new norm in $\mathrm{D}(T)$ by

$$
\begin{equation*}
\|u\|\|=(a+\varepsilon)\| u\|+(b+\varepsilon)\| T u\|\geqq \varepsilon\| u \|, \tag{5.22}
\end{equation*}
$$

where $\varepsilon>0$ is fixed. Under this norm $\mathrm{D}(T)$ becomes a Banach space, which we shall denote by $\hat{\mathrm{X}}$ (see Remark 1.4), and we can regard $T$ and $A$ [or rather the restriction of $A$ to $\mathrm{D}(T)$ ] as operators from $\hat{\mathrm{X}}$ to Y ; in this sense they will be denoted by $\hat{T}$ and $\hat{A}$ respectively (Remark 1.5). These belong to $\mathscr{B}(\hat{\mathrm{X}}, \mathrm{Y})$ and

$$
\begin{equation*}
\|\hat{T}\| \leqq(b+\varepsilon)^{-1}, \quad\|\hat{A}\| \leqq 1 \tag{5.23}
\end{equation*}
$$

in virtue of (1.1) and (5.22).
Since $\mathrm{R}(\hat{T})=\mathrm{R}(T), \hat{T}$ has closed range. Furthermore, we have the obvious relations

$$
\begin{align*}
& \operatorname{nul} \hat{T}=\operatorname{nul} T, \quad \operatorname{def} \hat{T}=\operatorname{def} T, \quad \text { nul } \hat{S}=\operatorname{nul} S  \tag{5.24}\\
& \operatorname{def} \hat{S}=\operatorname{def} S, \quad \mathrm{R}(\hat{S})=\mathrm{R}(S) \quad \text { where } \quad \hat{S}=\hat{T}+\hat{A} .
\end{align*}
$$

[^111]Hence $\hat{T}$ is semi-Fredholm, and it suffices to show that $\hat{S}$ is semi-Fredholm and (5.21) holds with $S, T$ replaced by $\hat{S}, \hat{T}$.

Let us express $\gamma(\hat{T})$ in terms of $\gamma=\gamma(T)$. By definition $\gamma(\hat{T})$ $=\inf \|\hat{T} u\| /\|\tilde{u}\|\|=\inf \| T u\|/ /\| \tilde{u} \|$ where $\tilde{u} \in \hat{\mathrm{X}} / \mathrm{N}, \mathrm{N}=\mathrm{N}(\hat{T})=\mathrm{N}(T) \quad(\mathrm{N}$ is closed both in X and in $\hat{\mathrm{X}}$ ). But

$$
\begin{align*}
\|\tilde{u}\|=\inf _{z \in \mathbb{N}}\|u-z\| & =\inf _{z \in \mathcal{N}}[(a+\varepsilon)\|u-z\|+(b+\varepsilon)\|T(u-z)\|]  \tag{5.25}\\
& =(a+\varepsilon)\|\tilde{u}\|+(b+\varepsilon)\|T u\|
\end{align*}
$$

by $T z=0$. Hence

$$
\begin{equation*}
\gamma(\hat{T})=\inf _{u \in \mathrm{D}(T)} \frac{\|T u\|}{(a+\varepsilon)\|\tilde{u}\|+(b+\varepsilon)\|T u\|}=\frac{\gamma}{(a+\varepsilon)+(b+\varepsilon) \gamma} \tag{5.26}
\end{equation*}
$$

by the definition $\gamma=\inf \|T u\| /\|\tilde{u}\|$.
It follows from (5.20) and (5.26) that we can make $\gamma(\hat{T})>1$ by choosing $\varepsilon$ sufficiently small. Since $\|\hat{A}\| \leqq 1$ by (5.23), we have $\|\hat{A}\|<$ $<\gamma(\hat{T})$. Rewriting $\hat{T}, \hat{A}, \hat{S}$ as $T, A, S$, respectively, we see that it suffices to prove the theorem in the special case in which all $T, A, S$ belong to $\mathscr{B}(\mathrm{X}, \mathrm{Y})$ and $\|A\|<\gamma(T)=\gamma$.

In this special case, however, the theorem follows immediately from the general stability Theorem 5.17. In fact let $\alpha>0$ be chosen sufficiently small so that $\|A\|<\gamma /\left(1+\alpha^{2} \gamma^{2}\right)^{1 / 2}$. Then $\|\alpha A\|=\alpha\|A\|<$ $<\gamma(\alpha T) /\left(1+\gamma(\alpha T)^{2}\right)^{1 / 2}$ since $\alpha \gamma(T)=\gamma(\alpha T)$. Since, on the other hand, $\delta(\alpha S, \alpha T)<\|\alpha A\|$ by (2.27), we see that the assumptions of Theorem 5.17 are satisfied for the pair $S, T$ replaced by $\alpha S, \alpha T$. It follows that $\alpha S$, and hence $S$, is semi-Fredholm and nul $S=$ nul $\alpha S \leqq$ $\leqq \operatorname{nul} \alpha T=\operatorname{nul} T$ and similarly for $\operatorname{def} S$.

It remains to show that ind $S=$ ind $T$. It follows from Theorem 5.17 that this is true at least if $\|A\|$ is sufficiently small. Now we can connect $S$ and $T$ by a continuous path; it suffices to consider the family $T(x)$ $=T+\varkappa A, 0 \leqq x \leqq 1$. Since $\|\varkappa A\| \leqq\|A\|<\gamma, T(x)$ is semi-Fredholm for each $\varkappa$. It follows from Theorem 5.17 that ind $T(x)$ is continuous in $\varkappa$. Since it is an integer (including $\pm \infty$ ), it must be constant for $0 \leqq x \leqq 1$, showing that ind $S=\operatorname{ind} T$.

Remark 5.23. Let $T$ and $A$ be operators in a finite-dimensional space X to itself. Then $\operatorname{ind}(T+A)$ is always zero so that the third formula of (5.21) is true without restriction [see I-(3.2), (3.3)]. Suppose that nul $T=\operatorname{def} T>0$ and that $A=-\zeta$. Then $\operatorname{nul}(T-\zeta)=\operatorname{def}(T-\zeta)$ $=0$ for sufficiently small $|\zeta| \neq 0$, for the eigenvalues of $T$ are isolated. This shows that in the first two inequalities of (5.21), the equalities cannot be expected in general.

Example 5.24. Consider the $T$ of Example 5.3 and set $A=-\zeta$. Let us compute $\operatorname{nul}(T+A)=\operatorname{nul}(T-\zeta)$. Let $u=\left(\xi_{k}\right) \in N(T-\zeta)$. Then $\xi_{k+1}=\zeta \xi_{k}$ so that $\xi_{k}=\zeta^{k-1} \xi_{1}$. If $|\zeta|<1$, this determines $u$ for any $\xi_{1}$. If $|\zeta| \geqq 1$, we have to set
$\xi_{1}=0$ in order that $u \in \mathbf{X}$ (we assume $1<p<\infty$ for simplicity). Thus $\operatorname{nul}(T-\zeta)=1$ for $|\zeta|<1$ and $\operatorname{nul}(T-\zeta)=0$ for $|\zeta| \geqq 1$.

A similar consideration applied to $T^{*}$ (which is the $T$ of Example 5.4) shows that nul $\left(T^{*}-\zeta\right)=0$ for any $\zeta$. On the other hand $T-\zeta$ has closed range for $|\zeta| \neq 1$; this follows from the general result of Theorem 5.22 since $\gamma(T)=\gamma(1)=1$. Thus $T-\zeta$ is Fredholm for $|\zeta| \neq 1$ and $\operatorname{nul}(T-\zeta)=1, \operatorname{def}(T-\zeta)=0$, $\operatorname{ind}(T-\zeta)=1$ for $|\zeta|<1$ while $\operatorname{nul}(T-\zeta)=\operatorname{def}(T-\zeta)=\operatorname{ind}(T-\zeta)=0$ for $|\zeta|>1$.

It should be noted that $T-\zeta$ is semi-Fredholm for no $\zeta$ with $|\zeta|=1$. In fact, if $T-\zeta_{0}$ were semi-Fredholm for some $\zeta_{0}$ with $\left|\zeta_{0}\right|=1$, ind $(T-\zeta)$ would have to be constant in some neighborhood of $\zeta_{0}$, contrary to the above result. This shows that the assumption (5.20) of Theorem 5.22 cannot in general be replaced by a weaker one.

Problem 5.25. Let $T$ be as in Example 5.5. If $|\zeta|<1, T-\zeta$ is Fredholm with $\operatorname{nul}(T-\zeta)=\operatorname{def}(T-\zeta)=1$, ind $(T-\zeta)=0$. If $|\zeta|>1, T-\zeta$ is Fredholm with nul $(T-\zeta)=\operatorname{def}(T-\zeta)=\operatorname{ind}(T-\zeta)=0$. (Check these results directly whenever possible.) $T-\zeta$ is not semi-Fredholm if $|\zeta|=1$.

Theorem 5.22 (or the more general Theorem 5.17) is sometimes called the first stability theorem. The second stabitity theorem is concerned with a perturbation which need not be restricted in "size" [as in (5.20)] but which is assumed to be relatively compact ${ }^{1}$.

Theorem 5.26. Let $T \in \mathscr{C}(X, Y)$ be semi-Fredholm. If $A$ is a $T$-compact operator from $\mathbf{X}$ to Y , then $S=T+A \in \mathscr{C}(\mathbf{X}, \mathrm{Y})$ is also semi-Fredholm with ind $S=$ ind $T$.

Proof. $S \in \mathscr{C}(\mathrm{X}, \mathrm{Y})$ by Theorem 1.11. Again the theorem can be reduced to the special case where $T, A \in \mathscr{B}(\mathbf{X}, \mathrm{Y})$ and $A$ is compact. To this end it suffices to introduce the space $\hat{X}$ and the operators $\hat{T}, \hat{A}, \hat{S}$ as in the proof of Theorem 5.22 [here we have nothing to do with the constants $a, b$, so we set $a=b=1$ and $\varepsilon=0$ in (5.22)]. Then the $T$-compactness of $A$ implies that $\hat{A}$ is compact (see Remark 1.12).

Assume, therefore, that $T, A \in \mathscr{B}(\mathrm{X}, \mathrm{Y})$ and $A$ is compact.
First we assume that nul $T<\infty$ and prove that nul' $S<\infty$; then it follows from Theorem 5.10 that $S$ is semi-Fredholm. To this end it is convenient to apply the result of Theorem 5.11. Suppose that there is a sequence $u_{n} \in X$ such that $\left\|u_{n}\right\|=1$ and $S u_{n} \rightarrow 0$; we have to show that $\left\{u_{n}\right\}$ has a convergent subsequence. Since $A$ is compact, there is a subsequence $\left\{v_{n}\right\}$ of $\left\{u_{n}\right\}$ such that $A v_{n} \rightarrow w \in \mathbf{Y}$. Then $T v_{n}=(S-A) v_{n}$ $\rightarrow-w$. Since $\mathrm{R}(T)$ is closed, $-w \in \mathrm{R}(T)$. Thus there is a $u \in \mathrm{X}$ such that $-w=T u$. Then $T\left(v_{n}-u\right) \rightarrow 0$. Since nul' $T<\infty$, Theorem 5.11 shows that $\left\{v_{n}-u\right\}$ contains a convergent subsequence. Hence the same is true of $\left\{u_{n}\right\}$, as required.

[^112]Next suppose that $\operatorname{def} T<\infty$. Then nul $T^{*}<\infty$. Since $T^{*}$ is semiFredholm and $A^{*}$ is compact, it follows from what was just proved that $S^{*}=T^{*}+A^{*}$, and therefore $S$ too, is semi-Fredholm.

Once it is known that $S$ is semi-Fredholm, it is easy to prove that ind $S=$ ind $T$. Again introduce the family $T(\varkappa)=T+\varkappa A, 0 \leqq x \leqq 1$. Since $\varkappa A$ is compact with $A, T(\varkappa)$ is semi-Fredholm for every $\varkappa$. Hence ind $T(\varkappa)$, being continuous by the first stability theorem, must be constant.

Example 5.27. Let $T$ be as in Example 5.5, namely $T x_{0}=0, T x_{j}=x_{j-1}$, $j= \pm 1, \pm 2, \ldots$. We have seen (Problem 5.25) that $T-\zeta$ is Fredholm for $|\zeta| \neq 1$ and

$$
\begin{align*}
& \operatorname{nul}(T-\zeta)=\operatorname{def}(T-\zeta)=1, \quad|\zeta|<1  \tag{5.27}\\
& \operatorname{nul}(T-\zeta)=\operatorname{def}(T-\zeta)=0, \quad|\zeta|>1
\end{align*}
$$

Let $A \in \mathscr{B}(\mathrm{X})$ be such that $A x_{0}=x_{1}, A x_{j}=0, j \neq 0 . A$ is compact; it is even degenerate with rank one. Thus it follows from Theorem 5.26 that $T(\varkappa)-\zeta$ is Fredholm for every complex $x$ and $|\zeta| \neq 1$, where $T(\varkappa)=T+\varkappa A$. But we know that $\Sigma(T(x))$ is the unit circle $|\zeta|=1$ for $\varkappa \neq 0$ (see Example 3.8). Hence

$$
\begin{equation*}
\operatorname{nul}(T(x)-\zeta)=\operatorname{def}(T(x)-\zeta)=0, \quad|\zeta| \neq 1, x \neq 0 \tag{5.28}
\end{equation*}
$$

## 4. Isolated eigenvalues

Let $T \in \mathscr{C}(\mathrm{X})$ and let $\lambda$ be an isolated point of the spectrum $\Sigma(T)$. Let $P$ be the projection associated with $\lambda$ (see III-§ 6.5).

Theorem 5.28. Let $T, \lambda, P$ be as above. If $\operatorname{dim} P<\infty, T-\lambda$ is Fredholm and we have $\operatorname{nul}^{\prime}(T-\lambda)=\operatorname{nul}(T-\lambda) \leqq \operatorname{dim} P, \operatorname{def}^{\prime}(T-\lambda)$ $=\operatorname{def}(T-\lambda) \leqq \operatorname{dim} P$. If $\operatorname{dim} P=\infty$, we have $\operatorname{nul}^{\prime}(T-\lambda)=\operatorname{def}^{\prime}(T-\lambda)$ $=\infty$.

Proof. $T$ is decomposed according to the decomposition $X=M^{\prime} \oplus M^{\prime \prime}$, $\mathrm{M}^{\prime}=P \mathrm{X}, \mathrm{M}^{\prime \prime}=(1-P) \mathrm{X}$ (see III-§ 6.4-6.5), and $\lambda \in \mathrm{P}\left(T_{\mathrm{M}^{\prime \prime}}\right)$ so that $\operatorname{nul}^{\prime}\left(T_{M^{\prime \prime}}-\lambda\right)=\operatorname{def}^{\prime}\left(T_{M^{\prime \prime}}-\lambda\right)=0$. On the other hand, $T_{M^{\prime}}-\lambda$ is bounded and quasi-nilpotent. If $\operatorname{dim} P<\infty, M^{\prime}$ is finite-dimensional and the approximate nullity and deficiency of $T_{M^{\prime}}-\lambda$ cannot exceed $\operatorname{dim} P$. If $\operatorname{dim} P=\infty$, we have $\operatorname{nul}^{\prime}\left(T_{M^{\prime}}-\lambda\right)=\operatorname{def}^{\prime}\left(T_{M^{\prime}}-\lambda\right)=\infty$ by Theorem 5.30 to be proved below. Theorem 5.28 follows easily from these properties of the parts $T_{M^{\prime}}$ and $T_{M^{\prime \prime}}$.

Lemma 5.29. Let $T \in \mathscr{C}(\mathrm{X}, \mathrm{Y})$ have closed range with $\operatorname{nul} T<\infty$. Then TM is closed for any closed linear manifold $M$ of $X$.

Proof. Define $\tilde{\mathrm{X}}=\mathrm{X} / \mathrm{N}, \mathrm{N}=\mathrm{N}(T)$, and $\widetilde{T}$ as before (par. 1). Then $T M=\tilde{T} \tilde{M}$, where $\tilde{M}$ is the set of all $\tilde{u} \in \tilde{X}$ such that the coset $\tilde{u}$ contains at least one element of $\mathcal{M}$. Since $\widetilde{T}$ has bounded inverse (Theorem 5.2), it suffices to show that $\tilde{M}$ is closed in $\tilde{X}$.

Suppose that $\tilde{u}_{n} \in \tilde{M}, \tilde{u}_{n} \rightarrow \tilde{u} \in \tilde{\mathbf{X}}$. This implies that dist $\left(u_{n}-u, \mathrm{~N}\right) \rightarrow 0$, and there are $z_{n} \in \mathrm{~N}$ with $u_{n}-u-z_{n} \rightarrow 0$. Since we may assume that
$u_{n} \in M$ and $M+N$ is closed by $\operatorname{dim} N<\infty$ (Lemma III-1.9), it follows that $u \in M+N$ or $\tilde{u} \in \tilde{M}$. This proves that $\tilde{M}$ is closed.

Theorem 5.30. Let $T \in \mathscr{B}(\mathrm{X})$ be quasi-nilpotent. If $\operatorname{dim} \mathrm{X}=\infty$, then $\operatorname{nul}^{\prime} T=\operatorname{def}^{\prime} T=\infty$.

Proof. In view of Theorem 5.10, it suffices to show that we have necessarily $\operatorname{dim} \mathrm{X}<\infty$ if $\mathrm{R}(T)$ is closed and nul $T<\infty$ or if $\mathrm{R}(T)$ is closed and def $T<\infty$. Since the latter case can be reduced to the former by considering $T^{*}$ instead of $T$ ( $T^{*}$ is quasi-nilpotent with $T$ ), it suffices to prove that $\operatorname{dim} \mathrm{X}<\infty$ if $\mathrm{R}(T)$ is closed and $\operatorname{nul} T<\infty$.

Since $\mathrm{R}=\mathrm{R}(T)=T \mathrm{X}$ is closed, it follows from Lemma 5.29 successively that all $T^{n} \mathrm{X}$ are closed, $n=1,2, \ldots$.

Since $\mathrm{X} \supset T \mathrm{X} \supset T^{2} \mathrm{X} \supset \cdots$, the intersections of the $T^{n} \mathrm{X}$ with $\mathrm{N}=\mathrm{N}(T)$ also form a descending sequence. Since the latter are subspaces of the finite-dimensional space $\mathrm{N}, \mathrm{N}_{0}=\mathrm{N} \cap T^{n} \mathrm{X}$ must be independent of $n$ for sufficiently large $n$, say for $n \geqq m$. Set $X_{0}=T^{m} X$. Since $X_{0}$ is a closed linear manifold of X and $T \mathrm{X}_{0} \subset \mathrm{X}_{0}$, the part $T_{0}$ of $T$ in $\mathrm{X}_{0}$ is defined. We have $\mathrm{N}\left(T_{0}\right)=\mathrm{N} \cap \mathrm{X}_{0}=\mathrm{N}_{0}$. Furthermore, $\mathrm{N}_{0} \subset T^{m+n} \mathrm{X}$ $=T^{n} \mathrm{X}_{0}=T_{0}^{n} \mathrm{X}_{0}$ for all $n=1,2, \ldots$. Thus $\mathrm{N}\left(T_{0}\right)$ is contained in all $\mathrm{R}\left(T_{0}^{n}\right)$.

This in turn implies that $\mathrm{N}\left(T_{0}^{n}\right) \subset \mathrm{R}\left(T_{0}\right)^{1}$ for all $n$. Let us prove this by induction. Since this is known for $n=1$, assume that it has been proved for $n$ and let $T_{0}^{n+1} u=0$; we have to show that $u \in \mathrm{R}\left(T_{0}\right)$. $T_{0}^{n+1} u=0$ implies $T_{0}^{n} u \in \mathrm{~N}_{0} \subset \mathrm{R}\left(T_{0}^{n+1}\right)$ or $T_{0}^{n} u=T_{0}^{n+1} v$ for some $v \in \mathrm{X}_{0}$. Then $u-T_{0} v \in \mathrm{~N}\left(T_{0}^{n}\right) \subset \mathrm{R}\left(T_{0}\right)$, which implies $u \in \mathrm{R}\left(T_{0}\right)$.

Since $\operatorname{dim} \mathrm{N}_{0}<\infty$, there is a complementary subspace $M_{0}$ of $N_{0}$ in $\mathrm{X}_{0}: \mathrm{X}_{0}=\mathrm{N}_{0} \oplus \mathrm{M}_{0} . T_{0}$ maps $\mathrm{M}_{0}$ onto $\mathrm{R}\left(T_{0}\right)=\mathrm{R}_{0}$ one to one. Let $S_{0}$ be the inverse map of $\mathrm{R}_{0}$ onto $\mathrm{M}_{0} ; S_{0}$ is bounded by Problem III-5.21. (Note that $\mathrm{R}_{0}=T_{0} \mathrm{X}_{0}=T \mathrm{X}_{0}=T^{m+1} \mathrm{X}$ is closed.)

Let $u_{0} \in \mathrm{~N}_{0}$. Since $\mathrm{N}_{0} \subset \mathrm{R}_{0}, u_{1}=S_{0} u_{0}$ is defined. Since $T_{0}^{2} u_{1}=T_{0} u_{0}$ $=0, u_{1} \in \mathrm{~N}\left(T_{0}^{2}\right) \subset \mathrm{R}_{0}$. Hence $u_{2}=S_{0} u_{1}$ is defined. Since $T_{0}^{3} u_{2}=T_{0}^{2} u_{1}=0$, $u_{2} \in \mathrm{~N}\left(T_{0}^{3}\right) \subset \mathrm{R}_{0}$ and $u_{3}=S_{0} u_{2}$ is defined. In this way we see that there is a sequence $u_{n} \in \mathrm{R}_{0}$ such that $u_{n}=S_{0} u_{n-1}, n=1,2, \ldots$ Thus $u_{n}=S_{0}^{n} u_{0}$ and $\left\|u_{n}\right\| \leqq\left\|S_{0}\right\|^{n}\left\|u_{0}\right\|$. On the other hand, we have $u_{0}=T_{0}^{n} u_{n}=T^{n} u_{n}$ and so $\left\|u_{0}\right\| \leqq\left\|T^{n}\right\|\left\|S_{0}\right\|^{n}\left\|u_{0}\right\|$. But as $\lim \left\|T^{n}\right\|^{1 / n}=0$ by hypothesis, we have $\left\|T^{n}\right\|\left\|S_{0}\right\|^{n}<1$ for sufficiently large $n$. This gives that $u_{0}=0$. Since $u_{0} \in N_{0}$ was arbitrary, we conclude that $N_{0}=0, M_{0}=X_{0}$.

This implies that $T_{0}^{-1}$ exists and is equal to $S_{0}$. Hence $\|u\| \leqq\left\|S_{0}\right\|\left\|T_{0} u\right\|$ for any $u \in \mathrm{X}_{0}$ and so $\|u\| \leqq\left\|S_{0}\right\|^{n}\left\|T_{0}^{n} u\right\|$. Since $\left\|T_{0}^{n} u\right\| \leqq\left\|T^{n}\right\|\|u\|$ as. above, the same argument as above leads to the result that $u=0$, $\mathrm{X}_{0}=0$, that is, $T^{m} \mathrm{X}=0$.

[^113]Then $\mathrm{X} \subset \mathrm{N}\left(T^{m}\right)$ and X must be finite-dimensional, for it is easily seen that $\operatorname{dim} \mathrm{N}\left(T^{m}\right) \leqq m \operatorname{dim} N$. This completes the proof of Theorem 5.30.

## 5. Another form of the stability theorem

According to Theorem 5.17, the nullity and deficiency of a semiFredholm operator do not increase under a small perturbation. It is in general not easy to see when these quantities are conserved. But a sharper result is obtained if the perturbation is restricted to have the form $\varkappa A$ with a fixed $A$.

Theorem 5.31. Let $T \in \mathscr{C}(X, Y)$ be semi-Fredholm and let $A$ be a T-bounded operator from X to Y . Then $T+\varkappa A$ is semi-Fredholm and $\operatorname{nul}(T+\varkappa A), \operatorname{def}(T+\varkappa A)$ are constant for sufficiently small $|\varkappa|>0$.

Proof. It suffices to consider the case in which both $T$ and $A$ belong to $\mathscr{B}(\mathrm{X}, \mathrm{Y})$; the general case can be reduced to this as in the proof of Theorem 5.22.
I. First we assume nul $T<\infty$. We define sequences $\mathrm{M}_{n} \subset \mathrm{X}$ and $\mathrm{R}_{n} \subset \mathrm{Y}$ successively by ${ }^{1}$

$$
\begin{equation*}
\mathrm{M}_{0}=\mathrm{X}, \mathrm{R}_{0}=\mathrm{Y}, \mathrm{M}_{n}=A^{-1} \mathrm{R}_{n}, \mathrm{R}_{n+1}=T \mathrm{M}_{n}, n=0,1,2, \ldots ; \tag{5.29}
\end{equation*}
$$

here $A^{-1} \mathrm{R}$ denotes the inverse image under $A$ of $\mathrm{R} \subset \mathrm{Y}$. We have

$$
\begin{equation*}
M_{0} \supset M_{1} \supset M_{2} \supset \cdots, \quad R_{0} \supset R_{1} \supset R_{2} \supset \cdots, \tag{5.30}
\end{equation*}
$$

as is easily seen by induction. All the $M_{n}$ and $R_{n}$ are closed linear manifolds. This can also be proved by induction; if $\mathrm{R}_{n}$ is closed, $M_{n}$ is closed as the inverse image under a continuous map $A$ of a closed set $\mathrm{R}_{n}$, and then $\mathrm{R}_{n+1}=T \mathrm{M}_{n}$ is closed by Lemma 5.29.

Let $X^{\prime}={ }_{n} M_{n}$ and $Y^{\prime}={ }_{n} R_{n} ; X^{\prime}$ and $Y^{\prime}$ are closed. Let $T^{\prime}$ be the restriction of $T$ with domain $\mathrm{X}^{\prime}$. If $u^{\prime} \in \mathrm{X}^{\prime}$, then $u^{\prime} \in \mathrm{M}_{n}$ and $T^{\prime} u^{\prime}$ $=T u^{\prime} \in T M_{n}=\mathrm{R}_{n+1}$ for all $n$ so that $\mathrm{R}\left(T^{\prime}\right) \subset \mathrm{Y}^{\prime}$. We shall show that $\mathrm{R}\left(T^{\prime}\right)=\mathrm{Y}^{\prime}$.

Let $v^{\prime} \in \mathrm{Y}^{\prime}$. Since $v^{\prime} \in \mathrm{R}_{n+1}=T M_{n}$ for each $n$, the inverse image $T^{-1}\left\{v^{\prime}\right\}$ has a common element with $\mathrm{M}_{n}$. But $T^{-1}\left\{v^{\prime}\right\}$ is an inhomogeneous linear manifold of the form $u+\mathrm{N}(T)$. Since $\operatorname{dim} \mathrm{N}(T)=\operatorname{nul} T<$ $<\infty$, the $T^{-1}\left\{v^{\prime}\right\} \cap M_{n}$ form a descending sequence of finite-dimensional inhomogeneous linear manifolds which are not empty. Hence $T^{-1}\left\{v^{\prime}\right\} \cap M_{n}$ does not depend on $n$ for sufficiently large $n$ and, therefore, must coincide with $T^{-1}\left\{v^{\prime}\right\} \cap \mathrm{X}^{\prime}$, which is thus not empty. Let $u^{\prime}$ be one of its elements. Then $u^{\prime} \in \mathrm{X}^{\prime}$ and $T^{\prime} u^{\prime}=T u^{\prime}=v^{\prime}$. This shows that $\mathrm{R}\left(T^{\prime}\right)=\mathrm{Y}^{\prime}$.
$T^{\prime}$ may be regarded as an operator on $\mathrm{X}^{\prime}$ to $\mathrm{Y}^{\prime}: T^{\prime} \in \mathscr{B}\left(\mathrm{X}^{\prime}, \mathrm{Y}^{\prime}\right)$. Let $A^{\prime}$ be the restriction of $A$ with domain $\mathrm{X}^{\prime}$. Since $u^{\prime} \in \mathrm{X}^{\prime}$ implies $u^{\prime} \in \mathrm{M}_{n}=A^{-1} \mathrm{R}_{n}$ for all $n, A u^{\prime} \in \mathrm{R}_{n}$ and hence $A u^{\prime} \in \mathrm{Y}^{\prime}$. Thus $A^{\prime}$ too

[^114]can be regarded as an operator on $\mathrm{X}^{\prime}$ to $\mathrm{Y}^{\prime}: A^{\prime} \in \mathscr{B}\left(\mathrm{X}^{\prime}, \mathrm{Y}^{\prime}\right)^{1}$. We can now apply Theorem 5.17 to the pair $T^{\prime}, \varkappa A^{\prime}$. It follows that $\operatorname{def}\left(T^{\prime}+\varkappa A^{\prime}\right)$ $=\operatorname{def} T^{\prime}=0, \operatorname{nul}\left(T^{\prime}+\varkappa A^{\prime}\right)=\operatorname{ind}\left(T^{\prime}+\varkappa A^{\prime}\right)=\operatorname{ind} T^{\prime}=\operatorname{nul} T^{\prime}$ for sufficiently small $|x|$, for $\operatorname{def} T^{\prime}=0$. Thus both $\operatorname{nul}\left(T^{\prime}+x A^{\prime}\right)$ and $\operatorname{def}\left(T^{\prime}+\varkappa A^{\prime}\right)$ are constant for small $|x|$.

On the other hand, we have

$$
\begin{equation*}
\mathrm{N}(T+\varkappa A)=\mathrm{N}\left(T^{\prime}+\varkappa A^{\prime}\right) \text { for } \quad \varkappa \neq 0 . \tag{5.31}
\end{equation*}
$$

In fact, let $u \in \mathrm{~N}(T+\varkappa A)$. Then $T u=-\varkappa A u$, and it follows by induction that $u \in \mathrm{M}_{n}$ for all $n$ and so $u \in \mathrm{X}^{\prime}$.
(5.31) implies that $\operatorname{nul}(T+\varkappa A)=\operatorname{nul}\left(T^{\prime}+\varkappa A^{\prime}\right)$ is constant for small $|x|>0$. Since ind $(T+\varkappa A)$ is constant, it follows that $\operatorname{def}(T+\varkappa A)$ is also constant.
II. The case $\operatorname{def} T<\infty$ can be reduced to the case I by considering the adjoints $T^{*}, A^{*}$; see Theorem 5.13.

Problem 5.32. Let nul $T<\infty$. In order that in Theorem $5.31 \mathrm{nul}(T+\varkappa A)$ and $\operatorname{def}(T+\varkappa A)$ be constant including $\varkappa=0$, it is necessary and sufficient that $N(T) \subset M_{n}$ for all $n .^{2}$

## 6. Structure of the spectrum of a closed operator

Let $T \in \mathscr{C}(\mathrm{X})$. A complex number $\zeta$ belongs to the resolvent set $\mathrm{P}(T)$ of $T$ if and only if $\operatorname{nul}(T-\zeta)=\operatorname{def}(T-\zeta)=0$. This suggests introducing the functions

$$
\begin{array}{ll}
\nu(\zeta)=\operatorname{nul}(T-\zeta), \quad \mu(\zeta)=\operatorname{def}(T-\zeta), \\
\boldsymbol{\nu}^{\prime}(\zeta)=\operatorname{nul}^{\prime}(T-\zeta), \quad \mu^{\prime}(\zeta)=\operatorname{def}^{\prime}(T-\zeta), \tag{5.32}
\end{array}
$$

and classifying the complex numbers $\zeta$ according to the values of these functions ${ }^{3}$.

Let $\Delta$ be the set of all complex numbers $\zeta$ such that $T-\zeta$ is semiFredholm ${ }^{4}$. Let $\Gamma$ be the complementary set of $\Delta$. It follows from Theorem 5.17 that $\Delta$ is open and $\Gamma$ is closed. Theorem 5.10 shows that

$$
\begin{equation*}
\nu^{\prime}(\zeta)=\mu^{\prime}(\zeta)=\infty \quad \text { if and only if } \quad \zeta \in \Gamma . \tag{5.33}
\end{equation*}
$$

[^115]In general $\Delta$ is the union of a countable number of components (connected open sets) $\Delta_{n}$. By Theorem 5.17, ind $(T-\zeta)=\boldsymbol{v}(\zeta)-\mu(\zeta)$ is constant in each $\Delta_{n}$. According to Theorem 5.31 (applied with $A=1$, $\left.T \rightarrow T-\zeta_{0}, x=\zeta_{0}-\zeta\right)$, both $\boldsymbol{\nu}(\zeta)$ and $\mu(\zeta)$ are constant in each $\Delta_{n}$ except for an isolated set of values of $\zeta$. Denoting by $\nu_{n}, \mu_{n}$ these constant values and by $\lambda_{n j}$ these exceptional points in $\Delta_{n}$, we have

$$
\begin{align*}
v(\zeta) & =v_{n}, \mu(\zeta)=\mu_{n}, \zeta \in \Delta_{n}, \zeta \neq \lambda_{n j},  \tag{5.34}\\
v\left(\lambda_{n j}\right) & =v_{n}+r_{n j}, \mu\left(\lambda_{n j}\right)=\mu_{n}+r_{n j}, 0<r_{n j}<\infty .
\end{align*}
$$

If $\boldsymbol{\nu}_{n}=\mu_{n}=0, \Delta_{n}$ is a subset of $\mathrm{P}(T)$ except for the $\lambda_{n j}$, which are isolated points of $\Sigma(T)$; the $\lambda_{n j}$ are isolated eigenvalues of $T$ with finite (algebraic) multiplicities, as is seen from Theorem 5.28, and the $r_{n j}$ are their geometric multiplicities. In the general case (in which one or both of $\nu_{n}, \mu_{n}$ are positive), the $\lambda_{n j}$ are also eigenvalues of $T$ and behave like "isolated eigenvalues" (although they are in reality not isolated eigenvalues if $v_{n}>0$ ), in the sense that their geometric multiplicities are larger by $r_{n j}$ than other eigenvalues in their immediate neighborhood.

We shall call $\Gamma$ the essential spectrum of $T$ and denote it by $\Sigma_{\mathrm{e}}(T)^{1}$. It is a subset of $\Sigma(T)$ and consists of all $\zeta$ such that either $\mathrm{R}(T-\zeta)$ is not closed or $\mathrm{R}(T-\zeta)$ is closed but $\boldsymbol{\nu}(\zeta)=\mu(\zeta)=\infty$. A simple characterization of $\Sigma_{\mathrm{e}}(T)$ is given by (5.33).

The boundary of $\Delta$ and the boundaries of the $\Delta_{n}$ are subsets of $\Sigma_{\mathrm{e}}(T)$. If the number of the components $\Delta_{n}$ of $\Delta$ is larger than one (that is, if $\Delta$ is not connected), then $\Sigma_{e}(T)$ necessarily contains an uncountable number of points. In other words, $\Delta$ consists of a single component and hence $\boldsymbol{\nu}(\zeta), \mu(\zeta)$ are constant except for an isolated set of points $\zeta=\lambda_{j}$, provided that $\Sigma_{\mathrm{e}}(T)$ is at most countable. Both of these constant values must be zero if $T \in \mathscr{B}(\mathrm{X})$, for $\mathrm{P}(T)$ is then not empty and hence must coincide with $\Delta$. Thus we have

Theorem 5.33. An operator $T \in \mathscr{B}(\mathrm{X})$ with at most countable essential spectrum $\Sigma_{\mathrm{e}}(T)$ has at most countable spectrum $\Sigma(T)$, and any point of $\Sigma(T)$ not belonging to $\Sigma_{\mathrm{e}}(T)$ is an isolated eigenvalue with finite (algebraic) multiplicity ${ }^{2}$.

Remark 5.34. A compact operator is a special case of an operator of Theorem 5.33, with at most one point 0 in $\Sigma_{\mathrm{e}}(T)$.

[^116]Theorem 5.35. The essential spectrum is conserved under a relatively compact perturbation. More precisely, let $T \in \mathscr{C}(\mathrm{X})$ and let $A$ be $T$-compact. Then $T$ and $T+A$ have the same essential spectrum ${ }^{1}$.

Proof. It suffices to note that $S=T+A \in \mathscr{C}(\mathrm{X})$ and $A$ is $S$-compact by Theorem 1.11. By virtue of Theorem 5.26 , then, $T-\zeta$ is semiFredholm if and only if $S-\zeta$ is.

Example 5.36. ${ }^{2}$. In Example 5.24, we have $\boldsymbol{\nu}(\zeta)=1, \mu(\zeta)=0$ for $|\zeta|<1$ and $\nu(\zeta)=\mu(\zeta)=0$ for $|\zeta|>1, R(T)$ being closed for $|\zeta| \neq 1$. Hence there are exactly two components of $\Delta$ : the interior and the exterior of the unit circle, and the unit circle $|\zeta|=1$ is exactly the essential spectrum. A similar result holds for Example 5.25 .

Problem 5.37. Any boundary point of $\mathrm{P}(T)$ belongs to $\Sigma_{\mathrm{e}}(T)$ unless it is an isolated point of $\Sigma(T)$.

Problem 5.38. Two operators $T, S \in \mathscr{C}(\mathrm{X})$ have the same essential spectrum if there is a $\zeta \in \mathrm{P}(T) \cap \mathrm{P}(S)$ such that $(S-\zeta)^{-1}-(T-\zeta)^{-1}$ is compact ${ }^{3}$.

## §6. Degenerate perturbations

## 1. The Weinstein-Aronszajn determinants

In the case of degenerate (or, more generally, relatively degenerate) perturbations, there are certain explicit formulas, deduced by Weinstein and Aronszajn ${ }^{4}$, by which the change of the eigenvalues is related to the zeros and poles of a certain meromorphic function in the form of a determinant. This is a quantitative refinement of some of the results of the stability theorems. We now turn to the derivation of these formulas.

Here we have usually two types of problems. One is concerned with an operator of the form $T+A$ in which $T$ is the unperturbed operator and $A$ is the perturbation assumed to be relatively degenerate with respect to $T$. The other is concerned with an operator of the form PTP, where $T$ is the unperturbed operator and $P$ is a projection with a finite deficiency (or, equivalently, with a finite nullity). But the second problem can be reduced to the first, as we shall show below.
${ }^{1}$ This theorem remains valid if we adopt the second definition of $\Sigma_{e}(T)$ (as the complementary set of the Fredholm domain $\Delta_{\mathrm{F}}$ ), for $T-\zeta$ is Fredholm if and only if $S-\zeta$ is Fredholm. The theorem was proved by Weyl [1] for selfadjoint operators; see also Hartman [1].
${ }^{2}$ For the determination of the essential spectra of differential operators, see Balslev and Gamelin [1], Kreith and Wolf [1], Rota [1], Wolf [3], [4].
${ }^{3}$ Then $(T-\zeta)^{-1}$ and $(S-\zeta)^{-1}$ have the same essential spectrum by Theorem 5.35. But $\Sigma_{\mathrm{e}}\left((T-\zeta)^{-1}\right)$ is obtained from $\Sigma_{\mathrm{e}}(T)$ by the transformation $\lambda \rightarrow(\lambda-\zeta)^{-1}$ (just as for the spectrum). For the application of Problem 5.38 to differential operators, see Birman [5].

4 See Weinstein [1], [2], [3], Aronszajn [1], [2], Aronszajn and Weinstein [1], [2]. For degenerate perturbations see also Foguel [2], Kleinecke [1], [2], I. M. Lifšic [1], [2], [3], Wolf [2].

Let $T \in \mathscr{C}(\mathrm{X})$, where $\mathbf{X}$ is a Banach space, and let $A$ be an operator in X relatively degenerate with respect to $T$ (Remark 1.13). This means that $A$ is $T$-bounded and $\mathrm{R}(A)$ is finite-dimensional. For any $\zeta \in \mathrm{P}(T)$, $A(T-\zeta)^{-1}$ is then a degenerate operator belonging to $\mathscr{B}(\mathbf{X})$ and

$$
\begin{align*}
\omega(\zeta) & =\omega(\zeta ; T, A)=\operatorname{det}\left(1+A(T-\zeta)^{-1}\right)  \tag{6.1}\\
& =\operatorname{det}\left[(T+A-\zeta)(T-\zeta)^{-1}\right]
\end{align*}
$$

is defined (see III-§4.3). $\omega(\zeta ; T, A)$ is called the $W-A$ determinant (of the first kind) associated with $T$ and $A$.

If $A$ is not only relatively but absolutely degenerate, $A u$ can be expressed in the form

$$
\begin{equation*}
A u=\sum_{j=1}^{m}\left(u, e_{j}\right) x_{j}, \quad x_{j} \in \mathrm{X}, \quad e_{j} \in \mathrm{X}^{*} \tag{6.2}
\end{equation*}
$$

[see III-(4.6)]. Then $\left(R(\zeta)=(T-\zeta)^{-1}\right)$

$$
\begin{equation*}
A(T-\zeta)^{-1} u=\sum\left(R(\zeta) u, e_{j}\right) x_{j}=\sum\left(u, R(\zeta)^{*} e_{j}\right) x_{j} \tag{6.3}
\end{equation*}
$$

and [see III-(4.13)]

$$
\begin{align*}
\omega(\zeta ; T, A) & =\operatorname{det}\left(\delta_{j_{k}}+\left(x_{j}, R(\zeta)^{*} e_{k}\right)\right)  \tag{6.4}\\
& =\operatorname{det}\left(\delta_{j_{k}}+\left(R(\zeta) x_{j}, e_{k}\right)\right) .
\end{align*}
$$

If $A$ is only relatively degenerate, (6.2) has to be replaced by a modified expression of the form

$$
\begin{equation*}
A u=\sum_{j=1}^{m}\left(\left(T-\zeta_{0}\right) u, f_{j}\right) x_{j}, \quad u \in \mathrm{D}(T), \quad t_{j} \in \mathbf{X}^{*} \tag{6.5}
\end{equation*}
$$

where $\zeta_{0} \in \mathrm{P}(T)$ is fixed. (6.5) is obtained by applying (6.2) to $A$ replaced by the degenerate operator $A\left(T-\zeta_{0}\right)^{-1}$. As above, this leads to the expression

$$
\text { (6.6) } \begin{aligned}
\omega(\zeta ; T, A) & =\operatorname{det}\left(\delta_{j k}+\left(\left(T-\zeta_{0}\right)(T-\zeta)^{-1} x_{j}, t_{k}\right)\right) \\
& =\operatorname{det}\left(\delta_{j k}+\left(x_{j}, f_{k}\right)+\left(\zeta-\zeta_{0}\right)\left((T-\zeta)^{-1} x_{j}, t_{k}\right)\right)
\end{aligned}
$$

Thus $\omega(\zeta ; T, A)$ is a meromorphic function of $\zeta$ in any domain of the complex plane consisting of points of $\mathrm{P}(T)$ and of isolated eigenvalues of $T$ with finite (algebraic) multiplicities.

The $W$ - $A$ determinant of the second kind, on the other hand, is associated with a $T \in \mathscr{C}(\mathbf{X})$ and a projection $P$ in $\mathbf{X}$ such that $\mathrm{N}=\mathrm{N}(P)$ $=(1-P) \mathrm{X}$ is finite-dimensional and contained in $\mathrm{D}(T)$. Let $\left\{x_{1}, \ldots, x_{m}\right\}$ be a basis of N and let $e_{1}, \ldots, e_{m} \in \mathrm{~N}^{*}=\left(1-P^{*}\right) \mathrm{X}^{*}$ form a biorthogonal set with $\left\{x_{j}\right\}$ :

$$
\begin{equation*}
\left(x_{j}, e_{k}\right)=\delta_{j k}, \quad j, k=1, \ldots, m . \tag{6.7}
\end{equation*}
$$

The W-A determinant associated with $T$ and $P$ is now defined by

$$
\begin{equation*}
\omega(\zeta)=\omega_{P}(\zeta ; T)=\operatorname{det}\left((T-\zeta)^{-1} x_{j}, e_{k}\right) . \tag{6.8}
\end{equation*}
$$

$\omega_{P}(\zeta ; T)$ is thus defined in terms of a basis of N , but it is independent of the choice of the basis. We shall prove this by showing that it is, apart from a scalar factor, a special case of the W-A determinant of the first kind associated with $T$ and $A$, where $A$ is given by

$$
\begin{equation*}
A=P T P-T=-P T(1-P)-(1-P) T . \tag{6.9}
\end{equation*}
$$

$A$ is relatively degenerate with respect to $T$, for $(1-P) T$ is $T$-bounded, $P T(1-P) \in \mathscr{B}(\mathrm{X})$ (see Problem III-5.22) and these operators have finite rank.

The relation to be proved is

$$
\begin{equation*}
(-\zeta)^{m} \omega_{P}(\zeta ; T)=\omega(\zeta ; T, A) \tag{6.10}
\end{equation*}
$$

To prove this, we start from the identity

$$
\begin{equation*}
P T P-\zeta=\left(1+\zeta^{-1} P T(1-P)\right)(P T-\zeta), \quad \zeta \neq 0 \tag{6.11}
\end{equation*}
$$

Since $T+A=P T P$, we see from (6.1) and (6.11) that

$$
\begin{align*}
\omega(\zeta ; T, A) & =\operatorname{det}\left((P T P-\zeta)(T-\zeta)^{-1}\right) \\
& =\operatorname{det}\left(\left(1+\zeta^{-1} P T(1-P)\right)(P T-\zeta)(T-\zeta)^{-1}\right)  \tag{6.12}\\
& =\operatorname{det}\left(1+\zeta^{-1} P T(1-P)\right) \operatorname{det}\left((P T-\zeta)(T-\zeta)^{-1}\right)
\end{align*}
$$

[note III-(4.14) and (6.13) below]. Here the first determinant on the right is equal to one, for $P T(1-P)$ is nilpotent (its square is zero) (see problem III-4.19). To calculate the second determinant, we note that

$$
\begin{equation*}
(P T-\zeta)(T-\zeta)^{-1}=1-(1-P) T(T-\zeta)^{-1} \tag{6.13}
\end{equation*}
$$

where the second term on the right is degenerate and $(1-P) T(T-\zeta)^{-1} u$ $=\sum\left(T(T-\zeta)^{-1} u, e_{j}\right) x_{j}$. Hence the determinant of (6.13) is equal to [note the biorthogonality (6.7) and that $1-P=\Sigma\left(, e_{j}\right) x_{j}$ ]

$$
\begin{aligned}
& \operatorname{det}\left(\delta_{j k}-\left(T(T-\zeta)^{-1} x_{j}, e_{k}\right)\right)=\operatorname{det}\left(-\zeta\left((T-\zeta)^{-1} x_{j}, e_{k}\right)\right) \\
&=(-\zeta)^{m} \operatorname{det}\left(\left((T-\zeta)^{-1} x_{j}, e_{k}\right)\right)=(-\zeta)^{m} \omega_{P}(\zeta ; T) .
\end{aligned}
$$

This proves (6.10).
We have assumed above that $\zeta \neq 0$. But since both $\omega(\zeta ; T, A)$ and $\omega_{P}(\zeta ; T)$ are meromorphic, (6.10) is true even for $\zeta=0$ if they are defined there.

## 2. The W-A formulas

To state the W-A formulas we have to introduce certain functions. Let $\phi(\zeta)$ be a numerical meromorphic function defined in a domain $\Delta$ of the complex plane. We define the multiplicity function $\nu(\zeta ; \phi)$ of $\phi$ by

$$
\nu(\zeta ; \phi)=\left\{\begin{array}{l}
k, \quad \text { if } \zeta \text { is a zero of } \phi \text { of order } k,  \tag{6.14}\\
-k, \quad \text { if } \zeta \text { is a pole of } \phi \text { of order } k, \\
0 \quad \text { for other } \zeta \in \Delta
\end{array}\right.
$$

Thus $\boldsymbol{\nu}(\zeta ; \phi)$ takes the values $0, \pm 1, \pm 2, \ldots$ or $+\infty$, but we have the alternatives: either $\boldsymbol{v}(\zeta ; \phi)$ is finite for all $\zeta \in \Delta$ or $\boldsymbol{v}(\zeta ; \phi)=+\infty$ identically. (The latter case occurs if and only if $\phi \equiv 0$ ).

Also we define the multiplicity function $\tilde{\boldsymbol{v}}(\zeta ; T)$ for a $T \in \mathscr{C}(\mathrm{X})$ by

$$
\tilde{v}(\zeta ; T)=\left\{\begin{array}{l}
0 \text { if } \zeta \in \mathrm{P}(T),  \tag{6.15}\\
\operatorname{dim} P \text { if } \zeta \text { is an isolated point of } \Sigma(T), \\
+\infty \quad \text { in all other cases },
\end{array}\right.
$$

where $P$ is the projection associated with the isolated point of $\Sigma(T)$ (see III-§ 6.5). Thus $\tilde{\boldsymbol{\nu}}(\zeta ; T)$ is defined for all complex numbers $\zeta$ and takes on the values $0,1,2, \ldots$ or $+\infty$.

Problem 6.1. $\tilde{\mathcal{\nu}}(\zeta ; T) \geqq \operatorname{nul}(T-\zeta)$.
We now state the main theorems of this section, the proof of which will be given in par. 3 .

Theorem 6.2. Let $T \in \mathscr{C}(X)$, let $A$ be a $T$-degenerate operator ${ }^{\mathbf{1}}$ in X and let $\omega(\zeta)=\omega(\zeta ; T, A)$ be the associated $W-A$ determinant of the first kind. If $\Delta$ is a domain of the complex plane consisting of points of $\mathrm{P}(T)$ and of isolated eigenvalues of $T$ with finite multiplicities, $\omega(\zeta)$ is meromorphic in $\Delta$ and we have for $S=T+A$

$$
\begin{equation*}
\tilde{\nu}(\zeta ; S)=\tilde{\nu}(\zeta ; T)+\boldsymbol{v}(\zeta ; \omega), \quad \zeta \in \Delta . \tag{6.16}
\end{equation*}
$$

(6.16) will be called the first $W$ - $A$ formula. Several remarks are in order concerning this formula. In the first place, $\tilde{\boldsymbol{v}}(\zeta ; T)$ is finite for all $\zeta \in \Delta$ by hypothesis. Since $\nu(\zeta ; \omega)$ is either finite for all $\zeta \in \Delta$ or identically equal to $+\infty$, we have the alternatives: either $\tilde{\mathcal{\nu}}(\zeta ; S)$ is finite for all $\zeta \in \Delta$ or $\tilde{\nu}(\zeta ; S)=+\infty$ identically. In the first case $\Delta$ is contained in $\mathrm{P}(S)$ with the exception of at most countably many eigenvalues with finite multiplicities, whereas in the second case $\Delta$ is wholly contained in $\Sigma(S)$. That the second alternative cannot in general be excluded will be shown below by an example. We shall also give some criteria for the absence of such a singular case.

Suppose now that the first alternative occurs. (6.16) implies that each zero $\lambda$ of $\omega$ of order $k$ is an eigenvalue of $S$ with multiplicity exceeding by $k$ the multiplicity of $\lambda$ as an eigenvalue of $T$ (if $\lambda$ is not an eigenvalue of $T$ it is considered an eigenvalue of multiplicity zero). Similarly, each pole $\lambda$ of $\omega$ of order $k$ reduces by $k$ the multiplicity of $\lambda$ as an eigenvalue. Such a pole cannot occur unless $\lambda$ is an eigenvalue of $T$ with

[^117]multiplicity $\geqq k$ ．In this way the change of isolated eigenvalues of $T$ by the addition of $A$ is completely determined by the W－A deter－ minant $\omega(\zeta)$ ．

Theorem 6．3．Let $T \in \mathscr{C}(\mathrm{X})$ and let $P$ be a projection in X such that $(1-P) X$ is finite－dimensional．If $\omega(\zeta)=\omega_{P}(\zeta ; T)$ is the associated $W-A$ determinant of the second kind，the relation（6．16）holds for $S=P T P$ with the exception of $\zeta=0$ ．

In this case（6．16）will be called the second $W$－$A$ formula．Since we know that $\omega_{P}(\zeta ; T)$ is a special case of $\omega(\zeta ; T, A)$ ，where $S=T+A$ ， except for a scalar factor $(-\zeta)^{m}$［see（6．10）］，Theorem 6.3 is a direct consequence of Theorem 6．2．

## 3．Proof of the W－A formulas

Since Theorem 6.3 is a consequence of Theorem 6.2 as remarked above， it suffices to prove the latter．${ }^{1}$ There are two cases to be considered separately．

Suppose first that $\omega(\zeta)=0$ identically．By（6．1）this implies that the operator $(T+A-\zeta)(T-\zeta)^{-1}$ has an eigenvalue zero for all $\zeta \in \Delta$ ． Hence $\zeta$ is an eigenvalue of $S=T+A$ for all $\zeta \in \Delta \cap \mathrm{P}(T)$ ．By defini－ tion this implies that $\tilde{\boldsymbol{v}}(\zeta ; S)=+\infty$ identically．Since $\boldsymbol{\nu}(\zeta ; \omega)=+\infty$ identically in this case，（6．16）is true．

We next consider the case where $\omega(\zeta)$ is not identically zero．We shall show that $\Delta$ belongs to $\mathrm{P}(S)$ except for countably many points and that the following identity holds：${ }^{2}$

$$
\begin{equation*}
\frac{1}{\omega(\zeta)} \frac{d}{d \zeta} \omega(\zeta)=\operatorname{tr}\left((T-\zeta)^{-1}-(S-\zeta)^{-1}\right) \tag{6.17}
\end{equation*}
$$

The required result（6．16）is obtained by integrating（6．17）along a small circle $\Gamma$ enclosing a given point $\lambda$ of $\Delta$ ；recall that

$$
(2 \pi i)^{-1} \int_{\Gamma} \omega^{\prime}(\zeta) \omega(\zeta)^{-1} d \zeta=v(\lambda ; \omega),{ }^{3}
$$

that

$$
\begin{equation*}
-\frac{1}{2 \pi i} \int_{\Gamma}(T-\zeta)^{-1} d \zeta=P \tag{6.18}
\end{equation*}
$$

is the eigenprojection for the eigenvalue $\lambda$ of $T$ ，and that $\tilde{\boldsymbol{\nu}}(\zeta ; T)$ $=\operatorname{dim} P=\operatorname{tr} P$ ．Note further that $(T-\zeta)^{-1}-(S-\zeta)^{-1}=(S-\zeta)^{-1} \times$ $\times A(T-\zeta)^{-1}$ is degenerate．

[^118]To prove (6.17) we consider a $\zeta \in \mathrm{P}(T)$ such that $\omega(\zeta) \neq 0$. We have [see I-(5.60) ${ }^{1}$ ]
(6.19) $\omega(\zeta)=\operatorname{det}(1+B(\zeta))=\exp (\operatorname{tr} \log (1+B(\zeta))), B(\zeta)=A(T-\zeta)^{-1}$.

That $\omega(\zeta) \neq 0$ implies that $B(\zeta)$ has no eigenvalue -1 , and the logarithmic function in (6.19) is defined by

$$
\begin{equation*}
\log (1+B(\zeta))=\frac{1}{2 \pi i} \int_{\mathrm{C}} \log (1+z)(z-B(\zeta))^{-1} d z \tag{6.20}
\end{equation*}
$$

where C is a closed curve enclosing all the eigenvalues of the degenerate operator $B(\zeta)$ but excluding the point -1 [see I-(5.57)].

It follows from (6.19) and (6.20) that $\left({ }^{\prime}=d / d \zeta\right)$

$$
\begin{align*}
\frac{\omega^{\prime}(\zeta)}{\omega(\zeta)} & =\frac{d}{d \zeta} \operatorname{tr} \log (1+B(\zeta))  \tag{6.21}\\
& =\frac{1}{2 \pi i} \int_{\mathrm{C}} \operatorname{tr}\left[\log (1+z)(z-B(\zeta))^{-1} B^{\prime}(\zeta)(z-B(\zeta))^{-1}\right] d z \\
& =\frac{1}{2 \pi i} \int_{\mathrm{C}} \operatorname{tr}\left[\log (1+z)(z-B(\zeta))^{-2} B^{\prime}(\zeta)\right] d z \\
& =\frac{1}{2 \pi i} \operatorname{tr} \int_{\mathrm{C}}(1+z)^{-1}(z-B(\zeta))^{-1} B^{\prime}(\zeta) d z \\
& =\operatorname{tr}\left[(1+B(\zeta))^{-1} B^{\prime}(\zeta)\right] \quad
\end{align*}
$$

Here we have used the formula $\operatorname{tr} A B=\operatorname{tr} B A$, done an integration by parts, and changed the order of the integral and trace signs when possible. Substituting $B(\zeta)=A(T-\zeta)^{-1}$ and $B^{\prime}(\zeta)=A(T-\zeta)^{-2}$, the last member of (6.21) becomes

$$
\begin{aligned}
\operatorname{tr}\left[(T-\zeta)^{-1}(1+B(\zeta))^{-1} A(T-\zeta)^{-1}\right] & =\operatorname{tr}\left[(T+A-\zeta)^{-1} A(T-\zeta)^{-1}\right] \\
& =\operatorname{tr}\left[(T-\zeta)^{-1}-(S-\zeta)^{-1}\right] .
\end{aligned}
$$

This completes the proof of (6.17). Note that $(S-\zeta)^{-1}=(T-\zeta)^{-1} \times$ $\times(1+B(\zeta))^{-1} \in \mathscr{B}(\mathrm{X})$ so that $\zeta \in \mathrm{P}(S)$.

## 4. Conditions excluding the singular case

As mentioned before, the possibility is in general not excluded that $\omega(\zeta)=0$ identically in (6.16) so that $\tilde{\boldsymbol{v}}(\zeta ; S)=+\infty$ identically [this is equivalent to $\Delta \in \Sigma(S)$ ].

[^119]Example 6.4. Consider the operators discussed in Example 3.8. If we change the notation by $T \rightarrow S, A \rightarrow-A, T+A \rightarrow S-A=T$, the open unit disk $\Delta$ belongs to $\mathrm{P}(T)$ so that $\tilde{v}(\zeta ; T) \equiv 0$ in $\Delta$. But since $\Delta \in \Sigma(S)$, we have $\tilde{v}(\zeta ; S) \equiv \infty$ in $\Delta$. In view of (6.16) this implies $\boldsymbol{v}(\zeta, \omega) \equiv \infty$, hence $\omega(\zeta) \equiv 0$. This can also be verified directly as follows. $A$ is of rank one ( $m=1$ ) and the $x_{1}, e_{1}$ of (6.2) should be replaced by $-x_{-1}, e_{0}$, respectively ( $e_{0}$ is the vector $x_{0}$ regarded as an element of $X^{*}$ ). Hence $\omega(\zeta)=\omega(\zeta ; T, A)=1-\left((T-\zeta)^{-1} x_{-1}, e_{0}\right)$. But since it is easily verified that $(T-\zeta)^{-1} x_{-1}=\sum_{j=0}^{\infty} \zeta^{j} x_{j}$ for $\zeta \in \Delta$, we have indeed $\omega(\zeta)=0$ identically in $\Delta$.

Theorem 6.5. In order that the $\omega(\zeta)$ of Theorem 6.2 not be identically zero for $\zeta \in \Delta$, it is necessary and sufficient that at least one $\zeta$ of $\Delta$ belong to $\mathrm{P}(S)$.

This is obvious from Theorem 6.2 and the remarks thereafter.
We shall now give several sufficient conditions for $\omega(\zeta)$ not to be identically zero.
a) $\omega(\zeta) \neq 0$ if $\left\|A(T-\zeta)^{-1}\right\|<1$ for some $\zeta \in \Delta$. For then we have $\zeta \in \mathrm{P}(S)$ because $(S-\zeta)^{-1}$ can be constructed by the Neumann series as in II-(1.13).
b) $\omega(\zeta) \neq 0$ if $T^{*}$ exists and is densely defined in $X^{*}$ and if there exists a sequence $\zeta_{n} \in \Delta$ such that $\left|\zeta_{n}\right| \rightarrow \infty$ and $\left\{\left|\zeta_{n}\right|\left\|\left(T-\zeta_{n}\right)^{-1}\right\|\right\}$ is bounded. To see this it suffices by a) to show that $\left\|A\left(T-\zeta_{n}\right)^{-1}\right\| \rightarrow 0$. But we have by (6.5)

$$
\begin{aligned}
A\left(T-\zeta_{n}\right)^{-1} u & =\sum\left(\left(T-\zeta_{0}\right)\left(T-\zeta_{n}\right)^{-1} u, f_{j}\right) x_{j}= \\
& =\sum\left(u,\left(T^{*}-\bar{\zeta}_{0}\right)\left(T^{*}-\bar{\zeta}_{n}\right)^{-1} f_{j}\right) x_{j}
\end{aligned}
$$

so that

$$
\begin{equation*}
\left\|A\left(T-\zeta_{n}\right)^{-1}\right\| \leqq \Sigma\left\|\left(T^{*}-\bar{\zeta}_{0}\right)\left(T^{*}-\bar{\zeta}_{n}\right)^{-1} f_{j}\right\|\left\|x_{j}\right\| . \tag{6.22}
\end{equation*}
$$

Now the sequence of operators $B_{n}^{*}=\left(T^{*}-\bar{\zeta}_{0}\right)\left(T^{*}-\bar{\zeta}_{n}\right)^{-1}$ acting in X* is uniformly bounded since the $B_{n}=1+\left(\zeta_{n}-\zeta_{0}\right)\left(T-\zeta_{n}\right)^{-1}$ are uniformly bounded by hypothesis. Furthermore, $B_{n}^{*} f=\left(T^{*}-\bar{\zeta}_{n}\right)^{-1} \times$ $\times\left(T^{*}-\zeta_{0}\right) f \rightarrow 0$ if $f \in \mathrm{D}\left(T^{*}\right)$ since $\left\|\left(T^{*}-\bar{\zeta}_{n}\right)^{-1}\right\|=\left\|\left(T-\zeta_{n}\right)^{-1}\right\| \rightarrow 0$. It follows (see Lemma III-3.5) that $B_{n}^{*}$ converges strongly to zero, and the right member of (6.22) tends to zero for $n \rightarrow \infty$, as we wished to show.
c) $\omega(\zeta) \equiv 0$ if $T \in \mathscr{B}(\mathrm{X})$ and there is a $\zeta \in \Delta$ such that $|\zeta| \geqq\|T\|$. In this case $\Delta$ can be extended so as to include the whole exterior of the circle $|\zeta|=\|T\|$. Then it is easy to see that b ) is satisfied in the extended domain $\Delta^{\prime}$. Hence $\omega(\zeta) \neq 0$ in $\Delta^{\prime}$ and, a fortiori, in $\Delta$.

Remark 6.6. The condition b) is satisfied if $X$ is a Hilbert space and $T$ is selfadjoint (see Chapter V).

## Chapter Five

## Operators in Hilbert spaces

Hilbert space is a special case of Banach space，but it deserves separate con－ sideration because of its importance in applications．In Hilbert spaces the general results deduced in previous chapters are strengthened and，at the same time，new problems arise．

The salient feature of Hilbert space is the existence of an inner product and the ensuing notion of orthogonality．For linear operators this leads to the notions of symmetric，selfadjoint and normal operators．Also there is a more general class of accretive（or dissipative）operators，the importance of which has been recognized in application to differential operators．In perturbation theory，these new notions give rise to such problems as perturbation of orthonormal families，perturbation of selfadjoint operators（with applications to the Schrödinger and Dirac operators）， etc．，which will be discussed in this chapter．

This chapter is again partly preliminary，beginning with an elementary exposition of the specific results in the operator theory of Hilbert spaces which are not covered in the general theory of Banach spaces．Accretive and sectorial operators are given special attention in view of later applications to analytic and asymptotic perturbation theory．

## § 1．Hilbert space

## 1．Basic notions

Hilbert space is a generalization of the unitary space considered in I－§ 6 to the infinite－dimensional case ${ }^{1}$ ．

A Hilbert space H is a Banach space in which the norm is defined in terms of an inner product（ $u, v$ ）defined for all pairs $u, v$ of vectors and satisfying the conditions stated in I－$\S$ 6．1．The norm $\|u\|$ is defined by I－（6．3）． H is assumed to be complete with respect to this norm ${ }^{2}$ ．

Most of the results of I－$\S 6$ can be taken over to the Hilbert space $H$ ， and we shall do this freely without comment whenever it is obvious． But there are also results that need modification or at least some com－ ments．These will be given in this and the following paragraphs．It should be remarked at this point that the Schwarz inequality I－（6．4）is valid and that（ $u, v$ ）is continuous in $u$ and $v$ jointly，exactly as before．

[^120]Example 1.1. $\boldsymbol{l}^{\mathbf{2}}$ is a Hilbert space (see Example III-1.1) if the inner product is defined by

$$
\begin{equation*}
(u, v)=\sum_{k} \xi_{k} \bar{\eta}_{k} \quad \text { for } \quad u=\left(\xi_{k}\right) \text { and } \quad v=\left(\eta_{k}\right) \tag{1.1}
\end{equation*}
$$

$L^{2}(E)$ is a Hilbert space (see Example III-1.3) if the inner product is defined by

$$
\begin{equation*}
(u, v)=\int_{E} u(x) \overline{v(x)} d x \tag{1.2}
\end{equation*}
$$

If H is a Hilbert space, the adjoint space $\mathrm{H}^{*}$ can be identified with H . In particular $\mathrm{H}^{* *}=\mathrm{H}^{*}=\mathrm{H}$ and H is reflexive. The proof of this fact given in I- $\S 6.2$, depending essentially on the finite dimensionality, cannot be applied to the general case.

For the proof we start with the projection theorem: every subspace (closed linear manifold) M of H has an orthogonal (perpendicular) projection. In other words, we have the decomposition of H

$$
\begin{equation*}
H=M \oplus M^{\perp}, \tag{1.3}
\end{equation*}
$$

where $M^{\perp}$ is the orthogonal complement of $M$ (the set of all $u \in H$ such that $(u, v)=0$ for all $v \in M)$. Note that $M^{\perp}$ is also a closed subspace of H ; this is a direct consequence of the continuity of the inner product.

For any $u \in \mathrm{H}$, set $d=\operatorname{dist}(u, M)$ and take a sequence $u_{n} \in M$ such that $\left\|u_{n}-u\right\| \rightarrow d$. We have

$$
\begin{equation*}
\left\|\frac{1}{2}\left(u_{n}+u_{m}\right)-u\right\|^{2}+\left\|\frac{1}{2}\left(u_{n}-u_{m}\right)\right\|^{2}=\frac{1}{2}\left\|u_{n}-u\right\|^{2}+\frac{1}{2}\left\|u_{m}-u\right\|^{2} \tag{1.4}
\end{equation*}
$$

by I-(6.7). For $n, m \rightarrow \infty$ the right member tends to $d^{2}$, whereas the first term on the left is not smaller than $d^{2}$ because $\left(u_{n}+u_{m}\right) / 2 \in \mathrm{M}$. Thus $\left\|u_{n}-u_{m}\right\| \rightarrow 0$ and there exists a $u^{\prime} \in \mathrm{H}$ such that $u_{n} \rightarrow u^{\prime}$ (completeness of H). The closedness of $M$ then implies that $u^{\prime} \in M$. Moreover, we have $\left\|u-u^{\prime}\right\|=\lim \left\|u-u_{n}\right\|=d$.

We shall now show that $u^{\prime \prime}=u-u^{\prime} \in M^{\perp}$. For this it suffices to show that $\left(u^{\prime \prime}, x\right)=0$ for any $x \in \mathrm{M}$ with $\|x\|=1$. But this follows from

$$
d^{2}=\left\|u^{\prime \prime}\right\|^{2}=\left\|u^{\prime \prime}-\left(u^{\prime \prime}, x\right) x\right\|^{2}+\left|\left(u^{\prime \prime}, x\right)\right|^{2} \geqq d^{2}+\left|\left(u^{\prime \prime}, x\right)\right|^{2}
$$

[set $u=u^{\prime \prime}, v=x$ in I-(6.5)].
The possibility of the decomposition $u=u^{\prime}+u^{\prime \prime}$ proves (1.3), for the uniqueness of this decomposition can easily be proved.
(1.3) implies that

$$
\begin{equation*}
M \perp \perp=M \tag{1.5}
\end{equation*}
$$

as in the finite-dimensional case. Also (1.3) defines the orthogonal projection $P=P_{M}$ on $M$ by $P u=u^{\prime}$ as before.

Now the possibility of the identification of $\mathrm{H}^{*}$ with H can be proved. Let $f \in \mathrm{H}^{*} ; f$ is a bounded semilinear form on H . Let $\mathrm{N}=\mathrm{N}(f)$, the null space of $f$. N is a closed linear manifold of H . If $f \neq 0, \mathrm{~N} \neq \mathrm{H}$ so that $\mathbf{N}^{\perp} \neq 0$. Let $v \in \mathbf{N}^{\perp}, v \neq 0$. We may assume $f[v]=1$. For any $w \in H$,
$w^{\prime}=w-\overline{f[w]} v \in \mathrm{~N}$ since $f\left[w^{\prime}\right]=0$. Hence $0=\left(v, w^{\prime}\right)=(v, w)-$ $-f[w]\|v\|^{2}$ or $f[w]=(u, w)$ with $u=v /\|v\|^{2}$. Thus any $f \in \mathrm{H}^{*}$ can be identified with a $u \in \mathrm{H}$ (Theorem of Riesz). Other arguments necessary to complete the proof are quite the same as in I-§ 6.2.

As in general Banach spaces, we can define in H the notion of weak convergence (see III-§ 1.6) besides the ordinary (strong) convergence. In virtue of the identification $\mathbf{H}^{*}=\mathrm{H}, u_{n} \underset{\mathbf{w}}{ } u$ is equivalent to $\left(u_{n}, v\right) \rightarrow$ $\rightarrow(u, v)$ for every $v \in \mathrm{H}$.

Lemma 1.2. If $u_{n} \underset{\mathrm{w}}{ } u$ and $\lim \sup \left\|u_{n}\right\| \leqq\|u\|$, then $u_{n} \rightarrow u$.
Proof. $\left\|u_{n}-u\right\|^{2}=\left\|u_{n}\right\|^{2}-2 \operatorname{Re}\left(u_{n}, u\right)+\|u\|^{2}$. But $\left(u_{n}, u\right) \rightarrow(u, u)$ $=\|u\|^{2}$ and $\lim \sup \left\|u_{n}\right\|^{2} \leqq\|u\|^{2}$. Hence $\lim \left\|u_{n}-u\right\|=0$.

Lemma 1.3. H is weakly complete: it $\left\{u_{n}\right\}$ is weakly convergent, then $u_{n} \underset{\boldsymbol{w}}{ } u$ for some $u \in \mathrm{H}$.

Proof. Since $\left\{u_{n}\right\}$ is bounded (see III-§ 1.6), $\lim \left(u_{n}, v\right)=t[v]$ defines a bounded semilinear form $f$. Hence $f[v]=(u, v)$ for some $u \in \mathrm{H}$ and $u_{n} \underset{\mathrm{w}}{ } u$.

Lemma 1.4. H is sequentially weakly compact. In other words: if $u_{n} \in \mathrm{H}$ is a bounded sequence, then there is a subsequence $\left\{v_{n}\right\}$ of $\left\{u_{n}\right\}$ such that $v_{n} \rightarrow v$ for some $v \in H$.

Proof. Since $\left|\left(u_{n}, u_{1}\right)\right| \leqq\left\|u_{n}\right\|\left\|u_{1}\right\|$ is bounded in $n$, there is a subsequence $\left\{u_{n}^{1}\right\}$ of $\left\{u_{n}\right\}$ such that ( $u_{n}^{1}, u_{1}$ ) is convergent. Since ( $u_{n}^{1}, u_{2}$ ) is similarly bounded in $n$, there is a subsequence $\left\{u_{n}^{2}\right\}$ of $\left\{u_{n}^{1}\right\}$ such that $\left(u_{n}^{2}, u_{2}\right)$ is convergent. Proceeding in the same way, we can construct a sequence of subsequences $\left\{u_{n}^{m}\right\}$ of $\left\{u_{n}\right\}$ such that $\left\{u_{n}^{m+1}\right\}_{n=1,2}, \ldots$ is a subsequence of $\left\{u_{n}^{m}\right\}_{n=1,2}, \ldots$ and $\lim _{n}\left(u_{n}^{m}, u_{m}\right)$ exists. Then the diagonal sequence $\left\{v_{n}\right\}, v_{n}=u_{n}^{n}$, has the property that $\lim _{n}\left(v_{n}, u_{m}\right)$ exists for all $m$. Since $\left\|v_{n}\right\|$ is bounded in $n$, it follows (cf. Lemma III-1.31) that $\lim \left(v_{n}, u\right)$ exists for any $u$ in the closed span $M$ of the set $\left\{u_{n}\right\}$.

On the other hand $\lim \left(v_{n}, u\right)$ exists for any $u \in M^{\perp} \operatorname{since}\left(v_{n}, u\right)=0$. Thus $\left\{v_{n}\right\}$ is weakly convergent, hence $v_{n} \underset{\mathrm{w}}{ } v$ for some $v$ (Lemma 1.3).

A sesquilinear form $\mathrm{t}\left[u, u^{\prime}\right]$ on $\mathrm{H} \times \mathrm{H}^{\prime}$, where H and $\mathrm{H}^{\prime}$ are Hilbert spaces, can be defined as in I- $\S 6.2$, and we have again the formula $\mathrm{I}-(6.11)$. t is said to be bounded if there is a constant $M$ such that

$$
\begin{equation*}
\left|\mathrm{t}\left[u, u^{\prime}\right]\right| \leqq M\|u\|\left\|u^{\prime}\right\| . \tag{1.6}
\end{equation*}
$$

We denote by $\|t\|$ the smallest $M$ with this property. A bounded sesquilinear form $\mathrm{t}\left[u, u^{\prime}\right]$ is continuous in $u$ and $u^{\prime}$ jointly; the proof is the same as that of the continuity of the inner product. The converse is also true. A sesquilinear form $\mathrm{t}\left[u, u^{\prime}\right]$ is bounded it it is continuous in $u$ for each fixed $u^{\prime}$ and also in $u^{\prime}$ for each fixed $u$. This is a consequence of the principle of uniform boundedness (III-§ 1.5).

## Problem 1.5. Prove the last statement.

Problem 1.6. Let $\left\{\mathrm{t}_{n}\right\}$ be a sequence of bounded sesquilinear forms on $\mathrm{H} \times \mathrm{H}^{\prime}$ and let $\left\{t_{n}\left[u, u^{\prime}\right]\right\}$ be bounded for $n=1,2, \ldots$ for each fixed $u \in \mathrm{H}, u^{\prime} \in \mathrm{H}^{\prime}$. Then the sequence $\left\{\left\|\mathrm{t}_{n}\right\|\right\}$ is bounded. [hint: Another application of the principle of uniform boundedness.]

## 2. Complete orthonormal families

We did not define the notion of a basis in a general Banach space. In a Hilbert space, however, a complete orthonormal family plays the role of a basis.

A family $\left\{x_{\mu}\right\}$ of vectors of H , with the index $\mu$ running over a certain set, is orthonormal if

$$
\left(x_{\mu}, x_{\nu}\right)=\delta_{\mu \nu}=\left\{\begin{array}{l}
1, \mu=v  \tag{1.7}\\
0, \mu \neq v
\end{array}\right.
$$

For any $u \in H$, the scalars

$$
\begin{equation*}
\xi_{\mu}=\left(u, x_{\mu}\right) \tag{1.8}
\end{equation*}
$$

are the coefficients of $u$ with respect to $\left\{x_{\mu}\right\}$. Since any finite subfamily $\left\{x_{\mu_{1}}, \ldots, x_{\mu_{n}}\right\}$ of $\left\{x_{\mu}\right\}$ is also orthonormal, it follows from I-(6.15) that $\sum_{k=1}^{n}\left|\xi_{\mu_{k}}\right|^{2} \leqq\|u\|^{2}$. Since this is true for any choice of $\mu_{1}, \ldots, \mu_{n}$, we have the Bessel inequality

$$
\begin{equation*}
\sum_{\mu}\left|\xi_{\mu}\right|^{2}=\sum_{\mu}\left|\left(u, x_{\mu}\right)\right|^{2} \leqq\|u\|^{2} . \tag{1.9}
\end{equation*}
$$

This implies, in particular, that for each $u$, only a countable number of the coefficients $\xi_{\mu}$ are different from zero.
(1.9) implies also that

$$
\begin{equation*}
u^{\prime}=\sum_{\mu} \xi_{\mu} x_{\mu}=\sum_{\mu}\left(u, x_{\mu}\right) x_{\mu} \tag{1.10}
\end{equation*}
$$

exists. In fact, the right member of (1.10) contains only a countable number of non-vanishing coefficients. Let these be denoted by $\xi_{\mu_{k}}$, $k=1,2, \ldots$, in an arbitrary order. Then the $u_{n}^{\prime}=\sum_{k=1}^{n} \xi_{\mu_{k}} x_{\mu_{k}}$ form a Cauchy sequence because

$$
\left\|u_{n}^{\prime}-u_{m}^{\prime}\right\|^{2}=\sum_{k=m+1}^{n}\left|\xi_{\mu_{k}}\right|^{2} \rightarrow 0, m, n \rightarrow \infty,
$$

in virtue of (1.9). It is easy to see that the limit $u^{\prime}$ of the sequence $\left\{u_{n}^{\prime}\right\}$ does not depend on the way in which the sequence $\left\{\mu_{k}\right\}$ is numbered.
$u^{\prime}$ is equal to the orthogonal projection $P u$ of $u$ on the closed span $M$ of $\left\{x_{\mu}\right\}$. For it is obvious that $u^{\prime} \in M$, whereas $u^{\prime \prime}=u-u^{\prime} \in M^{\perp}$ because $\left(u^{\prime \prime}, x_{\mu}\right)=\left(u-u^{\prime}, x_{\mu}\right)=\xi_{\mu}-\left(\Sigma \xi_{\nu} x_{v}, x_{\mu}\right)=0$ for every $\mu$. In particular we have

$$
\begin{equation*}
\left\|u^{\prime}\right\|^{2}=\sum_{\mu}\left|\xi_{\mu}\right|^{2}=\sum_{\mu}\left|\left(u, x_{\mu}\right)\right|^{2}, \quad\left\|u^{\prime \prime}\right\|^{2}=\|u\|^{2}-\left\|u^{\prime}\right\|^{2} \tag{1.11}
\end{equation*}
$$

The orthonormal family $\left\{x_{\mu}\right\}$ is said to be complete if $\mathrm{M}=\mathrm{H}$. A necessary and sufficient condition for completeness is that $u^{\prime \prime}=0$ for all $u \in \mathrm{H}$, and this is equivalent to the Parseval equality

$$
\begin{equation*}
\sum_{\mu}\left|\xi_{\mu}\right|^{2}=\sum_{\mu}\left|\left(u, x_{\mu}\right)\right|^{2}=\|u\|^{2} \tag{1.12}
\end{equation*}
$$

for every $u \in \mathrm{H}$. In this case we have also

$$
\begin{equation*}
u=\sum_{\mu} \xi_{\mu} x_{\mu}=\sum_{\mu}\left(u, x_{\mu}\right) x_{\mu}, \tag{1.13}
\end{equation*}
$$

which is the expansion of $u$ in terms of the complete orthonormal family $\left\{x_{\mu}\right\}$.

If H is separable (see III-§ 1.2), any orthonormal family $\left\{x_{\mu}\right\}$ of H consists of at most a countable number of elements. To see this, let $\left\{u_{n}\right\}$ be a countable subset of H which is dense in H . For each $\mu$ there is a $u_{n}$ such that $\left\|x_{\mu}-u_{n}\right\|<1 / 2$. Since $\left\|x_{\mu}-x_{\nu}\right\|=\sqrt{2}$ for $\mu \neq v$, the index $n$ is different for different $\mu$. Thus $\left\{x_{\mu}\right\}$ can be put in correspondence with a subset of the set of positive numbers $\{n\}$.

Conversely, H is separable if there is a complete orthonormal family $\left\{x_{n}\right\}$ consisting of a countable number of elements. For the set of all (finite) linear combinations of the $x_{n}$ with rational coefficients is countable and dense in H .

If H is separable, a complete orthonormal family can be constructed by the Schmidt orthogonalization procedure (see I-§6.3) applied to any sequence which is dense in H . A similar construction could be used even in a non-separable space by using the axiom of choice, but we shall not go into details since we are mostly concerned with separable spaces.

Problem 1.7. An orthonormal family $\left\{x_{n}\right\}$ is complete if and only if there is no nonzero vector orthogonal to all $x_{n}$.

Example 1.8. A complete orthonormal family of $\boldsymbol{l}^{2}$ is given by the canonical basis consisting of $x_{n}=\left(\delta_{n k}\right)$.

Example 1.9. The set of trigonometric functions ( $2 \pi)^{-1 / 2} e^{i n x}, n=0, \pm 1, \pm 2, \ldots$, forms a complete orthonormal family in $L^{2}(a, a+2 \pi)$, where $a$ is any real number ${ }^{1}$.

Example 1.10. Let $\varphi_{k}(x), \psi_{j}(y)$ be two sequences of functions on E and F , constituting complete orthonormal families in $L^{2}(E)$ and $L^{2}(F)$, respectively. Then the functions $\chi_{k j}(x, y)=\varphi_{k}(x) \psi_{j}(y)$ form a complete orthonormal family in $\mathrm{L}^{2}(\mathrm{E} \times \mathrm{F})$, the space of all measurable functions $w(x, y)$ defined for $x \in \mathrm{E}, y \in \mathrm{~F}$ such that $\|w\|^{2}=\int_{\times \mathbf{F}}|w(x, y)|^{2} d x d y$ is finite. The orthonormality of $\chi_{k j}$ is obvious from $\left(\chi_{k j}, \chi_{l i}\right)=\left(\varphi_{k}, \varphi_{l}\right)\left(\psi_{j}, \psi_{i}\right)=\delta_{k l} \delta_{j i}$. To prove the completeness, it suffices to show that $\left(w, \chi_{k j}\right)=0$ for all $k, j$ implies $w=0$ (Problem 1.7). Set

$$
\begin{equation*}
w_{k}(y)=\int_{E} w(x, y) \overline{\varphi_{k}(x)} d x \tag{1.14}
\end{equation*}
$$

then we have $w_{k} \in \mathrm{~L}^{2}(\mathrm{~F})$ since $\left|w_{k}(y)\right|^{2} \leqq \int_{\mathrm{E}}|w(x, y)|^{2} d x$ by the Schwarz inequality and $\int_{\mathbf{F}}\left|w_{k}(y)\right|^{2} d y \leqq \int_{\times \mathbf{F}}|w(x, y)|^{2} d x d y=\|w\|^{2}$. This enables one to write $\left(w, \chi_{k j}\right)$

[^121]$=\left(w, \varphi_{k} \psi_{j}\right)=\left(w_{k}, \psi_{j}\right)$. Thus $\left(w, \chi_{k j}\right)=0$ for all $k, j$ implies that $\left(w_{k}, \psi_{j}\right)=0$ and hence $w_{k}=0$ by the completeness of $\left\{\psi_{j}\right\}$. On the other hand, $w_{k}(y)$ is defined for almost every $y \in \mathrm{~F}$ and this value must be zero for every $k$ and almost every $y$. In virtue of the completeness of $\varphi_{k}$, (1.14) shows that $w(x, y)=0$ for almost every $x$ for almost every $y$. Thus $w=0$ as an element of $L^{2}(E \times F)$.

## § 2. Bounded operators in Hilbert spaces

## 1. Bounded operators and their adjoints

A (linear) operator $T$ from a Hilbert space H to another one $\mathrm{H}^{\prime}$ is defined as in general Banach spaces. There are, however, some properties peculiar to operators in (or between) Hilbert spaces. We begin with bounded operators $T \in \mathscr{B}\left(\mathrm{H}, \mathrm{H}^{\prime}\right)$.

First we note that

$$
\begin{equation*}
T^{* *}=T ; \tag{2.1}
\end{equation*}
$$

this is true since H is reflexive (see III-§ 3.3).
An operator $T \in \mathscr{B}\left(\mathrm{H}, \mathrm{H}^{\prime}\right)$ is closely related to a bounded sesquilinear form $t$ on $\mathrm{H} \times \mathrm{H}^{\prime}$ by

$$
\begin{equation*}
\mathfrak{t}\left[u, u^{\prime}\right]=\left(T u, u^{\prime}\right)=\left(u, T^{*} u^{\prime}\right) ; \tag{2.2}
\end{equation*}
$$

note that $T^{*} \in \mathscr{B}\left(\mathrm{H}^{\prime}, \mathrm{H}\right)$ because $\mathrm{H}^{*}=\mathrm{H}, \mathrm{H}^{\prime *}=\mathrm{H}^{\prime}$. The relationship (2.2) gives a one-to-one correspondence between the set of all bounded sesquilinear forms $t$ on $\mathrm{H} \times \mathrm{H}^{\prime}$, the set of all $T \in \mathscr{B}\left(\mathrm{H}, \mathrm{H}^{\prime}\right)$ and the set of all $T^{*} \in \mathscr{B}\left(\mathrm{H}^{\prime}, \mathrm{H}\right)$. This can be proved in the same way as in the finitedimensional case (I-§6.4). That ( $T u, u^{\prime}$ ) is a bounded form is obvious by $\left|\left(T u, u^{\prime}\right)\right| \leqq\|T u\|\left\|u^{\prime}\right\| \leqq\|T\|\|u\|\left\|u^{\prime}\right\|$. Conversely, a bounded sesquilinear form $t\left[u, u^{\prime}\right]$ can be written in the form $\left(v^{\prime}, u^{\prime}\right), v^{\prime} \in \mathrm{H}^{\prime}$, since it is a bounded semilinear form in $u^{\prime}$ for fixed $u$. Setting $v^{\prime}=T u$ defines a linear operator $T$ on H to $\mathrm{H}^{\prime}$, and the boundedness of $T$ follows from $\|T\|=\sup \left|\left(T u, u^{\prime}\right)\right| /\|u\|\left\|u^{\prime}\right\|=\sup \left|\mathrm{t}\left[u, u^{\prime}\right]\right| /\|u\|\left\|u^{\prime}\right\|=\| t \mathrm{t}$.

Problem 2.1. Let $T_{n} \in \mathscr{F}\left(\mathrm{H}, \mathrm{H}^{\prime}\right)$ be such that ( $T_{n} u, u^{\prime}$ ) is bounded for each fixed pair $u \in \mathbf{H}, u^{\prime} \in \mathrm{H}^{\prime}$. Then $\left\{T_{n}\right\}$ is uniformly bounded (that is, $\left\{\left\|T_{n}\right\|\right\}$ is bounded). [hint: The principle of uniform boundedness.]

For an operator $T \in \mathscr{B}\left(\mathrm{H}, \mathrm{H}^{\prime}\right)$, a matrix representation is possible in the same fashion as in the finite-dimensional case (I-§6.4). For simplicity assume that H and $\mathrm{H}^{\prime}$ are separable and let $\left\{x_{k}\right\},\left\{x_{j}^{\prime}\right\}$ be complete orthonormal families in $\mathrm{H}, \mathrm{H}^{\prime}$, respectively. The matrix of $T$ is then defined exactly by I-(6.27) and the expansion I-(6.28) holds true (where we have in general an infinite series on the right).

Remark 2.2. For an unbounded operator $T$ from $\mathrm{H}^{\prime}$ to $\mathrm{H}^{\prime},\left(T u, u^{\prime}\right)$ is also a sesquilinear form, which is, however, not necessarily defined for all $u \in \mathrm{H}$. The relationship between an operator and a sesquilinear form in this general case is rather complicated. Later we shall consider it in detail in the special case of a so-called sectorial operator.

A symmetric sesquilinear form $\mathfrak{t}[u, v]$ in a Hilbert space H is defined by $\mathfrak{t}[v, u]=\overline{\mathfrak{t}[u, v]}$ as in I-§ 6.5. If in addition t is assumed to be bounded, all the results stated there are valid. The operator $T \in \mathscr{B}(\mathrm{H})$ associated by (2.2) with a bounded symmetric sesquilinear form $t$ has the property that

$$
\begin{equation*}
T^{*}=T ; \tag{2.3}
\end{equation*}
$$

$T$ is said to be symmetric. The notion of a positive (or non-negative) symmetric operator or form and the order relation $S \leqq T$ for symmetric $S, T \in \mathscr{B}(\mathrm{H})$ are defined as before (see loc. cit.).

The results of I-§ 6.7 on projections are also valid without modification; here we are concerned with a $P \in \mathscr{B}(\mathrm{H})$ such that $P^{2}=P$. Compare also the results of III-§ 3.4 on projections in Banach spaces. We add the following lemma.

Lemma 2.3. Let $\left\{P_{n}\right\}$ be a sequence of orthogonal projections in H such that $P_{m} P_{n}=\delta_{m n} P_{n}$. Then $\sum_{n=1}^{\infty} P_{n}=P$ exists in the strong sense and $P$ is an orthogonal projection. The range of $P$ is the closed span of the union of the ranges of all the $P_{n}$.

Proof. For any $u \in \mathrm{H}$ we have $\sum_{k=1}^{n}\left\|P_{k} u\right\|^{2}=\left\|\sum_{k=1}^{n} P_{k} u\right\|^{2} \leqq\|u\|^{2}$ since $\sum_{k=1}^{n} P_{k}$ is an orthogonal projection [see I-(6.49)]. Hence $\sum_{k=1}^{\infty}\left\|P_{k} u\right\|^{2}$ is convergent and $\left\|\sum_{k=n}^{n+p} P_{k} u\right\|^{2}=\sum_{k=n}^{n+p}\left\|P_{k} u\right\|^{2} \rightarrow 0, n \rightarrow \infty$. Thus $\sum_{n=1}^{\infty} P_{n}=P$ is strongly convergent. It is easy to see that the $P$ thus defined has the properties stated.

We shall say that the $\left\{P_{n}\right\}$ of Lemma 2.3 is complete if $\Sigma P_{n}=1$.
A normal operator $T \in \mathscr{B}(\mathrm{H})$ is defined by the property $T^{*} T=T T^{*}$, and the results of $\mathrm{I}-\S 6.6$ remain valid. For example

$$
\begin{equation*}
\operatorname{spr} T=\|T\| \quad \text { if } T \text { is normal. } \tag{2.4}
\end{equation*}
$$

Problem 2.4. A quasi-nilpotent normal operator is zero.
Example 2.5. Consider the integral operator $T$ of Example III-2.4, with the kernel $t(x, y)$. If $\mathrm{E}=\mathrm{F}$ and $t(x, y)=\overline{t(y, x)}$ (Hermitian symmetric kernel), $T$ is a symmetric operator in $\mathrm{H}=\mathrm{L}^{2}(\mathrm{E})$ (see Example III-3.17). The same is true of the operator $T$ of Example III-2.3, defined from a given matrix $\left(\boldsymbol{\tau}_{\boldsymbol{j} k}\right)$, if considered in $\mathbf{H}=\boldsymbol{l}^{2}$ and if ( $\boldsymbol{\tau}_{j \boldsymbol{k}}$ ) is Hermitian symmetric ( $\boldsymbol{\tau}_{\boldsymbol{k} j}=\overline{\boldsymbol{\tau}}_{\boldsymbol{j} \boldsymbol{k}}$ ), see Example III-3. 18.

Unbounded symmetric and normal operators will be dealt with in detail in later sections.

## 2. Unitary and isometric operators

An operator $T \in \mathscr{B}\left(\mathrm{H}, \mathrm{H}^{\prime}\right)$ is said to be isometric if it preserves the norm:

$$
\begin{equation*}
\|T u\|=\|u\| \quad \text { for every } \quad u \in \mathrm{H} . \tag{2.5}
\end{equation*}
$$

As in the finite-dimensional case ( $\mathrm{I}-\S 6.6$ ), this implies that $T^{*} T=1_{\mathrm{H}}$ (the identity operator in H ) and $(T u, T v)=(u, v)$ for all $u, v \in \mathrm{H}$.

An isometric operator $T$ is invertible, for $T u=0$ implies $u=0$. But $T^{-1}$ need not belong to $\mathscr{B}\left(\mathrm{H}^{\prime}, \mathrm{H}\right)$ since its domain may not be the whole space $\mathrm{H}^{\prime}$. Note that this may happen even when $\mathrm{H}^{\prime}=H$, in contradistinction to the finite-dimensional case.

An isometric operator $T$ is said to be unitary if $T^{-1}$ has domain $\mathrm{H}^{\prime}$, that is, if $T$ has range $\mathrm{H}^{\prime}$. Then $T^{-1}$ belongs to $\mathscr{B}\left(\mathrm{H}^{\prime}, \mathrm{H}\right)$ and is itself unitary. Thus a $T \in \mathscr{B}\left(\mathrm{H}, \mathrm{H}^{\prime}\right)$ is unitary if and only if

$$
\begin{equation*}
T^{*} T=1_{\mathbf{H}} \quad \text { and } \quad T T^{*}=1_{\mathbf{H}^{\prime}}, \tag{2.6}
\end{equation*}
$$

which is in turn equivalent to

$$
\begin{equation*}
T^{-1}=T^{*} . \tag{2.7}
\end{equation*}
$$

The existence of a unitary operator $T$ on H to $\mathrm{H}^{\prime}$ implies that H and $\mathrm{H}^{\prime}$ have identical structure as Hilbert spaces, for $T$ preserves the linear relations and inner products. An operator $A^{\prime}$ in $\mathrm{H}^{\prime}$ is said to be unitarily equivalent to an operator $A$ in H if there is a unitary operator $T$ from H to $\mathrm{H}^{\prime}$ such that

$$
\begin{equation*}
A^{\prime} T=T A \quad \text { or } \quad A^{\prime}=T A T^{-1}=T A T^{*} . \tag{2.8}
\end{equation*}
$$

This means that $\mathrm{D}\left(A^{\prime}\right)$ is exactly the image of $\mathrm{D}(A)$ under the unitary map $T$ and $A^{\prime} T u=T A u$ holds for every $u \in \mathrm{D}(A) . A^{\prime}$ and $A$ have the same internal structure, for the correspondence $u \leftrightarrow u^{\prime}=T u$ is unchanged under the operators $A$ and $A^{\prime}$ in virtue of the relation $A u \leftrightarrow T A u$ $=A^{\prime} T u=A^{\prime} u^{\prime}$.

Let $T \in \mathscr{B}\left(\mathrm{H}, \mathrm{H}^{\prime}\right)$ be an isometric operator and let $\mathrm{M}^{\prime}=\mathbf{R}(T)$. The isometry implies that $\mathrm{M}^{\prime}$ is a closed linear manifold of $\mathrm{H}^{\prime}$. The operator $T^{*} \in \mathscr{B}\left(\mathbf{H}^{\prime}, \mathrm{H}\right)$ is an extension of $T^{-1}$ as is readily seen from $T^{*} T=1_{\mathrm{H}}$, whereas $T^{*} u^{\prime}=0$ if and only if $u^{\prime} \in \mathrm{M}^{\prime} \perp$ [see III-(5.10)]. Thus $T^{*}$ is not isometric unless $T$ is unitary; it is partially isometric.

An operator $W \in \mathscr{B}\left(\mathrm{H}, \mathrm{H}^{\prime}\right)$ is partially isometric if there is a closed linear manifold M of H such that $\|W u\|=\|u\|$ for $u \in \mathrm{M}$ while $W u=0$ for $u \in M^{\perp} . M$ is called the initial set and $M^{\prime}=W M$ the final set of $W$; $M^{\prime}$ is a closed linear manifold. An equivalent definition is

$$
\begin{equation*}
\|W u\|=\|P u\| \quad \text { for every } \quad u \in \mathrm{H}, \tag{2.9}
\end{equation*}
$$

where $P$ is the orthogonal projection of H on M . (2.9) is in turn equivalent to

$$
\begin{equation*}
W^{*} W=P . \tag{2.10}
\end{equation*}
$$

For any $u \in \mathrm{H}$ we have $W(1-P) u=0$ since $(1-P) u \in M \perp$. Hence

$$
\begin{equation*}
W=W P . \tag{2.11}
\end{equation*}
$$

We have $W^{*} u^{\prime}=0$ for $u^{\prime} \in M^{\prime} \perp$, as in the case of an isometric operator. Furthermore, $\left\|W^{*} W u\right\|=\|P u\|=\|W u\|$ shows that $\left\|W^{*} u^{\prime}\right\|=\left\|u^{\prime}\right\|$ for $u^{\prime} \in M^{\prime}$. Hence $W^{*}$ is likewise partially isometric with the initial set $M^{\prime}$. Application of this result to $W$ replaced by $W^{*}$ shows that the final set of $W^{*}$ is identical with the initial set M of $W^{* *}=W$. Thus there is complete symmetry between $W$ and $W^{*}$. The following relations are direct consequences of these considerations ( $P^{\prime}$ is the orthogonal projection of $\mathrm{H}^{\prime}$ on $\mathrm{M}^{\prime}$ ).

$$
\begin{align*}
& W^{*} W=P, \quad W P=P^{\prime} W=W, \quad W W^{*} W=W \\
& W W^{*}=P^{\prime}, \quad W^{*} P^{\prime}=P W^{*}=W^{*}, \quad W^{*} W W^{*}=W^{*} . \tag{2.12}
\end{align*}
$$

Problem 2.6. $W \in \mathscr{B}\left(\mathrm{H}, \mathrm{H}^{\prime}\right)$ is partially isometric if and only if $W=W W^{*} W$. [hint: $W=W W^{*} W$ implies $W^{*} W=W^{*} W W^{*} W$. Thus $P=W^{*} W$ is an orthogonal projection of H on some subspace M.]

Example 2.7. Let $H=L^{2}(E)$ and $\hat{H}=L^{2}\left(E^{\prime}\right)$, where both $E$ and $E^{\prime}$ are the real $n$-dimensional euclidean space (so that they may be identified), the points of which will be denoted respectively by $x=\left(x_{1}, \ldots, x_{n}\right)$ and $k=\left(k_{1}, \ldots, k_{n}\right)$. The Fourier transformation $\hat{u}=T u$ given by

$$
\begin{align*}
& \hat{u}(k)=(2 \pi)^{-n / 2} \int_{\mathrm{E}} e^{-i k \cdot x} u(x) d x,  \tag{2.13}\\
& \quad k \cdot x=k_{1} x_{1}+\cdots+k_{n} x_{n},
\end{align*}
$$

defines a unitary operator $T$ on H to $\hat{H}$. The inverse operator $T^{-1} \hat{u}=u$ is given by

$$
\begin{equation*}
u(x)=(2 \pi)^{-n / 2} \int_{\mathbf{E}^{\prime}} e^{i k \cdot x} \hat{u}(k) d k . \tag{2.14}
\end{equation*}
$$

These results are known as the Fourier-Plancherel theorem. Actually, these integrals should be taken in the sense of limit in mean: the integral (2.13) is first to be taken over a bounded subset K of E , the resulting function converging in the norm \| \| of $\hat{H}$ to the required transform $\hat{u}$ when $K$ expands to the whole space $\mathrm{E}^{1}$. Thus $T$ or $T^{-1}$ is not an integral operator in the sense of Example III-2.4.

Example 2.8. Let $H=L^{2}(-\pi, \pi)$. For any $u \in H$ the Fourier coefficients

$$
\begin{equation*}
\xi_{n}=(2 \pi)^{-1 / 2} \int_{-\pi}^{\pi} u(x) e^{-i n x} d x, \quad n=0, \pm 1, \pm 2, \ldots, \tag{2.15}
\end{equation*}
$$

are defined. The operator $T$ that sends $u$ into the vector $v=\left(\xi_{n}\right)$ is a unitary operator on H to $\mathrm{H}^{\prime}=\boldsymbol{l}^{2}$. The inverse $T^{-1}$ assigns to each $v=\left(\xi_{n}\right) \in \mathrm{H}^{\prime}$ the function $u(x)$ defined by the Fourier series

$$
\begin{equation*}
u(x)=(2 \pi)^{-1 / 2} \sum_{n=-\infty}^{\infty} \xi_{n} e^{i n x} \tag{2.16}
\end{equation*}
$$

which is convergent in norm $\|\|$. These results are another expression of the completeness of the family of trigonometric functions $e^{i n x}$. Similar results hold when it is replaced by any complete orthonormal family of $H=L^{2}(-\pi, \pi)$ or of any abstract Hilbert space.

Example 2.9. An example of an isometric operator that is not unitary is given by a shift operator (cf. Example III-3.16). Let $\left\{x_{n}\right\}_{n=1,2, \ldots}$ be a complete orthonormal family in a Hilbert space H and let $T \in \mathscr{B}(\mathrm{H})$ be such that $T x_{n}=x_{n+1} . T$ is isometric and $T^{*}$ is partially isometric, with $T^{*} x_{n+1}=x_{n}$ and $T^{*} x_{1}=0$. The initial set of $T$ is H and the final set is the subspace of H spanned by $x_{2}, x_{3}, \ldots$

[^122]
## 3. Compact operators

Let $T \in \mathscr{B}(\mathrm{H})$ be a compact operator. We know that the spectrum $\Sigma(T)$ consists of at most a countable number of eigenvalues with finite multiplicities, possibly excepting zero (Theorem III-6.26). Let $\lambda_{1}, \lambda_{2}, \ldots$ be these nonzero eigenvalues arranged, say, in decreasing order of magnitude, and let $P_{1}, P_{2}, \ldots$ be the associated eigenprojections. We note that $\left|\lambda_{1}\right|$ is equal to the spectral radius of $T$ :

$$
\begin{equation*}
\left|\lambda_{1}\right|=\operatorname{spr} T=\lim _{n \rightarrow \infty}\left\|T^{n}\right\|^{1 / n} \tag{2.17}
\end{equation*}
$$

(see III- $\S 6.2$; read 0 for $\left|\lambda_{1}\right|$ if there is no nonzero eigenvalue).
Suppose, in addition, that $T$ is normal. Then the $P_{k}$ are orthogonal projections as in the finite-dimensional case (see I- $\S 6.9$ ), and the associated eigennilpotents are zero. On setting $Q_{n}=P_{1}+P_{2}+\cdots+P_{n}$, we see from III-(6.55) that $T Q_{n}=\lambda_{1} P_{1}+\cdots+\lambda_{n} P_{n}$. Since $Q_{n}$ commutes with $T, T\left(1-Q_{n}\right)$ is normal and has the eigenvalues $\lambda_{n+1}$, $\lambda_{n+2}, \ldots$ and possibly 0 . For a normal operator, however, the spectral radius coincides with the norm [see (2.4)]. In view of (2.17), we have therefore $\left\|T\left(1-Q_{n}\right)\right\|=\operatorname{spr} T\left(1-Q_{n}\right)=\left|\lambda_{n+1}\right| \rightarrow 0, n \rightarrow \infty$. This gives ${ }^{1}$

$$
\begin{equation*}
\left\|T-\left(\lambda_{1} P_{1}+\lambda_{2} P_{2}+\cdots+\lambda_{n} P_{n}\right)\right\| \rightarrow 0, \quad n \rightarrow \infty . \tag{2.18}
\end{equation*}
$$

We have thus proved the spectral theorem, analogous to the one obtained in the finite-dimensional case [ 1 -(6.65)].

Theorem 2.10. If $T \in \mathscr{B}(\mathrm{H})$ is normal and compact, we have the spectral representation

$$
\begin{equation*}
T=\sum_{h} \lambda_{h} P_{h}, \quad P_{h}^{*}=P_{h}, \quad \operatorname{dim} P_{h}<\infty, \tag{2.19}
\end{equation*}
$$

in the sense of convergence in norm. The projections $P_{h}$ form a complete orthogonal family together with the orthogonal projection $P_{0}$ on the null space $\mathrm{N}(T)$.

Proof. Only the last statement remains to be proved. Let $Q$ be the orthogonal projection on the subspace of H spanned by all the $P_{h} \mathrm{H}$; we have $Q=s-\lim Q_{n}$ (see Lemma 2.3). $Q$ commutes with $T$ since all the $Q_{n}$ do. Thus $Q \mathrm{H}$ and $(1-Q) \mathrm{H}$ are invariant under $T$. But the part $T_{0}$ of $T$ in $(1-Q) \mathrm{H}$ has no nonzero eigenvalue, for $T_{0} u=\lambda u$ with $u \in(1-Q) \mathrm{H}, \lambda \neq 0$, would imply $T u=\lambda u$, hence $\lambda=\lambda_{h}$ for some $h$ and $u \in P_{h} \mathrm{H}$, so that $u=P_{h} u=P_{h} Q u=0$ by $P_{h}=P_{h} Q$ and $Q u=0$. Since $T_{0}$ is normal too, it follows from (2.19) applied to $T_{0}$ that $T_{0}=0$. This means that $(1-Q) \mathrm{H} \subset \mathrm{N}(T)$. Since, on the other hand, $T$ has no zeros in $Q \mathrm{H}$, we obtain $(1-Q) \mathrm{H}=\mathrm{N}(T)$.

[^123] should be interpreted to mean $T=\sum_{k=1}^{n} \lambda_{k} P_{k}$. Similar modification will be needed in some of the following formulas.

Sometimes it is convenient to consider the eigenvectors of $T$ rather than the eigenprojections. From each subspace $P_{h} \mathrm{H}$ choose an arbitrary orthonormal basis consisting of $m_{h}=\operatorname{dim} P_{h}$ vectors. These vectors together form an orthonormal basis $\left\{\varphi_{k}\right\}$ of the subspace $Q \mathrm{H}$, and (2.19) may be written

$$
\begin{equation*}
T=\sum_{k=1}^{\infty} \mu_{k}\left(, \varphi_{k}\right) \varphi_{k} \tag{2.20}
\end{equation*}
$$

where the $\mu_{k}$ are the repeated eigenvalues of $T$ with the eigenvectors $\varphi_{k}$ (eigenvalues $\lambda_{j}$ each counted repeatedly according to its multiplicity). [For the notation (2.20) cf. III-(4.7).]

Let us now consider an arbitrary compact operator $T \in \mathscr{B}_{\mathbf{0}}\left(\mathrm{H}, \mathrm{H}^{\prime}\right)$ where $\mathrm{H}^{\prime}$ is another Hilbert space. Since $T^{*} T$ is a nonnegative symmetric, compact operator in H, we have the spectral expression (note that the eigenvalues of $T^{*} T$ are nonnegative)

$$
\begin{equation*}
T^{*} T=\sum_{k=1}^{\infty} \alpha_{k}^{2}\left(, \varphi_{k}\right) \varphi_{k}, \quad\left(\varphi_{j}, \varphi_{k}\right)=\delta_{j k} \tag{2.21}
\end{equation*}
$$

where $T^{*} T \varphi_{k}=\alpha_{k}^{2} \varphi_{k}, k=1,2, \ldots$ and $\alpha_{1} \geqq \alpha_{2} \geqq \cdots>0$. Set

$$
\begin{equation*}
\varphi_{k}^{\prime}=\alpha_{k}^{-1} T \varphi_{k} \in \mathrm{H}^{\prime}, \quad k=1,2, \ldots . \tag{2.22}
\end{equation*}
$$

The $\varphi_{k}^{\prime}$ form an orthonormal family in $\mathrm{H}^{\prime}$, for $\left(\varphi_{j}^{\prime}, \varphi_{k}^{\prime}\right)=\left(\alpha_{j} \alpha_{k}\right)^{-1}\left(T \varphi_{j}\right.$, $\left.T \varphi_{k}\right)=\left(\alpha_{j} \alpha_{k}\right)^{-1}\left(T^{*} T \varphi_{j}, \varphi_{k}\right)=\alpha_{j} \alpha_{k}^{-1}\left(\varphi_{j}, \varphi_{k}\right)=\delta_{j k}$. We now assert that

$$
\begin{equation*}
T=\sum_{k=1}^{\infty} \alpha_{k}\left(, \varphi_{k}\right) \varphi_{k}^{\prime} . \tag{2.23}
\end{equation*}
$$

Since $\left\{\varphi_{k}\right\},\left\{\varphi_{k}^{\prime}\right\}$ are orthonormal and $\alpha_{k} \rightarrow 0$, the series on the right of (2.23) converges in norm. In fact,

$$
\left\|\sum_{k=n}^{n+p} \alpha_{k}\left(u, \varphi_{k}\right) \varphi_{k}^{\prime}\right\|^{2}=\sum_{k=n}^{n+p} \alpha_{k}^{2}\left|\left(u, \varphi_{k}\right)\right|^{2} \leqq \alpha_{n}^{2} \sum_{k=n}^{n+p}\left|\left(u, \varphi_{k}\right)\right|^{2} \leqq \alpha_{n}^{2}\|u\|^{2}
$$

so that $\left\|\sum_{k=n}^{n+p} \alpha_{k}\left(, \varphi_{k}\right) \varphi_{k}^{\prime}\right\| \leqq \alpha_{n} \rightarrow 0$ for $n \rightarrow \infty$. Therefore, it suffices to show that (2.23) is true when applied to vectors $u$ of a dense subset of $H$. For this it suffices, in turn, to consider $u=\varphi_{n}$ and $u=\psi_{n}$, where $\left\{\psi_{n}\right\}$ is an orthonormal basis of $\mathrm{N}(T)=\mathrm{N}\left(T^{*} T\right)$ (eigenvectors of $T^{*} T$ for the eigenvalue zero). But this is obvious by (2.22) and $\varphi_{n} \perp \psi_{m}$.
(2.23) is called the canonical expansion of $T$. Strictly speaking, it is not unique since the choice of $\left\{\varphi_{k}\right\}$ is not unique when there are degenerate eigenvalues $\alpha_{k}^{2}$ of $T^{*} T . \alpha_{1}, \alpha_{2}, \ldots$ are called the (repeated) nonzero singular values ${ }^{1}$ of $T$.

[^124]It follows from (2.23) that

$$
\begin{equation*}
T^{*}=\sum_{k=1}^{\infty} \alpha_{k}\left(, \varphi_{k}^{\prime}\right) \varphi_{k} \tag{2.24}
\end{equation*}
$$

is the canonical expansion of $T^{*}$. Also we have

$$
\begin{equation*}
T T^{*}=\sum \alpha_{k}^{2}\left(, \varphi_{k}^{\prime}\right) \varphi_{k}^{\prime} \tag{2.25}
\end{equation*}
$$

Hence the repeated nonzero eigenvalues of $T T^{*}$ are exactly the $\alpha_{k}^{2}$. In other words, $T$ and $T^{*}$ have the same nonzero singular values.

Also we define

$$
\begin{equation*}
|T|=\sum \alpha_{k}\left(, \varphi_{k}\right) \varphi_{k}, \quad\left|T^{*}\right|=\sum \alpha_{k}\left(, \varphi_{k}^{\prime}\right) \dot{\varphi}_{k}^{\prime} . \tag{2.26}
\end{equation*}
$$

Note that $|T|$ is determined by $T$, independently of the particular choice of the $\varphi_{k}$.

Problem 2.11. Any compact operator of $\mathscr{B}\left(H, H^{\prime}\right)$ is the limit in norm of a sequence of degenerate operators.

Problem 2.12. If $T$ is compact and symmetric, the singular values of $T$ are the absolute values of the eigenvalues of $T$.

Problem 2.13. For any unitary operators $U, V$, the two operators $T$ and $U T V$ have the same singular values.

## 4. The Schmidt class

One of the most important classes of compact operators of $\mathscr{B}\left(\mathbf{H}, \mathrm{H}^{\prime}\right)$ is the Schmidt class. In this paragraph we assume for simplicity that both H and $\mathrm{H}^{\prime}$ are separable, though the results are valid in the general case.

Let $T \in \mathscr{B}\left(\mathbf{H}, \mathbf{H}^{\prime}\right)$ and define

$$
\begin{equation*}
\|T\|_{2}=\left(\sum_{k=1}^{\infty}\left\|T \varphi_{k}\right\|^{2}\right)^{1 / 2} \tag{2.27}
\end{equation*}
$$

where $\left\{\varphi_{k}\right\}$ is a complete orthonormal family in H . If the series on the right of (2.27) does not converge, we set $\|T\|_{2}=\infty$. $\|T\|_{2}$ is called the Schmidt norm of $T$.

The Schmidt norm is independent of the choice of the family $\left\{\varphi_{k}\right\}$ employed in the definition. To see this we note that

$$
\begin{gather*}
\sum_{k}\left\|T \varphi_{k}\right\|^{2}=\sum_{k} \sum_{j}\left|\left(T \varphi_{k}, \varphi_{j}^{\prime}\right)\right|^{2}=\sum_{j} \sum_{k}\left|\left(\varphi_{k}, T^{*} \varphi_{j}^{\prime}\right)\right|^{2}  \tag{2.28}\\
=\sum_{j}\left\|T^{*} \varphi_{j}^{\prime}\right\|^{2}
\end{gather*}
$$

where $\left\{\varphi_{j}^{\prime}\right\}$ is a complete orthonormal family in $\mathrm{H}^{\prime}$; the change of order of summation in (2.28) is permitted because all terms involved are nonnegative. The left member of (2.28) is independent of the particular family $\left\{\varphi_{j}^{\prime}\right\}$, while the right member is independent of the particular family $\left\{\varphi_{k}\right\}$. Hence both members are independent of the choice of $\left\{\varphi_{k}\right\}$ or $\left\{\varphi_{i}^{\prime}\right\}$.

Incidentally, we have proved that

$$
\begin{equation*}
\|T\|_{2}=\left\|T^{*}\right\|_{2} . \tag{2.29}
\end{equation*}
$$

The subset of $\mathscr{B}\left(\mathrm{H}, \mathrm{H}^{\prime}\right)$ consisting of all $T$ with $\|T\|_{2}<\infty$ is called the Schmidt class; it will be denoted by $\mathscr{B}_{2}\left(\mathrm{H}, \mathrm{H}^{\prime}\right)$.

We have the inequalities

$$
\begin{equation*}
\|S T\|_{2} \leqq\|S\|\|T\|_{2}, \quad\|T S\|_{2} \leqq\|T\|_{2}\|S\| . \tag{2.30}
\end{equation*}
$$

These should be read in the following sense: if $T \in \mathscr{B}_{2}\left(\mathrm{H}, \mathrm{H}^{\prime}\right)$ and $S \in \mathscr{B}\left(\mathrm{H}^{\prime}, \mathrm{H}^{\prime \prime}\right)$, then $S T \in \mathscr{B}_{2}\left(\mathrm{H}, \mathrm{H}^{\prime \prime}\right)$ and the first inequality holds; and similarly for the second.

Problem 2.14. $\mathscr{B}_{2}\left(\mathrm{H}, \mathrm{H}^{\prime}\right)$ is a vector space, that is, $\alpha T+\beta S$ belongs to $\mathscr{B}_{\mathbf{2}}\left(\mathrm{H}, \mathrm{H}^{\prime}\right)$ whenever $S, T$ do.

Problem 2.15. $\|T\| \leqq\|T\|_{2}$.
We can introduce an inner product $(S, T)$ for $S, T \in \mathscr{B}_{2}\left(\mathrm{H}, \mathrm{H}^{\prime}\right)$ so that $\mathscr{B}_{\mathbf{2}}\left(\mathrm{H}, \mathrm{H}^{\prime}\right)$ becomes a Hilbert space with the Schmidt norm as its norm. We set

$$
\begin{equation*}
(S, T)=\sum_{k}\left(S \varphi_{k}, T \varphi_{k}\right) . \tag{2.31}
\end{equation*}
$$

The series converges absolutely since $2\left|\left(S \varphi_{k}, T \varphi_{k}\right)\right| \leqq\left\|S \varphi_{k}\right\|^{2}+\left\|T \varphi_{k}\right\|^{2}$ and $\|S\|_{2},\|T\|_{2}$ are finite. In virtue of the polarization principle I-(6.8), we have

$$
\begin{equation*}
(S, T)=\frac{1}{4}\left(\|S+T\|_{2}^{2}-\|S-T\|_{2}^{2}+i\|S+i T\|_{2}^{2}-i\|S-i T\|_{2}^{2}\right), \tag{2.32}
\end{equation*}
$$

which shows that $(S, T)$ is independent of the choice of $\left\{\varphi_{k}\right\}$ used in the definition (2.31). It is easy to see that ( $S, T$ ) satisfies all the requirements of an inner product and that

$$
\begin{equation*}
\|T\|_{2}^{2}=(T, T) . \tag{2.33}
\end{equation*}
$$

This in turn shows that $\left\|\|_{2}\right.$ has indeed the properties of a norm.
To see that $\mathscr{B}_{2}\left(\mathrm{H}, \mathrm{H}^{\prime}\right)$ is a complete space, let $\left\{T_{n}\right\}$ be a Cauchy sequence in $\mathscr{B}_{2}\left(\mathrm{H}, \mathrm{H}^{\prime}\right):\left\|T_{m}-T_{n}\right\|_{2} \rightarrow 0, m, n, \rightarrow \infty$. Then $\left\|T_{m}-T_{n}\right\| \rightarrow 0$ by Problem 2.15, so that there is a $T \in \mathscr{B}\left(\mathrm{H}, \mathrm{H}^{\prime}\right)$ such that $\left\|T_{n}-T\right\| \rightarrow 0$. Since

$$
\sum_{k=1}^{s}\left\|\left(T_{n}-T_{m}\right) \varphi_{k}\right\|^{2} \leqq\left\|T_{n}-T_{m}\right\|_{2}^{2}<\varepsilon^{2}
$$

for sufficiently large $m, n$, and any $s$, we have for $m \rightarrow \infty$

$$
\sum_{k=1}^{s}\left\|\left(T_{n}-T\right) \varphi_{k}\right\|^{2} \leqq \varepsilon^{2}
$$

for sufficiently large $n$ and any $s$. Hence $\left\|T_{n}-T\right\|_{2} \leqq \varepsilon$ for sufficiently large $n$. This implies that $T_{n}-T \in \mathscr{B}_{2}\left(\mathrm{H}, \mathrm{H}^{\prime}\right)$, hence $T \in \mathscr{B}_{2}\left(\mathrm{H}, \mathrm{H}^{\prime}\right)$, and $\left\|T_{n}-T\right\|_{2} \rightarrow 0$.

We note that $\mathscr{R}_{2}\left(\mathrm{H}, \mathrm{H}^{\prime}\right) \subset \mathscr{D}_{0}\left(\mathrm{H}, \mathrm{H}^{\prime}\right)$ : each operator of $\mathscr{P}_{2}\left(\mathrm{H}, \mathrm{H}^{\prime}\right)$ is compact. To see this let $n$ be so large that $\sum_{k=n+1}^{\infty}\left\|T \varphi_{k}\right\|^{2}<\varepsilon^{2}$. Set $T_{n} \varphi_{k}=T \varphi_{k}$ for $k \leqq n$ and $T_{n} \varphi_{k}=0$ for $k>n$. Clearly $T_{n}$ can be extended to a degenerate linear operator, and $\left\|T_{n}-T\right\| \leqq\left\|T_{n}-T\right\|_{2}<\varepsilon$. Hence $T$, as the limit in norm of $\left\{T_{n}\right\}$, is compact (see Theorem III-4.7).

Problem 2.16. If $\alpha_{k}$ are the repeated singular values of $T$,

$$
\begin{equation*}
\|T\|_{2}=\left(\sum_{k} \alpha_{k}^{2}\right)^{1 / 2} \tag{2.34}
\end{equation*}
$$

Problem 2.17. If $T \in \mathscr{B}_{2}\left(\mathrm{H}, \mathrm{H}^{\prime}\right)$, the canonical expansion (2.23) of $T$ converges in the norm $\left\|\|_{2}\right.$.

Problem 2.18. $T \in \mathscr{B}_{2}\left(\mathrm{H}, \mathrm{H}^{\prime}\right)$ if and only if $T^{*} \in \mathscr{B}_{2}\left(\mathrm{H}^{\prime}, \mathrm{H}\right)$ and

$$
\begin{equation*}
(S, T)=\left(T^{*}, S^{*}\right) \tag{2.35}
\end{equation*}
$$

Example 2.19. Integral operators of Schmidt type. Let $t(y, x)$ be a kernel defined for $x \in \mathrm{E}, y \in \mathrm{~F}$, where $\mathrm{E}, \mathrm{F}$ are measurable sets in euclidean spaces, and let

$$
\begin{equation*}
\|t\|^{2}=\iint_{\mathbf{E} \times \mathbf{F}}|t(y, x)|^{2} d x d y<\infty . \tag{2.36}
\end{equation*}
$$

Then the integral operator with kernel $t(y, x)$ defines an operator $T \in \mathscr{B}_{2}\left(H, H^{\prime}\right)$ where $H=L^{2}(E)$ and $H^{\prime}=L^{2}(F)$.

To see this we first note that the formal expression III-(2.7) for $T u$ defines an operator $T \in \mathscr{B}\left(\mathbf{H}, \mathrm{H}^{\prime}\right)$ (see Problem III-2.5). To show that $T \in \mathscr{B}_{2}\left(\mathbf{H}, \mathrm{H}^{\prime}\right)$, let $\left\{\varphi_{k}(x)\right\}$ and $\left\{\varphi_{j}^{\prime}(y)\right\}$ be complete orthonormal families in $\mathbf{H}$ and $\mathbf{H}^{\prime}$, respectively. We have by (2.27) and (2.28)

$$
\begin{gather*}
\|T\|_{2}^{2}=\sum_{i, k}\left|\left(T \varphi_{k}, \varphi_{j}^{\prime}\right)\right|^{2}=\left.\left.\sum_{j, k}\right|_{\mathrm{E} \times \mathbf{F}} \int_{\mathrm{F}} t(y, x) \varphi_{k}(x) \overline{\varphi_{j}^{\prime}(y)} d x d y\right|^{2}  \tag{2.37}\\
=\int_{\mathrm{E}} \int_{\mathbf{F}}|t(y, x)|^{2} d x d y=\|t\|^{2}
\end{gather*}
$$

where we have used the fact that the functions $\overline{\varphi_{k}(x)} \varphi_{j}^{\prime}(y)$ form a complete orthonormal family in the Hilbert space $L^{2}(E \times F)$ (see Example 1.10).

Let $s(y, x), t(y, x) \in \mathrm{L}^{2}(\mathrm{E} \times \mathrm{F})$ and define the associated integral operators $S, T \in \mathscr{B}_{2}\left(\mathrm{H}, \mathrm{H}^{\prime}\right)$ as above. Then

$$
\begin{equation*}
(S, T)=\int_{\mathbf{E} \times} \int_{\mathbf{F}} s(y, x) \overline{t(y, x)} d x d y ; \tag{2.38}
\end{equation*}
$$

this follows from (2.37) by polarization. (2.38) shows that $t \rightarrow T$ is an isometric transformation from $L^{2}(\mathrm{E} \times \mathrm{F})$ to $\mathscr{B}_{2}\left(\mathrm{H}, \mathrm{H}^{\prime}\right)$. Actually this transformation is unitary: every $T \in \mathscr{B}_{2}\left(\mathrm{H}, \mathrm{H}^{\prime}\right)$ is obtained in this way from a kernel $t \in \mathrm{~L}^{2}(\mathrm{E} \times \mathrm{F})$. To see this it suffices to recall the canonical expansion (2.23) of $T$, which converges in the norm $\left\|\|_{2}\right.$ (Problem 2.17). Since the partial sum of this expansion is an integral operator with the kernel

$$
\begin{equation*}
t_{n}(y, x)=\sum_{k=1}^{n} \alpha_{k} \varphi_{k}^{\prime}(y) \overline{\varphi_{k}(x)} \quad \text { with } \quad\left\|t_{n}\right\|^{2}=\sum_{k=1}^{n} \alpha_{k}^{2} \tag{2.39}
\end{equation*}
$$

it follows that $T$ is the integral operator with the kernel $t(y, x)$ which is the limit in $L^{2}(E \times F)$ of $t_{n}(y, x)$.

## 5. Perturbation of orthonormal families

As an application of the theory of the Schmidt class, let us consider perturbation of complete orthonormal families in a separable Hilbert
space $H$. Let $\left\{\varphi_{j}\right\}, j=1,2, \ldots$, be a complete orthonormal family in $H$. Let $\left\{\psi_{j}\right\}$ be a sequence of vectors of H , not necessarily orthonormal, such that the differences $\psi_{j}-\varphi_{j}$ are small in some sense or other. The question is under what conditions $\left\{\psi_{j}\right\}$ is fundamental (complete) or is a basis of H . We recall that $\left\{\psi_{j}\right\}$ is fundamental if the set of all linear combinations of the $\psi_{j}$ is dense in $\mathrm{H} .\left\{\psi_{j}\right\}$ is called a basis of H if every vector $u$ of H can be expressed in the form

$$
\begin{equation*}
u=\sum_{j=1}^{\infty} \eta_{j} \psi_{j}=\mathrm{s}_{n \rightarrow \infty} \lim _{j=1} \sum_{j}^{n} \eta_{j} \psi_{j} \tag{2.40}
\end{equation*}
$$

by means of a unique sequence $\left\{\eta_{j}\right\}$ of complex numbers. For a sequence $\left\{\psi_{j}\right\}$, being a basis is a stronger property than being fundamental.

A convenient measure of the smallness of the $\psi_{j}-\varphi_{j}$ is given by

$$
\begin{equation*}
r^{2}=\sum_{j=1}^{\infty}\left\|\psi_{j}-\varphi_{j}\right\|^{2} \tag{2.41}
\end{equation*}
$$

Theorem 2.20. ${ }^{1}$ Let $\left\{\varphi_{j}\right\}$ be a complete orthonormal family in H and let $\left\{\psi_{j}\right\}$ be a sequence such that $r^{2}<\infty$. Then $\left\{\psi_{j}\right\}$ is a basis of H if (2.40) with $u=0$ implies that all $\eta_{j}=0^{2}$.

Proof. We define a linear operator $T$ in H by

$$
\begin{equation*}
T u=\sum_{j=1}^{\infty} \xi_{j} \psi_{j} \quad \text { for } \quad u=\sum_{j=1}^{\infty} \xi_{j} \varphi_{j} . \tag{2.42}
\end{equation*}
$$

To see that this definition is possible, it suffices to note that any $u \in H$ has a unique series expansion as in (2.42) with $\sum\left|\xi_{j}\right|^{2}=\|u\|^{2}$ and that the series $T u-u=\sum \xi_{j}\left(\psi_{j}-\varphi_{j}\right)$ converges absolutely by the Schwarz inequality:

$$
\begin{equation*}
\|T u-u\|^{2} \leqq\left(\sum\left|\xi_{j}\right|^{2}\right)\left(\sum\left\|\psi_{j}-\varphi_{j}\right\|^{2}\right)=r^{2}\|u\|^{2} \tag{2.43}
\end{equation*}
$$

On setting $\xi_{j}=\delta_{j k}$ in (2.42), we see that $T \varphi_{k}=\psi_{k}, k=1,2, \ldots$. Hence

$$
\begin{equation*}
\|T-1\|_{2}^{2}=\sum\left\|(T-1) \varphi_{j}\right\|^{2}=\sum\left\|\psi_{j}-\varphi_{j}\right\|^{2}=r^{2}<\infty, \tag{2.44}
\end{equation*}
$$

so that $A=T-1 \in \mathscr{B}_{2}(\mathrm{H})$ with $\|A\|_{2} \leqq r$. In particular $A$ is compact and so $T=1+A$ has an inverse $T^{-1} \in \mathscr{B}(\mathrm{H})$, for 0 is not an eigenvalue of $T$ (see Theorem III-6.26). In fact $T u=0$ implies $\Sigma \xi_{j} \psi_{j}=0$, and hence all $\xi_{j}=0$ by hypothesis, so that $u=0$.

Thus the range of $T$ is the whole space H , and (2.42) shows that any element $v=T u$ of H has an expansion $\Sigma \xi_{j} \psi_{j}$. The uniqueness of this expansion follows from the last assumption of the theorem.

It is easily seen that this assumption is satisfied if $r$ is sufficiently small; for example, $r<1$ is sufficient, as is seen from the above proof by noting that $T=1+A$ has a bounded inverse because $\|A\| \leqq\|A\|_{2} \leqq$

[^125]$\leqq r<1$ (Neumann series for $T^{-1}$ ). A somewhat weaker condition is given by

Theorem 2.21. Let $\left\{\varphi_{i}\right\}$ be a complete orthonormal family in H . Then a sequence $\left\{\psi_{j}\right\}$ of nonzero vectors of H is a basis if

$$
\begin{equation*}
\sum_{j=1}^{\infty}\left(\left\|\psi_{j}-\varphi_{j}\right\|^{2}-\frac{\mid\left(\psi_{j}-\varphi_{j},\left.\psi_{j}\right|^{2}\right.}{\left\|\psi_{j}\right\|^{2}}\right)<1 \tag{2.45}
\end{equation*}
$$

Proof. As is readily seen from the definition, $\left\{\psi_{j}\right\}$ is a basis if and only if $\left\{\varrho_{j} \psi_{j}\right\}$ is a basis, where the $\varrho_{j}$ are any nonzero complex numbers. Therefore, $\left\{\psi_{j}\right\}$ is a basis if we can choose the $\varrho_{j}$ in such a way that $\sum\left\|\varrho_{j} \psi_{j}-\varphi_{j}\right\|^{2}<1$ (see the above remark). Naturally the best choice of the $\varrho_{j}$ is obtained by minimizing each $\left\|\varrho_{j} \psi_{j}-\varphi_{j}\right\|$. If $P_{j}$ is the orthogonal projection on the one-dimensional subspace spanned by $\psi_{j}$, this minimum $r_{j}^{\prime}$ is given by $r_{j}^{\prime 2}=\left\|\left(1-P_{j}\right) \varphi_{j}\right\|^{2}=\|\left(1-P_{j}\right)\left(\varphi_{j}-\psi_{j} \|^{2}\right.$ $=\left\|\varphi_{j}-\psi_{j}\right\|^{2}-\left\|P_{j}\left(\varphi_{j}-\psi_{j}\right)\right\|^{2}=\left\|\varphi_{j}-\psi_{j}\right\|^{2}-\left|\left(\varphi_{j}-\psi_{j}, \psi_{j}\right)\right|^{2} /\left\|\psi_{j}\right\|^{2}$. (2.45) is exactly the condition that $\sum r_{j}^{\prime 2}<1$. Note that, under (2.45), the minimizing $\varrho_{j}$ are not zero because $r_{j}^{\prime}<1$.

Corollary 2.22. ${ }^{1}$ Each of the following conditions is sufficient for $\left\{\psi_{j}\right\}$ to be a basis, where we write $\left\|\psi_{j}-\varphi_{j}\right\|=r_{j}$.
i) $\sum r_{j}^{2}<1$.
ii) $\left\|\psi_{j}\right\|=1$ for all $j$ and $\sum r_{j}^{2}\left(1-\frac{1}{4} r_{j}^{2}\right)<1$.
iii) $\left(\psi_{j}, \varphi_{j}\right)=1$ for all $j$ and $\sum r_{j}^{2} /\left(1+r_{j}^{2}\right)<1$.

Proof. It is trivial that i) implies (2.45). To deal with the cases ii) and iii), we set $\chi_{j}=\psi_{j}-\varphi_{j}$; then, if $\left\|\psi_{j}\right\|=1,1=\left\|\varphi_{j}\right\|^{2}=\left\|\psi_{j}-\chi_{j}\right\|^{2}$ $=1-2 \operatorname{Re}\left(\chi_{j}, \psi_{j}\right)+\left\|\chi_{j}\right\|^{2}$, hence $\left|\left(\chi_{j}, \psi_{j}\right)\right| \geqq \operatorname{Re}\left(\chi_{j}, \psi_{j}\right)=\left\|\chi_{j}\right\|^{2 / 2}$ $=r_{j}^{2} / 2$ and ii) implies (2.45). If ( $\left.\psi_{j}, \varphi_{j}\right)=1$, then $\left(\chi_{j}, \varphi_{j}\right)=0$ so that $\left(\psi_{j}-\varphi_{j}, \psi_{j}\right)=\left(\chi_{j}, \varphi_{j}+\chi_{j}\right)=\left\|\chi_{j}\right\|^{2}=r_{j}^{2}$ and $\left\|\psi_{j}\right\|^{2}=\left\|\varphi_{j}+\chi_{j}\right\|^{2}=1+$ $+\left\|\chi_{j}\right\|^{2}=1+r_{j}^{2}$. Thus iii) implies (2.45).

Corollary 2.23. ${ }^{2}$ Let $\left\{\varphi_{j}\right\}$ be a complete orthonormal family and let $\left\{\psi_{j}\right\}$ be an orthonormal family. Then $\left\{\psi_{j}\right\}$ is complete if $\sum r_{j}^{2}\left(1-\frac{1}{4} r_{j}^{2}\right)<\infty$, where $r_{j}=\left\|\psi_{j}-\varphi_{j}\right\|$.

Proof. As in the proof of Corollary 2.22, the assumption implies that $\sum\left\|\varrho_{j} \psi_{j}-\varphi_{j}\right\|^{2}$ converges for a suitable sequence $\varrho_{j}$ of complex numbers. It may happen that some of the $\varrho_{j}$ are zero, but there are only a finite number of such $\varrho_{j}$ since $\left\|\varphi_{j}\right\|=1$. Hence we can replace these vanishing $\varrho_{j}$ by $\varrho_{j}=1$, say, with the series $\sum\left\|\varrho_{j} \psi_{j}-\varphi_{j}\right\|^{2}$ still converging with all $\varrho_{j} \neq 0$. Furthermore, $\sum \eta_{j} \varrho_{j} \psi_{j}=0$ implies $\eta_{j}=0$ since the $\psi_{j}$ are orthogonal and nonvanishing. Hence the $\varrho_{j} \psi_{j}$ form a basis of H by Theorem 2.20 and the same is true of the $\psi_{j}$.

[^126]
## § 3. Unbounded operators in Hilbert spaces

## 1. General remarks

Let $\mathrm{H}, \mathrm{H}^{\prime}$ be Hilbert spaces and let $T$ be an operator from H to $\mathrm{H}^{\prime}$. If $T$ is densely defined, the adjoint $T^{*}$ is defined and is an operator from $\mathrm{H}^{\prime}=\mathrm{H}^{*}$ to $\mathrm{H}=\mathrm{H}^{*}$. According to III-(5.9), the inverse graph $\mathrm{G}^{\prime}\left(-T^{*}\right)$ of $-T^{*}$ is the annihilator of the graph $\mathrm{G}(T)$ of $T$. But now the product space $\mathbf{H} \times \mathrm{H}^{\prime}$ in which $\mathbf{G}(T)$ and $\mathbf{G}\left(-T^{*}\right)$ lie is a Hilbert space, the inner product of two elements $\left\{u, u^{\prime}\right\}$ and $\left\{v, v^{\prime}\right\}$ being defined as equal to $(u, v)+\left(u^{\prime}, v^{\prime}\right)$ [which is compatible with our definition III(5.4) of the norm in $\left.\mathrm{H} \times \mathrm{H}^{\prime}\right]$. If $T$ is closed, $\mathrm{G}(T)$ and $\mathbf{G}^{\prime}\left(-T^{*}\right)$ are thus orthogonal complements to each other in $\mathrm{H} \times \mathrm{H}^{\prime}$.

In particular we have Theorem III-5.29: if $T$ is closable, then $T^{*}$ is closed, densely defined and $T^{* *}=\widetilde{T}$ (the closure of $T$ ). If in particular $T \in \mathscr{C}\left(\mathrm{H}, \mathrm{H}^{\prime}\right)$, then $T^{* *}=T$. Conversely $T$ is closable if $T^{*}$ is densely defined, for $T^{* *} \supset T$.

Let $T \in \mathscr{C}\left(H, H^{\prime}\right)$ be densely defined. Since the relationship between $T$ and $T^{*}$ is symmetric, we have (see Problem III-5.27)

$$
\begin{equation*}
\mathrm{N}\left(T^{*}\right)=\mathrm{R}(T)^{\perp}, \quad \mathrm{N}(T)=\mathrm{R}\left(T^{*}\right)^{\perp} . \tag{3.1}
\end{equation*}
$$

We note further that $\mathrm{R}\left(T^{*}\right)$ is closed if and only if $\mathrm{R}(T)$ is (Theorem IV-5.13) ; in this case we have

$$
\begin{equation*}
\mathrm{H}=\mathrm{N}(T) \oplus \mathrm{R}\left(T^{*}\right), \quad \mathrm{H}^{\prime}=\mathrm{N}\left(T^{*}\right) \oplus \mathrm{R}(T) . \tag{3.2}
\end{equation*}
$$

## 2. The numerical range

For operators in a Hilbert space H , the notion of numerical range (or field of values) is important in various applications.

Let $T$ be an operator in H . The numerical range $\Theta(T)$ of $T$ is the set of all complex numbers ( $T u, u$ ) where $u$ changes over all $u \in \mathrm{D}(T)$ with $\|u\|=1$. (We assume $\operatorname{dimH}>0$ ).

In general $\Theta(T)$ is neither open nor closed, even when $T$ is a closed operator. The following theorem of Hausdorff is important, but we omit the proof ${ }^{1}$.

Theorem 3.1. $\Theta(T)$ is a convex set.
Let us denote by $\Gamma$ the closure of $\Theta(T) ; \Gamma$ is a closed convex set. Let $\Delta$ be the complement of $\Gamma$ in the complex plane. In view of the convexity of $\Gamma$, a little geometric consideration leads to the following result: $\Delta$ is a connected open set except in the special case in which $\Gamma$ is a strip bounded by two parallel straight lines (the limiting case is included in which the two lines coincide). In this exceptional case, $\Delta$ consists of two components $\Delta_{1}, \Delta_{2}$ which are half-planes.

[^127]Theorem 3.2. Let $T \in \mathscr{C}(H)$, and let $\Gamma, \Delta, \Delta_{1}, \Delta_{2}$ be as above. For any $\zeta \in \Delta, T-\zeta$ has closed range, $\operatorname{nul}(T-\zeta)=0$, and $\operatorname{def}(T-\zeta)$ is constant for $\zeta \in \Delta$, except in the special case mentioned above, in which $\operatorname{def}(T-\zeta)$ is constant in each of $\Delta_{1}$ and $\Delta_{2}$. [This constant value (or pair of values) is called the deficiency index of T.] If $\operatorname{def}(T-\zeta)=0$ for $\zeta \in \Delta\left(\zeta \in \Delta_{1}\right.$ or $\left.\zeta \in \Delta_{2}\right)$ then $\Delta\left(\Delta_{1}\right.$ or $\left.\Delta_{2}\right)$ is a subset of $\mathrm{P}(T)$ and $\|R(\zeta, T)\| \leqq 1 / \operatorname{dist}(\zeta, \Gamma)$.

Proof. This theorem is a consequence of the first stability theorem for nullity and deficiency (see Theorem IV-5.17). First we note that $\mid(T u, u)-$ $-\zeta|=|((T-\zeta) u, u)| \leqq\|(T-\zeta) u\|$ for any $u \in \mathrm{D}(T)$ with $\|u\|=1$ and any complex number $\zeta$. If $\zeta \in \Delta$ so that dist $(\zeta, \Gamma)=\delta>0$, it follows that $\|(T-\zeta) u\| \geqq \delta$ for $\|u\|=1$ or

$$
\begin{equation*}
\|(T-\zeta) u\| \geqq \delta\|u\| \quad \text { for every } \quad u \in \mathrm{D}(T) \tag{3.3}
\end{equation*}
$$

This implies that $\operatorname{nul}(T-\zeta)=0$ and $\gamma(T-\zeta) \geqq \delta$ (see IV-§ 5.1 for the definition of $\gamma$ ), and hence that $\mathrm{R}(T-\zeta)$ is closed (Theorem IV-5.2). Now it follows from Theorem IV-5.17 that $\operatorname{def}(T-\zeta)=-\operatorname{ind}(T-\zeta)$ is constant in $\Delta$ if $\Delta$ is connected and in each $\Delta_{k}$ otherwise.

Corollary 3.3. If $T \in \mathscr{B}(\mathrm{H})$, then $\Sigma(T)$ is a subset of the closure of $\Theta(T)$.
Proof. $\Theta(T)$ and its closure $\Gamma$ are bounded since $|(T u, u)| \leqq\|T\|$ for $\|u\|=1$. Hence $\Delta$ is a connected open set containing the exterior of the circle $|\zeta|=\|T\|$. But this exterior belongs to $\mathrm{P}(T)$ so that $\operatorname{def}(T-\zeta)$ $=0$ there. Hence the same must be true for all $\zeta \in \Delta$ by Theorem 3.2. Since we have also nul $(T-\zeta)=0$ for $\zeta \in \Delta$, it follows that $\Delta \subset \mathrm{P}(T)$, which is equivalent to $\Gamma \supset \Sigma(T)$.

Theorem 3.4. If $T$ is densely defined and $\Theta(T)$ is not the rehole complex plane, then $T$ is closable (hence $T^{*}$ is also densely defined).

Proof. Since $\Theta(T)$ is a convex set not identical with the whole plane, $\Theta(T)$ is contained in a half-plane. Replacing $T$ by $\alpha T+\beta$ with some complex numbers $\alpha, \beta$, we may thus assume that $\Theta(T)$ is contained in the right half-plane. This implies that

$$
\begin{equation*}
\operatorname{Re}(T u, u) \geqq 0 \quad \text { for } \quad u \in \mathrm{D}(T) \tag{3.4}
\end{equation*}
$$

Suppose now that we have a sequence $u_{n} \in \mathrm{D}(T)$ such that $u_{n} \rightarrow 0$, $T u_{n} \rightarrow v$; it suffices to show that $v=0$.

For any $w \in \mathrm{D}(T)$, we have

$$
\begin{aligned}
& 0 \leqq \operatorname{Re}\left(T\left(u_{n}+w\right), u_{n}+w\right) \\
& =\operatorname{Re}\left[\left(T u_{n}, u_{n}\right)+\left(T u_{n}, w\right)+\left(T w, u_{n}\right)+(T w, w)\right] .
\end{aligned}
$$

This gives for $n \rightarrow \infty$

$$
0 \leqq \operatorname{Re}(v, w)+\operatorname{Re}(T w, w) .
$$

If we replace $w$ by $\alpha w, \alpha>0$, divide the resulting inequality by $\alpha$ and let $\alpha \rightarrow 0$, we obtain $0 \leqq \operatorname{Re}(v, w)$. Since $w \in \mathrm{D}(T)$ is arbitrary and $\mathrm{D}(T)$ is dense in $H . v$ must be zero.

Problem 3.5. What is the numerical range of the operator $T$ defined by the matrix $\left(\begin{array}{ll}\alpha & \beta \\ \gamma & \delta\end{array}\right)$ in $\mathrm{C}^{2}$ (two dimensional unitary space) ?

Problem 3.6. If $T \in \mathscr{C}(H)$, the essential spectrum of $T$ (see IV-§ 5.6) is a subset of the closure of $\Theta(T)$.

Problem 3.7. If $T$ is closable, then $\Theta(T)$ is dense in $\Theta(\tilde{T})$, and $\Theta(T)$ and $\Theta(\tilde{T})$ have the same closure.

## 3. Symmetric operators

An operator $T$ in a Hilbert space H is said to be symmetric if $T$ is densely defined and

$$
\begin{equation*}
T^{*} \supset T . \tag{3.5}
\end{equation*}
$$

$T$ is said to be selfadjoint if in addition

$$
\begin{equation*}
T^{*}=T \tag{3.6}
\end{equation*}
$$

If $\mathrm{D}(T)=\mathrm{H}$, (3.5) implies $T^{*}=T$. Thus the definition of a symmetric operator given here is in accordance with that given in $\S 2.1$ for bounded operators.

Problem 3.8. $T$ is symmetric if and only if it is densely defined and

$$
\begin{equation*}
(T u, v)=(u, T v) \quad \text { for every } \quad u, v \in \mathrm{D}(T) \tag{3.7}
\end{equation*}
$$

Problem 3.9. A densely defined operator $T$ is symmetric if and only if the numerical range $\Theta(T)$ is a subset of the real line.
(3.7) shows that $(T u, u)$ is real. If $(T u, u) \geqq 0$, the symmetric operator $T$ is said to be nonnegative (in symbol $T \geqq 0$ ). (3.5) shows that a symmetric operator is closable, for $T^{*}$ is closed. Since (3.5) implies $T^{* * *} \supset T^{* *}$ and since $T^{* *}$ is the closure of $T$, it follows that the closure of a symmetric operator is symmetric. A symmetric operator $T$ is said to be essentially selfadjoint if its closure $T^{* *}$ is selfadjoint.

Problem 3.10. If $T$ is symmetric, the following propositions are equivalent:
a) $T$ is essentially selfadjoint.
b) $T^{*}$ is symmetric.
c) $T^{*}$ is selfadjoint.
d) $T^{* *}$ is selfadjoint.

Problem 3.11. If $T$ is symmetric and invertible with dense range, then $T^{-1}$ is symmetric.

Problem 3.12. A closed symmetric operator is bounded if and only if it has domain $H$. [hint: The closed graph theorem.]

Example 3.13. Let ( $\tau_{j k}$ ) be a (Hermitian) symmetric matrix:

$$
\begin{equation*}
\overline{\tau_{j k}}=\tau_{k j}, \quad j, k=1,2,3, \ldots \tag{3.8}
\end{equation*}
$$

and assume that

$$
\begin{equation*}
\sum_{k}\left|\tau_{j k}\right|^{2}<\infty \quad \text { for each } j \tag{3.9}
\end{equation*}
$$

We shall show that we can associate with $\left(\tau_{j k}\right)$ a symmetric operator $T_{0}$ in $\mathbf{H}=\boldsymbol{l}^{2}$. Let D be the linear manifold of H spanned by the canonical basis $x_{n}=\left(\delta_{n n}\right) . \mathrm{D}$ is a
subset of the domain of the maximal operator $T$ defined as in Example III-2.3, for $T x_{n}=\left(\tau_{k n}\right)$ belongs to H by (3.8) and (3.9). We define $T_{0}$ as the restriction of $T$ with domain $D$. $T_{0}$ is symmetric since D is dense in H and (3.7) is satisfied for $T$ replaced by $T_{0}$ in virtue of (3.8).

In general $T_{0}$ is neither closed nor essentially selfadjoint, but it can be shown ${ }^{1}$ that $T_{0}^{*}=T$. Thus $T$ is symmetric only if $T_{0}$ is essentially selfadjoint, in which case $T$ is even selfadjoint (see Problem 3.10). It is in general a rather complicated task to decide whether or not this is true for a given matrix ( $\tau_{j k}$ ). A very special case in which this is true is that of a diagonal matrix: $\tau_{j k}=\lambda_{j} \delta_{j k}$ with real diagonal elements $\lambda_{j}$. The proof will be given later, but a direct proof is also simple.

Example 3.14. Let $\mathrm{H}=\mathrm{L}^{2}(a, b)$ for a finite or infinite interval $(a, b)$, and consider the differential operator $d \mid d x$. Let $T$ and $\dot{T}$ be the associated maximal and minimal operators in H (see Example III-2.7). It follows from Example III-5.31 that - $\dot{T}^{*}$ $=T \supset \dot{T}$, which implies that $i \dot{T}$ is symmetric. Similarly, it can be shown that $i T_{0}$ in the same example is symmetric [for finite ( $a, b$ )].
$i T$ is not symmetric for a finite interval $(a, b)$, for $-T^{*}=T_{0}$ is a proper restriction of $T$. If $(a, b)=(-\infty,+\infty)$, on the other hand, $i T=(i \dot{T})^{*}$ is not only symmetric but selfadjoint. To see this it suffices to show that $i T$ is symmetric (Problem 3.10). Let $u, v \in \mathrm{D}(T)$. Since $T u=u^{\prime}$ we have $(T u) \bar{v}+u \bar{T} v=(u \bar{v})^{\prime}$ and

$$
\begin{equation*}
\lim _{b^{\prime} \rightarrow \infty} u\left(b^{\prime}\right) \overline{v\left(b^{\prime}\right)}=u(0) \overline{v(0)}+\lim _{b^{\prime} \rightarrow \infty} \int_{0}^{b^{\prime}}((T u) \bar{v}+u \overline{T v}) d x \tag{3.10}
\end{equation*}
$$

exists; note that $u, v, T u, T v$ all belong to $\mathrm{H}=\mathrm{L}^{2}$. The limit (3.10) must be zero, for otherwise $u \bar{v}$ would not be integrable in spite of the fact that $u, v \in \mathbf{L}^{2}$. Similarly $u(x) \overline{v(x)} \rightarrow 0$ for $x \rightarrow-\infty$, so that

$$
\begin{equation*}
(T u, v)+(u, T v)=\lim _{b^{\prime} \rightarrow \infty} u\left(b^{\prime}\right) \overline{v\left(b^{\prime}\right)}-\lim _{a^{\prime} \rightarrow-\infty} u\left(a^{\prime}\right) \overline{v\left(a^{\prime}\right)}=0 . \tag{3.11}
\end{equation*}
$$

This shows that $i T$ is symmetric.
For a finite ( $a, b$ ), we have defined the operators $T_{1}, T_{2}, T_{3}$ which are restrictions of $T$ and extensions of $T_{0}$ (see Example III-2.7). Neither of $i T_{1}$ and $i T_{2}$ is symmetric, as is easily verified. $i T_{3}$ is symmetric if and only if the constant $k$ that appears in the boundary condition $u(b)=k u(a)$ is of absolute value one ( $k=e^{i \theta}$ with real $\theta$ ).

## 4. The spectra of symmetric operators

Let $T$ be a closed symmetric operator in H ; since every symmetric operator is closable, there is no essential restriction in assuming $T$ to be closed. An important property of $T$ is the equality

$$
\begin{equation*}
\|(T-\zeta) u\|^{2}=\|(T-\operatorname{Re} \zeta) u\|^{2}+(\operatorname{Im} \zeta)^{2}\|u\|^{2}, \quad u \in \mathrm{D}(T) . \tag{3.12}
\end{equation*}
$$

This is easily verified by noting that $T-\operatorname{Re} \zeta$ is symmetric as well as $T$. (3.12) gives the inequality

$$
\begin{equation*}
\|(T-\zeta) u\| \geqq|\operatorname{Im} \zeta|\|u\|, \quad u \in \mathrm{D}(T) \tag{3.13}
\end{equation*}
$$

This implies that $T-\zeta$ has a bounded inverse with bound not exceeding $|\operatorname{Im} \zeta|^{-1}$. Hence $\mathrm{R}(T-\zeta)$ is closed for nonreal $\zeta$. It follows from the first stability theorem of nullity and deficiency (Theorem IV-5.17) that $\operatorname{def}(T-\zeta)$ is constant in each of the half-planes $\operatorname{Im} \zeta \gtrless 0$. This is also a

[^128]direct consequence of Theorem 3.2; note that the numerical range $\Theta(T)$ of $T$ is a subset of the real axis and therefore $\Delta$ of Theorem 3.2 either is a connected set or consists of the two half-planes mentioned. The pair ( $m^{\prime}, m^{\prime \prime}$ ) of the constant values of $\operatorname{def}(T-\zeta)$ for $\operatorname{Im} \zeta \gtrless 0$ is called the deficiency index of the symmetric operator $T$. If $T$ is not closed, the deficiency index of $T$ is defined as equal to that of $\widetilde{T}$, the closure of $T$.

According to (3.1) (applied to $T-\zeta$ ), $T^{*}-\zeta=(T-\bar{\zeta})^{*}$ has range H and nullity $m^{\prime \prime}$ or $m^{\prime}$ according as $\operatorname{Im} \zeta \gtrless 0$.

If $m^{\prime}=0, \mathrm{R}(T-\zeta)$ for $\operatorname{Im} \zeta>0$ is H and $R(\zeta, T)=(T-\zeta)^{-1} \in \mathscr{B}(\mathrm{H})$ exists. In other words, the upper half-plane belongs to the resolvent set $\mathrm{P}(T)$. If $m^{\prime}>0$, no $\zeta$ in the upper half-plane belongs to $\mathrm{P}(T)$. Similar results hold for $m^{\prime \prime}$ and $\zeta$ with $\operatorname{Im} \zeta<0$. Thus there are the following alternatives:
i) $m^{\prime}=m^{\prime \prime}=0$. All nonreal numbers belong to $\mathrm{P}(T)$; the spectrum $\Sigma(T)$ is a subset of the real axis.
ii') $m^{\prime}=0, m^{\prime \prime}>0 . \mathrm{P}(T)$ is the open upper half-plane $\operatorname{Im} \zeta>0$ and $\Sigma(T)$ is the closed lower half-plane $\operatorname{Im} \zeta \leqq 0$.
ii') $m^{\prime}>0, m^{\prime \prime}=0$. "upper" and "lower" exchanged in ii').
iii) $m^{\prime}>0, m^{\prime \prime}>0 . \mathrm{P}(T)$ is empty and $\Sigma(T)$ is the whole plane.

Problem 3.15. The case i) occurs whenever $\mathrm{P}(T)$ contains at least one real number.

A closed symmetric operator is said to be maximal if at least one of $m^{\prime}$, $m^{\prime \prime}$ is zero [the case i ), $\mathrm{ii}^{\prime}$ ) or $\mathrm{ii}^{\prime \prime}$ )]. A maximal symmetric operator has no proper symmetric extension. To show this, we may assume that $m^{\prime}=0$. Let $T_{1}$ be a symmetric extension of $T ; T_{1}$ may be assumed to be closed (otherwise take the closure). For any $u \in \mathrm{D}\left(T_{1}\right)$, there is a $v \in \mathrm{D}(T)$ such that $(T-i) v=\left(T_{1}-i\right) u$ because $\mathrm{R}(T-i)=\mathrm{H}$. Since $T \subset T_{1}$, we may write $\left(T_{1}-i\right)(u-v)=0$. Since $T_{1}$ is symmetric, this gives $u-v=0$. This implies that $\mathrm{D}\left(T_{1}\right) \subset \mathrm{D}(T)$ and hence $T_{1}=T$.

If both $m^{\prime}$ and $m^{\prime \prime}$ are zero [case i)], $T$ is selfadjoint. We have namely
Theorem 3.16. A closed symmetric operator $T$ has deficiency index $(0,0)$ if and only if $T$ is selfadjoint. In this case the resolvent $R(\zeta, T)=(T-\zeta)^{-1}$ exists for $\operatorname{Im} \zeta \neq 0$ and

$$
\begin{equation*}
\|R(\zeta, T)\| \leqq|\operatorname{Im} \zeta|^{-1}, \quad\|(T-\operatorname{Re} \zeta) R(\zeta, T)\| \leqq 1 \tag{3.14}
\end{equation*}
$$

Proof. Assume that $T$ has deficiency index ( 0,0 ). Then both $T \pm i$ have range H , so that for each $u \in \mathrm{D}\left(T^{*}\right)$ there is a $v \in \mathrm{D}(T)$ such that $(T-i) v=\left(T^{*}-i\right) u$. Since $T \subset T^{*}$, this may be written $\left(T^{*}-i\right) \cdot$ $\cdot(u-v)=0$. But $T^{*}-i$ has nullity zero by $m^{\prime \prime}=0$, so that $u-v=0$. This shows that $\mathrm{D}\left(T^{*}\right) \subset \mathrm{D}(T)$ and hence $T^{*}=T$.

Conversely assume that $T^{*}=T$. Then $T^{*}$ is also symmetric and the nullities of $T^{*} \pm i$ must be zero. Since these nullities are the deficiencies of $T \mp i$, the deficiency index of $T$ is $(0,0)$.
(3.14) follows directly from (3.12).

Problem 3.17. In order that a symmetric operator $T$ be essentially selfadjoint, each of the following conditions is necessary and sufficient (cf. also Problem 3.10):
a) $T^{*}$ has no nonreal eigenvalue.
b) $\mathrm{R}(T-\zeta)$ is dense in H for every nonreal $\zeta$.
c) $\mathrm{R}(T-\zeta)$ is dense in H for some $\zeta=\zeta^{\prime}$ with $\operatorname{Im} \zeta^{\prime}>0$ and also for some $\zeta=\zeta^{\prime \prime}$ with $\operatorname{Im} \zeta^{\prime \prime}<0$.

Problem 3.18. If $T$ is selfadjoint and invertible, $T^{-1}$ is also selfadjoint. [hint: Use, for example, Problem 3.11 and Theorem III-6.15. Note that $T^{-1}$ is densely defined since $u \in \mathrm{R}(T) \perp$ implies that $T u=T^{*} u=0, u=0$.]

Problem 3.19. If $T$ is a closed symmetric operator with finite deficiency index, then $T^{*}$ is a finite extension of $T$ (see III-§ 2.1).

Problem 3.20. Let $T, S$ be closed symmetric operators and let $S$ be a finite extension of $T$ of order $r$. If $T$ has deficiency index ( $m^{\prime}, m^{\prime \prime}$ ), then $S$ has deficiency index ( $m^{\prime}-r, m^{\prime \prime}-r$ ).

Example 3.21. Let us determine the deficiency index of the closed symmetric operator $i T_{0}$ of Example 3.14. Since ( $\left.i T_{0}\right)^{*}=i T$, it suffices to solve the equations $i T u= \pm i u$, that is, $u^{\prime}= \pm u$. The solutions of these differential equations are $u(x)=c e^{ \pm x}$ ( $c$ is a constant). If $(a, b)$ is finite, these solutions belong to $\mathrm{D}(T)$ for any $c$ and satisfy $i T u= \pm i u$. Thus both $i T \mp i$ have nullity one; the deficiency index of $i T_{0}$ is $(1,1)$.

If $(a, b)=(-\infty,+\infty)$, the above solutions do not belong to H unless $c=0$. Thus the nullity of $i T \pm i$ is zero and the deficiency index of $i \dot{T}$ is $(0,0)^{1}$. This is in conformity with the result stated in Example 3.14 that $i T=(i \dot{T})^{*}$ is in this case selfadjoint.

Next consider the case of a semi-infinite interval $(a, b)$, say $a=0, b=\infty$. Then the function $e^{-x}$ belongs to $\mathbf{D}(T)$ but $e^{x}$ does not. Thus the nullity of $i T-i$ is zero whereas that of $i T+i$ is one, and the deficiency index of $i \dot{T}$ is ( 1,0 ). The closure of $i \dot{T}$ is maximal symmetric but not selfadjoint and has no selfadjoint extension. (Actually $\tilde{\tilde{T}}=T_{1}$.)

Finally consider the symmetric operator $i T_{3} \subset i T$ for a finite $(a, b)$, with the boundary condition $u(b)=e^{i \theta} u(a)$. Since $i T_{3}$ is symmetric and a direct extension of $i T_{0}$ and since $i T_{0}$ has deficiency index (1, 1), $i T_{3}$ has deficiency index ( 0,0 ) and is therefore selfadjoint.

Problem 3.22. Let $H=L^{2}(\mathrm{E})$ and let $T$ be the maximal multiplication operator by a real-valued measurable function $\dot{f}(x)$ (see Example III-2.2). T is selfadjoint.

## 5. The resolvents and spectra of selfadjoint operators

Let $T$ be a selfadjoint operator in H . Its spectrum $\Sigma(T)$ is a subset of the real axis, and the resolvent $R(\zeta)=R(\zeta, T)=(T-\zeta)^{-1}$ is defined at least for all nonreal $\zeta$. We have from III-(6.50)

$$
\begin{equation*}
R(\zeta)^{*}=R(\bar{\zeta}) \tag{3.15}
\end{equation*}
$$

It follows that $R(\zeta)$ is normal, for the $R(\zeta)$ for different $\zeta$ commute with each other.

In particular, we have $\|R(\zeta)\|=\operatorname{spr} R(\zeta)$ by (2.4) and hence by Problem III-6.16

$$
\begin{equation*}
\|R(\zeta)\|=1 / \operatorname{dist}(\zeta, \Sigma(T)) \leqq|\operatorname{Im} \zeta|^{-1} \tag{3.16}
\end{equation*}
$$

${ }^{1}$ Note that $i \dot{T}$ is not closed.

In the same way we have

$$
\begin{equation*}
\|T R(\zeta)\|=\sup _{\lambda \in \Sigma(T)}|\lambda||\lambda-\zeta|^{-1}, \tag{3.17}
\end{equation*}
$$

for $T R(\zeta)=1+\zeta R(\zeta)$ so that $\|T R(\zeta)\|=\operatorname{spr}(1+\zeta R(\zeta))=\sup \mid 1+$ $+\zeta(\lambda-\zeta)^{-1}|=\sup | \lambda(\lambda-\zeta)^{-1} \mid \cdot[$ Note that the spectrum of $1+\zeta R(\zeta)$ is the image of $\Sigma(T)$ under the map $\lambda \rightarrow 1+\zeta(\lambda-\zeta)^{-1}$.]

If a real number $\alpha$ belongs to the resolvent set $\mathrm{P}(T), \mathrm{P}(T)$ contains a neighborhood of $\alpha$; we say then that $\Sigma(T)$ has a gap at $\alpha$. Note that $\mathrm{P}(T)$ is a connected set if $\Sigma(T)$ has at least one gap.

Suppose that $\Sigma(T)$ has gaps at $\alpha$ and $\beta, \alpha<\beta$. Let $\Gamma$ be a closed curve passing through $\alpha, \beta$ and enclosing the part of $\Sigma(T)$ between $\alpha$ and $\beta$. Further we assume that $\Gamma$ is symmetric with respect to the real axis [for example we may take as $\Gamma$ a circle with the segment $(\alpha, \beta)$ as a diameter]. Then $\Sigma(T)$ is separated by $\Gamma$ into two parts, one $\Sigma^{\prime}$ being in the interval $(\alpha, \beta)$ and the other $\Sigma^{\prime \prime}$ outside this interval. Let

$$
\begin{equation*}
H=M^{\prime} \oplus M^{\prime \prime} \tag{3.18}
\end{equation*}
$$

be the associated decomposition of H (see III-§ 6.4). Here $\mathrm{M}^{\prime}, \mathrm{M}^{\prime \prime}$ are orthogonal complements to each other, for the projection $P$ on $\mathrm{M}^{\prime}$ along $\mathrm{M}^{\prime \prime}$ is orthogonal:

$$
\begin{equation*}
P^{*}=P, \tag{3.19}
\end{equation*}
$$

as is seen from the expressions for $P$ and $P^{*}$ given by III-(6.52), which coincide in virtue of $T^{*}=T$ and the symmetry of $\Gamma$ with respect to the real axis.

If $\Sigma(T)$ has an isolated point $\lambda$ (which is necessarily real), we have the Laurent expansion III-(6.32) for $R(\zeta)=R(\zeta, T)$. Here not only $P$ but $D$ and $S$ are also symmetric (and bounded). $D^{*}=D$ follows from III-(6.28) and $S^{*}=S$ from III-(6.31). But $D$ as a symmetric quasinilpotent operator must be zero (see Problem 2.4). Hence $(T-\lambda) P=0$ and $\lambda$ is an eigenvalue of $T$ with the associated eigenspace $\mathrm{M}^{\prime}=P \mathrm{H}$. Note that, in this case, $M^{\prime}$ is the geometric as well as the algebraic eigenspace. We have further

$$
\begin{equation*}
\|S\|=1 / d \quad \text { with } \quad d=\operatorname{dist}\left(\lambda, \Sigma^{\prime \prime}\right) \tag{3.20}
\end{equation*}
$$

where $\Sigma^{\prime \prime}$ is the spectrum of $T$ with the single point $\lambda$ excluded. We shall call $d$ the isolation distance of the eigenvalue $\lambda$. (3.20) can be proved as in (3.16), noting that $S$ may be regarded as the value at $\lambda$ of the resolvent of the part $T_{\mathcal{M}^{\prime \prime}}$ of $T$, of which the spectrum is exactly $\Sigma^{\prime \prime}$ [see III-(6.31)] and that $\mathrm{M}^{\prime} \perp \mathrm{M}^{\prime \prime}$.

Similar results hold when there are several isolated points $\lambda_{1}, \ldots, \lambda_{s}$ of $\Sigma(T)$. We have [see III-(6.35)]

$$
\begin{equation*}
R(\zeta)=-\sum_{h=1}^{s} \frac{P_{h}}{\zeta-\lambda_{h}}+R_{0}(\zeta), \tag{3.21}
\end{equation*}
$$

where the $P_{h}$ have the properties

$$
\begin{equation*}
P_{h}^{*}=P_{h}, \quad P_{h} P_{k}=\delta_{h k} P_{h}, \tag{3.22}
\end{equation*}
$$

and where $R_{0}(\zeta)$ is holomorphic at $\zeta=\lambda_{h}, h=1, \ldots, s$. Again the $\lambda_{h}$ are eigenvalues of $T$ with the associated eigenspaces $\mathrm{M}_{h}=P_{h} \mathrm{H}$, which are orthogonal to one another.

## 6. Second-order ordinary differential operators

Consider the formal differential operator

$$
\begin{equation*}
L_{u}=-\frac{d}{d x} p(x) \frac{d u}{d x}+q(x) u, \quad a<x<b \tag{3.23}
\end{equation*}
$$

where $p(x)$ is positive and continuously differentiable and $q(x)$ is real and continuous, both in the open interval $(a, b) . L$ is formally selfadjoint: $M=L$ where $M$ is the formal adjoint to $L$ defined by III-(2.27). Thus we have

$$
\begin{equation*}
\int_{a^{\prime}}^{b^{\prime}}((L u) v-u L v) d x=\left[p u v^{\prime}-p u^{\prime} v\right]_{a^{\prime}}^{b^{\prime}}, \quad a<a^{\prime}<b^{\prime}<b . \tag{3.24}
\end{equation*}
$$

Let us consider the linear operators $T, \dot{T}$, etc. constructed from $L$ in III-§ 2.3, choosing now $\mathrm{X}=\mathrm{H}=\mathrm{L}^{2}(a, b)$ (see also Example III-5.32). We have $\dot{T}^{*}=T>\dot{T}^{*}$ by III-(5.14), so that the minimal operator $\dot{T}$ is symmetric. $\dot{T}$ is essentially selfadjoint if and only if the maximal operator $T$ is symmetric (see Problem 3.10). Whether or not this is true depends on the properties of the coefficients $p(x), q(x)$.

It is certainly not true if $(a, b)$ is finite and $p(x), q(x)$ are continuous on the closed interval $[a, b]$ with $p>0$ (the regular case). In this case $T$ is not symmetric; the closure of $\dot{T}$ is exactly the operator $T_{0}$ with the boundary condition $u(a)$ $=u^{\prime}(a)=u(b)=u^{\prime}(b)=0$ and $T_{0}$ has deficiency index (2,2). This is obvious since $T_{0}^{*}=T$ and the equation $(T \pm i) u=0$ has two linearly independent solutions (belonging to H ). There are infinitely many selfadjoint operators $H$ such that $T_{0} \subset H \subset T$. Without trying to determine all such $H^{1}$, we note only that the $T_{1}$, $T_{2}$ and $T_{3}$ of III- $\S 2.3$ are examples of $H$; this follows immediately from the last results of Example III-5.32 in view of $S=T$.

As a typical case of a singular differential operator, let us now consider the case with $(a, b)=(-\infty,+\infty)$. We shall show that $\dot{T}$ is essentially selfadjoint (and $T$ is selfadjoint) if $p(x)>0$ is bounded and $q(x)$ is bounded from. below on $(-\infty,+\infty)$. To this end we may assume without loss of generality that $q(x) \geqq 1$, for the addition of a real scalar to $T$ does not affect its selfadjointness. Then

$$
\begin{equation*}
(\dot{T} u, u)=\int_{-\infty}^{\infty}\left(p\left|u^{\prime}\right|^{2}+q|u|^{2}\right) d x \geqq\|u\|^{2}, \quad u \in \mathrm{D}(\dot{T}) \tag{3.25}
\end{equation*}
$$

so that the numerical range $\Theta(\dot{T})$ of $\dot{T}$ lies to the right of $\zeta=1$, and the same is true of $\Theta(\widetilde{\dot{T}})$ (see Problem 3.7). It follows that the exterior of $\Theta(\widetilde{\dot{T}})$ is a connected open set containing the origin. To show that $\tilde{\tilde{T}}$ is selfadjoint, it is therefore sufficient to show that $\mathrm{R}(\tilde{\tilde{T}})$ has deficiency 0 or, equivalently, that $T=\dot{T}^{*}$ has nullity zero (see par. 3 and 4).

Suppose now that $T u=0$. Take any smooth real-valued function $w(x)$ that vanishes outside of a finite interval. Then $v=w u$ belongs to $\mathrm{D}(\tilde{\tilde{T}})$ (see Problem III-5.33), and a direct calculation gives

$$
\tilde{\dot{T}} v=L v=w L u-\left(p w^{\prime}\right)^{\prime} u-2 p w^{\prime} u^{\prime} .
$$

${ }^{1}$ For a complete determination of the $H$ see Stone 【1】.

Since $L u=T u=0$, it follows that

$$
\begin{align*}
& (\tilde{T} v, v)=-\int_{-\infty}^{\infty}\left(p w^{\prime}\right)^{\prime} w|u|^{2} d x-2 \int_{-\infty}^{\infty} p w^{\prime} w u^{\prime} \bar{u} d x  \tag{3.26}\\
& \quad=\int_{-\infty}^{\infty} p w^{\prime 2}|u|^{2} d x+\int_{-\infty}^{\infty} p w^{\prime} w\left(u \overline{u^{\prime}}-u^{\prime} \bar{u}\right) d x
\end{align*}
$$

(integration by parts). Since ( $\tilde{\dot{I}} v, v$ ) is real while the first term on the right of (3.26) is real and the second pure imaginary, this last term must vanish. Since ( $\widetilde{\tilde{T}} v, v$ ) $\geqq$ $\geqq\|v\|^{2}$, we thus obtain

$$
\begin{equation*}
\int_{-\infty}^{\infty} w^{2}|u|^{2} d x=\|v\|^{2} \leqq \int_{-\infty}^{\infty} p w^{\prime 2}|u|^{2} d x \leqq c \int_{-\infty}^{\infty} w^{\prime 2}|u|^{2} d x \tag{3.27}
\end{equation*}
$$

where $p(x) \leqq c$ by assumption.
It is easy to deduce from (3.27) that $u=0$. To this end let $w(x)$ be equal to one for $|x| \leqq r$ with $\left|w^{\prime}\right| \leqq s$ everywhere. Then (3.27) gives

$$
\begin{equation*}
\int_{-r}^{r}|u|^{2} d x \leqq \int_{-\infty}^{\infty} w^{2}|u|^{2} d x \leqq c \int_{-\infty}^{\infty} w^{\prime 2}|u|^{2} d x \leqq c s^{2} \int_{|x| \geqq r}|u|^{2} d x . \tag{3.28}
\end{equation*}
$$

It is possible to choose $r$ as large as we please while $s$ is fixed. On letting $r \rightarrow \infty$ for a fixed $s$, we obtain $\int_{-\infty}^{\infty}|u|^{2} d x=0$ since it is known that $u \in L^{2}$. This gives the desired result $u=0$.

Problem 3.23. The assumption made above that $p(x)$ is bounded can be replaced by the weaker one that the integrals of $p(x)^{-1 / 2}$ on the intervals $(-\infty, 0)$ and $(0, \infty)$ both diverge.

Finally let us consider the case $(a, b)=(0, \infty)$ and assume that $p(x)$ is positive and bounded and $q(x)$ is bounded from below on $[0, \infty)^{1}$. An argument similar to that given above shows that $\widetilde{\dot{T}}$ has deficiency index (1,1). A typical selfadjoint extension $T_{1}$ of $\tilde{\dot{T}}$ is obtained by restricting $T$ with the boundary condition $u(0)=0$. Again the assumption that $p(x)$ be bounded may be weakened to $\int_{0}^{\infty} p(x)^{-1 / 2} d x=\infty$. Details may be left to the reader.

## 7. The operators $T^{*} T$

The following theorem due to von Neumann is of fundamental importance.

Theorem 3.24. Let $\mathrm{H}, \mathrm{H}^{\prime}$ be Hilbert spaces. Let $T \in \mathscr{C}\left(\mathrm{H}, \mathrm{H}^{\prime}\right)$ be densely defined. Then $T^{*} T$ is a selfadjoint operator in H , and $\mathrm{D}\left(T^{*} T\right)$ is a core of $T$.

Proof. As noted in par. 1, the graphs $\mathbf{G}(T)$ and $\mathbf{G}^{\prime}\left(-T^{*}\right)$ are complementary subspaces of the Hilbert space $\mathrm{H} \times \mathrm{H}^{\prime}$. This implies that any vector $\left\{u, u^{\prime}\right\}$ of $\mathrm{H} \times \mathrm{H}^{\prime}$ can be expressed in the form $\{v, T v\}+\left\{-T^{*} v^{\prime}, v^{\prime}\right\}$ with some $v \in \mathrm{D}(T)$ and $v^{\prime} \in \mathrm{D}\left(T^{*}\right)$. If in particular $u^{\prime}=0$, we have $u=v-T^{*} v^{\prime}$ and $0=T v+v^{\prime}$. Hence $T v=-v^{\prime} \in \mathrm{D}\left(T^{*}\right)$ and $u=\left(1+T^{*} T\right) v$. Since $u \in \mathrm{H}$ was arbitrary, it follows that $S=1+T^{*} T$ has range H . But it is easily seen that $S^{-1}$ is symmetric and $\left\|S^{-1}\right\| \leqq 1$.

[^129]Thus $S^{-1}$ is symmetric and belongs to $\mathscr{B}(\mathrm{H})$ so that it is selfadjoint. Hence $S$ and $T^{*} T$ are also selfadjoint (see Problem 3.18). Note that this implies that $T^{*} T$ is densely defined, which is by no means obvious.

To prove that $\mathrm{D}=\mathrm{D}\left(T^{*} T\right)$ is a core of $T$, it suffices to show that the set of all elements $\{v, T v\}$ with $v \in \mathrm{D}$ is dense in $\mathrm{G}(T)$ (see III-§ 5.3). Thus we need only to show that an element $\{u, T u\}$ with $u \in \mathrm{D}(T)$ orthogonal to all $\{v, T v\}$ with $v \in \mathrm{D}$ must be zero. But this orthogonality implies that $0=(u, v)+(T u, T v)=\left(u,\left(1+T^{*} T\right) v\right)=(u, S v)$. Since $S v$ fills the whole space H when $v$ varies over D , this gives $u=0$ as required.

Example 3.25. Consider the operators $T, T_{0}$, etc. of Example 3.14 for a finite interval ( $a, b$ ). We know that $T_{0}^{*}=-T, T_{1}^{*}=-T_{2}, T_{2}^{*}=-T_{1}, T^{*}=-T_{0}$ (see also Example III-5.31). Thus we have $T^{*} T=-T_{0} T$; it is the differential operator $-d^{2} / d x^{2}$ with the boundary condition $T u \in \mathrm{D}\left(T_{0}\right)$, that is, $u^{\prime}(a)=u^{\prime}(b)$ $=0$. (This is identical with the $T_{2}$ of III- $\S 2.3$ in the special case $p_{0}=-1, p_{1}=p_{2}$ $=0, h_{a}=h_{b}=0$.) Next we have $T_{0}^{*} T_{0}=-T T_{0}$; this is the same differential operator $-d^{2} / d x^{2}$ with the boundary condition $u(a)=u(b)=0$ (and coincides with the $T_{1}$ of the same example). Again, $T_{1}^{*} T_{1}=-T_{2} T_{1}$ is the same differential operator with the boundary condition $u(a)=u^{\prime}(b)=0$, and $T_{2}^{*} T_{2}=-T_{1} T_{2}$ is obtained from it by exchanging $a$ and $b$. That these differential operators are all selfadjoint is a direct consequence of Theorem 3.24.

Example 3.26. A construction similar to the above one applied to the secondorder differential operators of III- $\S 2.3$ for $\mathrm{X}=\mathrm{H}=\mathrm{L}^{2}$ will give rise to various differential operators of fourth order which are selfadjoint.

## 8. Normal operators

Selfadjoint operators are special cases of normal operators. The definition of a not necessarily bounded normal operator $T$ in a Hilbert space $H$ is formally the same as that of a normal operator of $\mathscr{B}(\mathrm{H})$ : $T$ is normal if $T$ is closed, densely defined and

$$
\begin{equation*}
T^{*} T=T T^{*} \tag{3.29}
\end{equation*}
$$

note that both $T^{*} T$ and $T T^{*}$ are selfadjoint (preceding paragraph). The implication of (3.29) is rather complicated, however, on account of the domain relations involved.
(3.29) implies that $\|T u\|=\left\|T^{*} u\right\|$ for $u \in \mathrm{D} \equiv \mathrm{D}\left(T^{*} T\right)=\mathrm{D}\left(T T^{*}\right)$. Since D is a core for both $T$ and $T^{*}$, it follows that $\mathrm{D}(T)=\mathrm{D}\left(T^{*}\right) \equiv$ $\equiv \mathrm{D}_{1}(\supset \mathrm{D})$ and $\|T u\|=\left\|T^{*} u\right\|$ for any $u \in \mathrm{D}_{1}$.

For any complex numbers $\zeta$, $\zeta^{\prime}$, we have then $\mathrm{D}\left[\left(T^{*}-\zeta^{\prime}\right)(T-\zeta)\right]$ $=\mathrm{D}$. In fact, $u \in \mathrm{D}\left[\left(T^{*}-\zeta^{\prime}\right)(T-\zeta)\right]$ implies $u \in \mathrm{D}_{1}$ and $T u-\zeta u \in \mathrm{D}_{1}$, hence $T u \in \mathrm{D}_{1}$, hence $u \in \mathrm{D}$. The opposite implication is obvious. Since $\mathrm{D}\left[(T-\zeta)\left(T^{*}-\zeta^{\prime}\right)\right]=\mathrm{D}$ similarly, we see from (3.29) that $\left(T^{*}\right.$ -$\left.-\zeta^{\prime}\right)(T-\zeta)=(T-\zeta)\left(T^{*}-\zeta^{\prime}\right)$. If in particular $\zeta \in \mathrm{P}(T)$ and $\zeta^{\prime} \in$ $\in \mathrm{P}\left(T^{*}\right)$, it follows that [we write $R(\zeta)=R(\zeta, T), R^{*}(\zeta)=R\left(\zeta, T^{*}\right)$ ]

$$
\begin{equation*}
R^{*}\left(\zeta^{\prime}\right) R(\zeta)=R(\zeta) R^{*}\left(\zeta^{\prime}\right) . \tag{3.30}
\end{equation*}
$$

(3.30) means simply that the resolvents $R(\zeta)$ and $R^{*}\left(\zeta^{\prime}\right)$ commute. Since $R^{*}\left(\zeta^{\prime}\right)=R\left(\zeta^{\prime}\right)^{*}$ by III-(6.50), it follows that $R(\zeta)$ is also normal. As in (3.16) and (3.17), we have

$$
\begin{align*}
& \|R(\zeta, T)\|=1 / \operatorname{dist}(\zeta, \Sigma(T))=\sup _{\lambda \in \Sigma(T)}|\zeta-\lambda|^{-1}  \tag{3.31}\\
& \|T R(\zeta, T)\|=\sup _{\lambda \in \Sigma(T)}\left|\lambda(\zeta-\lambda)^{-1}\right| .
\end{align*}
$$

Suppose now that the spectrum $\Sigma(T)$ of a normal operator $T$ is separated into two parts $\Sigma^{\prime}, \Sigma^{\prime \prime}$. The projection $P$ associated with this decomposition and its adjoint $P^{*}$ are again given by III-(6.52). It follows from (3.30) that $P$ and $P^{*}$ commute so that $P$ is normal. As in the finite-dimensional case, this implies that $P$ is an orthogonal projection [see Problem I-6.30]. If $\Sigma^{\prime}$ consists of a single point, the associated quasi-nilpotent operator $D$ is similarly seen to be normal, which implies that $D=0$ (see Problem 2.4). Thus we are led to the same expression (3.21) for $R(\zeta)$ as for a selfadjoint operator $T$ whenever $\Sigma(T)$ contains isolated eigenvalues $\lambda_{1}, \ldots, \lambda_{s}$, with the only difference that the eigenvalues $\lambda_{h}$ need not be real.

Problem 3.27. If $T$ is normal, $T$ and $T^{*}$ have the same null space.
Let $T$ be a normal operator with compact resolvent (see III-§ 6.8). Application of (2.19) to the resolvent $R(\zeta)=R(\zeta, T)$ leads to the formula $R(\zeta)=\sum_{h=1}^{\infty} \mu_{h} P_{h}$, where the $\mu_{h}$ are the eigenvalues of $R(\zeta)$ and $\mu_{h} \rightarrow 0$, $h \rightarrow \infty$, and where the $P_{h}$ are the associated eigenprojections. The orthogonal family $\left\{P_{h}\right\}$ is complete since $R(\zeta)$ has the null space 0 (see Theorem 2.10). But $R(\zeta)$ and $T$ have the same set of eigenprojections, and the eigenvalues $\lambda_{h}$ of $T$ are related to the $\mu_{h}$ by $\mu_{h}=\left(\lambda_{h}-\zeta\right)^{-1}$. Thus we have

$$
\begin{gather*}
R(\zeta)=\sum_{h=1}^{\infty} \frac{1}{\lambda_{h}-\zeta} P_{h}, \quad \lambda_{h} \rightarrow \infty, \quad h \rightarrow \infty,  \tag{3.32}\\
\sum_{h=1}^{\infty} P_{h}=1 \quad \text { (strong convergence) } . \tag{3.33}
\end{gather*}
$$

Example 3.28. (3.32) is true for all selfadjoint restrictions of the $i T$ of Example 3.21. The same is true of all selfadjoint restrictions of the $T$ of par. 6 in the regular case (see Example III-6.31). All these operators have discrete spectra consisting of real eigenvalues with finite multiplicities (which do not exceed the order $m$ of the differential operator in question, since a differential equation of order $m$ has at most $m$ linearly independent solutions).

## 9. Reduction of symmetric operators

Suppose that a symmetric operator $T$ is decomposed according to the decomposition $\mathrm{H}=\mathrm{M} \oplus \mathrm{M}^{\perp}$ of H into the direct sum of mutually orthogonal subspaces $M$ and $M^{\perp}$. According to III-(5.24), this is the case
if and only if $T$ commutes with the orthogonal projection $P$ on M :

$$
\begin{equation*}
P T \subset T P . \tag{3.34}
\end{equation*}
$$

In this case we say simply that $T$ is reduced by $M$. Since $1-P$ is the projection on $\mathrm{M}^{\perp}, T$ is reduced by M if and only if it is reduced by $\mathrm{M}^{\perp}$.

A symmetric operator $T$ is reduced by $M$ if and only if $u \in \mathrm{D}(T)$ implies $P u \in \mathrm{D}(T)$ and $T P u \in M$. The "only if" part of this theorem is obvious from (3.34), so it suffices to prove the "if" part. The assumption implies that $T P u=P T P u$ for every $u \in \mathrm{D}(T)$. Hence $(u, P T P v)=(P T P u, v)$ $=(T P u, v)=(u, P T v)$ for all $u, v \in \mathrm{D}(T)$, which gives $P T P v=P T v$. Thus $T P u=P T P u=P T u$ for $u \in \mathrm{D}(T)$, which is equivalent to (3.34).

Problem 3.29. Let $H=M_{1} \oplus M_{2} \oplus \cdots \oplus M_{8}$ be a decomposition of $H$ into the direct sum of mutually orthogonal subspaces. If a symmetric operator $T$ is reduced by each $M_{1}$, then $T$ is decomposed according to the above decomposition of H in the sense of III-§ 5.6.

## 10. Semibounded and accretive operators

A symmetric operator $T$ is said to be bounded from below if its numerical range (which is a subset of the real axis) is bounded from below, that is, if

$$
\begin{equation*}
(T u, u) \geqq \gamma(u, u), \quad u \in \mathrm{D}(T) . \tag{3.35}
\end{equation*}
$$

In this case we simply write $T \geqq \gamma$. The largest number $\gamma$ with this property is the lower bound of $T$. Similarly one defines the notions of boundedness from above and the upper bound. A symmetric operator bounded either from below or from above is said to be semibounded.

If $T$ is bounded both from below and from above, then $T$ is bounded, with the bound equal to the larger one of the absolute values of the lower and upper bounds. The proof is the same as in the finite-dimensional case [I-(6.33)]. In this case $T \in \mathscr{B}(\mathrm{H})$ if $T$ is closed.

If $T$ is selfadjoint, $T$ is bounded from below (with lower bound $\gamma_{T}$ ) if and only if $\Sigma(T)$ is bounded from below (with lower bound $\gamma_{\Sigma}$ ). In fact, suppose that $T$ is bounded from below. Then the open set $\Delta$ complementary to the closure of $\Theta(T)$ is connected, including real numbers $\zeta$ such that $\zeta<\gamma_{T}$, and is contained in the resolvent set $\mathrm{P}(T)$ (see Theorem 3.2). Thus $\Sigma(T)$ is bounded below with lower bound $\gamma_{\Sigma} \geqq \gamma_{T}$. Conversely suppose that $\Sigma(T)$ is bounded below with lower bound $\gamma_{\Sigma}$. Set $T^{\prime}=T-\gamma_{\Sigma}$. $T^{\prime}$ has its spectrum on the nonnegative real axis, and for any $\alpha>0$ we have $\left\|\left(T^{\prime}+\alpha\right)^{-1}\right\|=\alpha^{-1}$ by (3.16). For any $u \in \mathrm{D}(T)$, we have therefore $\|u\| \leqq \alpha^{-1}\left\|\left(T^{\prime}+\alpha\right) u\right\|$ and so

$$
\begin{equation*}
\|u\|^{2} \leqq \alpha^{-2}\left\|T^{\prime} u\right\|^{2}+2 \alpha^{-1}\left(T^{\prime} u, u\right)+\|u\|^{2} \tag{3.36}
\end{equation*}
$$

or $0 \leqq \alpha^{-1}\left\|T^{\prime} u\right\|^{2}+2\left(T^{\prime} u, u\right)$. On letting $\alpha \rightarrow \infty$ we have $\left(T^{\prime} u, u\right) \geqq 0$, that is, $T^{\prime} \geqq 0, T \geqq \gamma_{\Sigma}$. Thus $T$ is bounded from below with $\gamma_{T} \geqq \gamma_{\Sigma}$.

An operator $T$ in H is said to be accretive ${ }^{1}$ if the numerical range $\Theta(T)$ is a subset of the right half-plane, that is, if

$$
\begin{equation*}
\operatorname{Re}(T u, u) \geqq 0 \text { for all } u \in \mathrm{D}(T) . \tag{3.37}
\end{equation*}
$$

If $T$ is closed, it follows from par. 2 that $\operatorname{def}(T-\zeta)=\mu=$ constant for $\operatorname{Re} \zeta<0$. If $\mu=0$, the left open half-plane is contained in the resolvent set $\mathrm{P}(T)$ with

$$
\left.\begin{array}{l}
(T+\lambda)^{-1} \in \mathscr{B}(H), \\
\left\|(T+\lambda)^{-1}\right\| \leqq(\operatorname{Re} \lambda)^{-1}
\end{array}\right\} \text { for } \operatorname{Re} \lambda>0 .
$$

An operator $T$ satisfying (3.38) will be said to be $m$-accretive ${ }^{2}$.
An m-accretive operator $T$ is maximal accretive, in the sense that $T$ is accretive and has no proper accretive extension. In fact, the argument used above gives (3.36) with $T^{\prime}$ replaced by $T$ and $\left(T^{\prime} u, u\right)$ by $\operatorname{Re}(T u, u)$ and leads to the result $\operatorname{Re}(T u, u) \geqq 0$. Thus $T$ is accretive. Suppose that $T_{1}$ is an accretive extension of $T$. Then $\left(T_{1}+\lambda\right)^{-1}$ exists and is an extension of $(T+\lambda)^{-1}$ for $\operatorname{Re} \lambda>0$. But since the latter has domain H , the two must coincide and so $T_{1}=T$.

An m-accretive operator $T$ is necessarily densely defined. Since $\mathrm{D}(T)$ is the range of $(T+\lambda)^{-1}, \operatorname{Re} \lambda>0$, it suffices to show that $\left((T+\lambda)^{-1} u, v\right)$ $=0$ for all $u \in \mathrm{H}$ implies $v=0$. On setting $u=v$ and $(T+\lambda)^{-1} v=w$, we have $0=\operatorname{Re}\left((T+\lambda)^{-1} v, v\right)=\operatorname{Re}(w,(T+\lambda) w) \geqq \operatorname{Re} \lambda\|w\|^{2} \quad$ and hence $w=0, v=0$.

We shall say that $T$ is quasi-accretive if $T+\alpha$ is accretive for some scalar $\alpha$. This is equivalent to the condition that $\Theta(T)$ is contained in a half-plane of the form $\operatorname{Re} \zeta \geqq$ const. In the same way we say that $T$ is quasi-m-accretive if $T+\alpha$ is $m$-accretive for some $\alpha$.

Like an m-accretive operator, a quasi-m-accretive operator is maximal quasi-accretive and densely defined.

Problem 3.30. If $T$ is accretive and invertible, $T^{-1}$ is accretive.
Problem 3.31. If $T$ is m -accretive, then $T^{*}$ and $(T+\lambda)^{-1}$ are also m -accretive for $\operatorname{Re} \lambda>0 ; T(T+\lambda)^{-1}$ is m -accretive for $\lambda>0$, with $\left\|T(T+\lambda)^{-1}\right\| \leqq 1$. If $T$ is m -accretive and invertible, then $T^{-1}$ is m -accretive.

Problem 3.32 If $T$ is symmetric, $T$ is m -accretive if and only if $T$ is selfadjoint and nonnegative. If $T$ is selfadjoint and nonnegative, then the same is true of $(T+\lambda)^{-1}$ and $T(T+\lambda)^{-1}$ for $\lambda>0$. Furthermore, we have

$$
\begin{equation*}
0 \leqq\left(T(1+\alpha T)^{-1} u, u\right) \leqq(T u, u), \quad u \in \mathrm{D}(T), \quad \alpha \geqq 0 . \tag{3.39}
\end{equation*}
$$

Problem 3.33. If $T$ is m -accretive, then $\left(1+n^{-1} T\right)^{-1} \rightarrow 1$ strongly. [hint: $\left\|\left(1+n^{-1} T\right)^{-1}\right\| \leqq 1$ and $\left\|\left(1+n^{-1} T\right)^{-1} u-u\right\|=n^{-1}\left\|\left(1+n^{-1} T\right)^{-1} T u\right\| \leqq$ $\leqq n^{-1}\|T u\| \rightarrow 0$ if $u \in \mathrm{D}(T)$.]

[^130]For some quasi-accretive operators $T$, the numerical range $\Theta(T)$ is not only a subset of the half-plane $\operatorname{Re} \zeta \geqq$ const. but a subset of a sector $|\arg (\zeta-\gamma)| \leqq \theta<\pi / 2$. In such a case $T$ is said to be sectorially-valued or simply sectorial; $\gamma$ and $\theta$ will be called a vertex and a semi-angle of the sectorial operator $T$ (these are not uniquely determined). $T$ is said to be $m$-sectorial if it is sectorial and quasi-m-accretive.

If $T$ is m-sectorial with a vertex $\gamma$ and a semi-angle $\theta, \Sigma(T)$ is a subset of the sector $|\arg (\zeta-\gamma)| \leqq \theta$; in other words $\mathrm{P}(T)$ covers the exterior of this sector. This is clear from Theorem 3.2 since the exterior $\Delta$ of $\Theta(T)$ is a connected set.

Example 3.34. Consider the formal regular differential operator $L u=p_{0}(x) u^{\prime \prime}+$ $+p_{1}(x) u^{\prime}+p_{2}(x) u$ on a finite interval [a,b] (see III-§ 2.3), where the $p_{k}(x)$ are real and $p_{0}(x)<0$. Let $T_{1}$ be the operator defined from $L$ in the Hilbert space $\mathrm{H}=\mathrm{L}^{2}(a, b)$ by the boundary condition $u(a)=u(b)=0$ (see loc. cit.). We shall show that $T_{1}$ is m-sectorial.

For $u \in \mathrm{D}\left(T_{1}\right)$ we have

$$
\begin{aligned}
& \left(T_{1} u, u\right)=\int\left(p_{0} u^{\prime \prime}+p_{1} u^{\prime}+p_{2} u\right) \bar{u} d x \\
& =-\int_{a}^{b} p_{0}\left|u^{\prime}\right|^{2} d x+\int_{a}^{b}\left[\left(p_{1}-p_{0}^{\prime}\right) u^{\prime}+p_{2} u\right] \bar{u} d x .
\end{aligned}
$$

Since $-p_{0}(x) \geqq m_{0}>0,\left|p_{1}(x)-p_{0}^{\prime}(x)\right| \leqq M_{1},\left|p_{2}(x)\right| \leqq M_{2}$ for some positive constants $m_{0}, M_{1}, M_{2}$, we have

$$
\begin{aligned}
& \operatorname{Re}\left(T_{1} u, u\right) \geqq m_{0} \int\left|u^{\prime}\right|^{2} d x-M_{1} \int\left|u^{\prime}\right||u| d x-M_{2} \int|u|^{2} d x, \\
& \left|\operatorname{Im}\left(T_{1} u, u\right)\right|=\left|\operatorname{Im} \int\left(p_{1}-p_{0}^{\prime}\right) u^{\prime} \bar{u} d x\right| \leqq M_{1} \int\left|u^{\prime}\right||u| d x .
\end{aligned}
$$

Hence, for any given $k>0$,

$$
\begin{aligned}
& \operatorname{Re}\left(T_{1} u, u\right)-k\left|\operatorname{Im}\left(T_{1} u, u\right)\right| \geqq \\
& \geqq m_{0} \int\left|u^{\prime}\right|^{2} d x-(1+k) M_{1} \int\left|u^{\prime}\right||u| d x-M_{2} \int|u|^{2} d x \geqq \\
& \geqq\left[m_{0}-\varepsilon(1+k) M_{1}\right] \int\left|u^{\prime}\right|^{2} d x-\left(\frac{(1+k) M_{1}}{4 \varepsilon}+M_{2}\right) \int|u|^{2} d x
\end{aligned}
$$

where $\varepsilon>0$ is arbitrary. If $\varepsilon$ is chosen in such a way that $m_{0}-\varepsilon(1+k) M_{1} \geqq 0$. we have $\operatorname{Re}\left(T_{1} u, u\right)-k\left|\operatorname{Im}\left(T_{1} u, u\right)\right| \geqq \gamma(u, u)$ for some negative number $\gamma$. In other words

$$
\left|\operatorname{Im}\left(T_{1} u, u\right)\right| \leqq \frac{1}{k} \operatorname{Re}\left(\left(T_{1}-\gamma\right) u, u\right)
$$

This means that $\Theta\left(T_{1}\right)$ is contained in a sector with vertex $\gamma$ and semi-angle $\theta=\arctan (1 / k)$. Thus $T_{1}$ is sectorial with an arbitrarily small semi-angle.

To show that $T_{1}$ is quasi-m-accretive, it suffices to note that $\left(T_{1}+\lambda\right)^{*}=S_{1}+\lambda$, where $\lambda$ is real and $S_{1}$ is an operator in H defined from the formal adjoint $M$ to $L$ (see Example III-5.32). $S_{1}$ is sectorial as well as $T_{1}$, and $S_{1}+\lambda$ has nullity 0 if $\lambda$ is sufficiently large. Thus $T_{1}+\lambda$ has deficiency zero, showing that $T_{1}$ is quasim -accretive.

It is not difficult to prove that a similar result holds for second-order partial differential operators of elliptic type.

## 11. The square root of an m-accretive operator

The purpose of this paragraph is to prove the following theorem ${ }^{1}$.
Theorem 3.35. Let $T$ be $m$-accretive. Then there is a unique $m$-accretive square root $T^{1 / 2}$ of $T$ such that $\left(T^{1 / 2}\right)^{2}=T . T^{1 / 2}$ has the following additional properties.
i) $T^{1 / 2}$ is $m$-sectorial with the numerical range contained in the sector $|\arg \zeta| \leqq \pi / 4$.
ii) $\mathrm{D}(T)$ is a core of $T^{1 / 2}$.
iii) $T^{1 / 2}$ commutes with any $B \in \mathscr{B}(\mathrm{H})$ that commutes with $T$.
iv) If $T$ is selfadjoint and nonnegative, $T^{1 / 2}$ has the same properties.

For the proof we start with the special case in which $T$ is strictly accretive, that is, $\operatorname{Re}(T u, u) \geqq \delta\|u\|^{2}, u \in \mathrm{D}(T)$, with a constant $\delta>0$. This implies that $T-\delta$ is m-accretive, so that

$$
\begin{equation*}
\left\|(T+\zeta)^{-1}\right\| \leqq(\operatorname{Re} \zeta+\delta)^{-1}, \quad \operatorname{Re} \zeta \geqq 0 \tag{3.40}
\end{equation*}
$$

We now define an operator $A$ by the Dunford-Taylor integral

$$
\begin{equation*}
A=\frac{1}{2 \pi i} \int_{\Gamma} \zeta^{-1 / 2}(T-\zeta)^{-1} d \zeta ; \tag{3.41}
\end{equation*}
$$

here the integration path $\Gamma$ runs from $-\infty$ to $-\infty$ in the resolvent set of $T$, making a turn around the origin in the positive direction [this is possible since $\mathrm{P}(T)$ contains the half-plane $\operatorname{Re} \zeta<\delta]$. The values of $\zeta^{-1 / 2}$ should be chosen in such a way that $\zeta^{-1 / 2}>0$ at the point where $\Gamma$ meets the positive real axis. The integral of (3.41) is absolutely convergent in virtue of (3.40). Thus $A$ is well defined and belongs to $\mathscr{B}(\mathrm{H})$.

Lemma 3.36. $A^{2}=T^{-1}$.
Proof. We take another expression for $A$ in which the integration path $\Gamma$ is replaced by a slightly shifted one $\Gamma^{\prime}$ not intersecting $\Gamma$, and multiply out the two expressions. Since the two integrals are absolutely convergent, the order of the integrals is irrelevant. Making use of the resolvent equation for $(T-\zeta)^{-1}\left(T-\zeta^{\prime}\right)^{-1}$, we arrive at the result

$$
\begin{equation*}
A^{2}=\frac{1}{2 \pi i} \int_{\Gamma} \zeta^{-1}(T-\zeta)^{-1} d \zeta=T^{-1} . \tag{3.42}
\end{equation*}
$$

This procedure is exactly the same as the proof of I-(5.17).
$A^{2}=T^{-1}$ implies that $A$ is invertible, for $A u=0$ implies $T^{-1} u$ $=A^{2} u=0, u=0$. We now define $T^{1 / 2}$ as equal to $A^{-1}$, so that $T^{-1 / 2} \equiv$ $\equiv\left(T^{1 / 2}\right)^{-1}=A$. We note that $T^{-1 / 2}$, and so $T^{1 / 2}$ too, commutes with the resolvent $(T-\zeta)^{-1}$, as is obvious from (3.41).

A more convenient expression for $T^{-1 / 2}$ is obtained by reducing the path $\Gamma$ to the union of the upper and lower edges of the negative real

[^131]axis. Writing $\zeta=-\lambda$ and noting that $\zeta^{-1 / 2}=\mp i \lambda^{-1 / 2}$, we obtain
\[

$$
\begin{equation*}
T^{-1 / 2}=\frac{1}{\pi} \int_{0}^{\infty} \lambda^{-1 / 2}(T+\lambda)^{-1} d \lambda . \tag{3.43}
\end{equation*}
$$

\]

This shows, in particular, that $T^{-1 / 2}$ is nonnegative selfadjoint if $T$ is selfadjoint, for $(T+\lambda)^{-1}$ has the same properties. In the general case $T^{-1 / 2}$ is accretive since $(T+\lambda)^{-1}$ is accretive, and this implies that $T^{1 / 2}$ is m-accretive (see Problem 3.31). Furthermore, we have

$$
\begin{equation*}
\left\|T^{-1 / 2}\right\| \leqq \frac{1}{\pi} \int_{0}^{\infty} \lambda^{-1 / 2}\left\|(T+\lambda)^{-1}\right\| d \lambda \leqq \frac{1}{\pi} \int_{0}^{\infty} \lambda^{-1 / 2}(\lambda+\delta)^{-1} d \lambda=\delta^{-1 / 2} . \tag{3.44}
\end{equation*}
$$

Lemma 3.37. $\left(T^{1 / 2}\right)^{2}=T$.
Proof. Let $u \in \mathrm{D}(T)$. Since $A^{2} T u=u, u \in \mathrm{R}(A)=\mathrm{D}\left(T^{1 / 2}\right)$ and $T^{1 / 2} u=A^{-1} u=A T u$. Hence $T^{1 / 2} u \in \mathrm{D}\left(T^{1 / 2}\right)$ and $T^{1 / 2}\left(T^{1 / 2} u\right)=A^{-1}$. $\cdot A T u=T u$. Conversely, let $u \in \mathrm{D}\left(\left(T^{1 / 2}\right)^{2}\right)$ and set $v=\left(T^{1 / 2}\right)^{2} u$. Then $T^{-1} v=A^{2}\left(T^{1 / 2}\right)^{2} u=A\left(T^{1 / 2} u\right)=u$, so that $u \in \mathrm{D}(T)$ and $T u=v$ $=\left(T^{1 / 2}\right)^{2} u$. This proves the lemma.

Lemma 3.38. $\mathrm{D}(T)$ is a core of $T^{1 / 2}$.
Proof. Let $u \in \mathrm{D}\left(T^{1 / 2}\right)$; we have to show that there is a sequence $u_{n} \in \mathrm{D}(T)$ such that $u_{n} \rightarrow u$ and $T^{1 / 2}\left(u_{n}-u\right) \rightarrow 0$. Such a sequence is given, for example, by $u_{n}=\left(1+n^{-1} T\right)^{-1} u=n(T+n)^{-1} u$. In fact, it is obvious that $u_{n} \in \mathrm{D}(T)$. Set $v=T^{1 / 2} u$; then $u=A v$ and $u_{n}=$ $=n(T+n)^{-1} A v=n A(T+n)^{-1} v$ (see the remark above) and so $T^{1 / 2} u_{n}=n(T+n)^{-1} v \rightarrow v=T^{1 / 2} u$ (see Problem 3.33).

Incidentally, we note the formula

$$
\begin{equation*}
T^{1 / 2} u=\frac{1}{\pi} \int_{0}^{\infty} \lambda^{-1 / 2}(T+\lambda)^{-1} T u d \lambda, \quad u \in \mathrm{D}(T) \tag{3.45}
\end{equation*}
$$

which is obtained by applying (3.43) to $u$ replaced by $T u$ and noting that $T^{-1 / 2} T u=T^{1 / 2} u$ by Lemma 3.37.

Problem 3.39. $\operatorname{Re}\left(T^{1 / 2} u, u\right) \geqq \delta^{1 / 2}\|u\|^{2}, u \in \mathrm{D}\left(T^{1 / 2}\right)$. [hint: $\operatorname{Re}\left((T+\lambda)^{-1} T u, u\right)$ $\left.\geqq \delta(\delta+\lambda)^{-1}\|u\|^{2}.\right]$

Lemma 3.40. Proposition i) of Theorem 3.35 holds when $T$ is strictly accretive.

Proof. We deduce from (3.41) another expression for $A$ by reducing $\Gamma$ to the union of the upper and lower edges of the ray $\zeta=-\lambda e^{i \theta}, 0<$ $<\lambda<\infty$, where $\theta$ is a fixed angle with $|\theta|<\pi / 2$. A calculation similar to that used in deducing (3.43) gives

$$
\begin{equation*}
T^{-1 / 2}=\frac{1}{\pi} e^{i \theta / 2} \int_{0}^{\infty} \lambda^{-1 / 2}\left(T+\lambda e^{i \theta}\right)^{-1} d \lambda ; \tag{3.46}
\end{equation*}
$$

note that the integral is absolutely convergent since $\left\|\left(T+\lambda e^{i \theta}\right)^{-1}\right\| \leqq$ $\leqq(\delta+\lambda \cos \theta)^{-1}$ by (3.40). Now $T+\lambda e^{i \theta}$ is accretive with $T$ because
$\operatorname{Re} \lambda e^{i \theta}=\lambda \cos \theta>0$, so that $\left(T+\lambda e^{i \theta}\right)^{-1}$ is also accretive. Hence $e^{-i \theta / 2}\left(T^{-1 / 2} u, u\right)$ has nonnegative real part by (3.46). Since this is true for $|\theta|<\pi / 2$, it follows that $\left(T^{-1 / 2} u, u\right)$ lies in the sector $|\arg \zeta| \leqq \pi / 4$. This result can be written

$$
\begin{equation*}
\left|\operatorname{Im}\left(T^{1 / 2} u, u\right)\right| \leqq \operatorname{Re}\left(T^{1 / 2} u, u\right), \quad u \in \mathrm{D}\left(T^{1 / 2}\right) . \tag{3.47}
\end{equation*}
$$

Proposition iii) follows from (3.41), which shows that $A=T^{-1 / 2}$ commutes with $B$. Summing up the results obtained so far, we have proved the theorem in the special case of a strictly accretive $T$ except for the uniqueness of $T^{1 / 2}$. We now prove this uniqueness under some restrictions.

Lemma 3.41. Assuming that $T$ is strictly accretive, suppose there is an m-accretive operator $S$ such that $S^{-1}=B \in \mathscr{B}(\mathrm{H})$ and $S^{2}=T$. Then $S=T^{1 / 2}$.

Proof. $B=S^{-1}$ commutes with $B^{2}=T^{-1}$, hence with $T$ and also with the resolvent $(T-\zeta)^{-1}$ (see Theorem III-6.5). It follows from (3.41) that $B A=A B$. Since $A^{2}=T^{-1}=B^{2}$, we have $(A+B)(A-B)$ $=A^{2}-B^{2}=0$. For any $u \in \mathrm{H}$, we have therefore $(A+B) v=0$ for $v=(A-B) u$. Then $\operatorname{Re}(A v, v)+\operatorname{Re}(B v, v)=\operatorname{Re}((A+B) v, v)=0$. But both $(A v, v)$ and $(B v, v)$ have nonnegative real parts since $A, B$ are accretive. Thus $\operatorname{Re}(A v, v)=0$ or $\operatorname{Re}\left(w, T^{1 / 2} w\right)=0$ for $w=A v$. Since $\operatorname{Re}\left(w, T^{1 / 2} w\right) \geqq \delta^{1 / 2}\|w\|^{2}$ by Problem 3.39, we conclude that $w=0$, $(A-B) u=v=T^{1 / 2} w=0$. Since $u$ was arbitrary, this proves $B=A^{1}$ and hence $S=T^{1 / 2}$.

We shall now remove the assumption made above that $T$ is strictly accretive. Let $T$ be m-accretive. For any $\varepsilon>0, T_{\varepsilon}=T+\varepsilon$ is strictly accretive, so that $T_{\varepsilon}^{1 / 2}=S_{\varepsilon}$ can be constructed as above. We shall show that $\lim _{\varepsilon \rightarrow 0} S_{\varepsilon}=S$ exists in a certain sense.

For any $u \in \mathrm{D}\left(T_{\varepsilon}\right)=\mathrm{D}(T)$, we have the expression (3.4.5) for $S_{\varepsilon} u$ where $T$ is to be replaced by $T_{\varepsilon}$. Since $\left(T_{\varepsilon}+\lambda\right)^{-1} T_{\varepsilon} u=u-\lambda\left(T_{\varepsilon}+\lambda\right)^{-1} u$ $=u-\lambda(T+\varepsilon+\lambda)^{-1} u$, we have $\frac{d}{d \varepsilon}\left(T_{\varepsilon}+\lambda\right)^{-1} T_{\varepsilon} u=\lambda(T+\varepsilon+\lambda)^{-2} u$ $=\lambda\left(T_{\varepsilon}+\lambda\right)^{-2} u=-\lambda \frac{d}{d \lambda}\left(T_{\varepsilon}+\lambda\right)^{-1} u$. Hence

$$
\begin{align*}
& \frac{d}{d \varepsilon} S_{\varepsilon} u=-\frac{1}{\pi} \int_{0}^{\infty} \lambda^{1 / 2} \frac{d}{d \lambda}\left(T_{\varepsilon}+\lambda\right)^{-1} u d \lambda  \tag{3.48}\\
& =\frac{1}{2 \pi} \int_{0}^{\infty} \lambda^{-1 / 2}\left(T_{\varepsilon}+\lambda\right)^{-1} u d \lambda=\frac{1}{2} T_{\varepsilon}^{-1 / 2} u,
\end{align*}
$$

where we made an integration by parts and used (3.43) for $T_{\varepsilon}^{-1 / 2}$. Integrating (3.48) between $\eta$ and $\varepsilon$, where $0<\eta<\varepsilon$, we obtain $S_{\varepsilon} u-S_{\eta} u$

[^132]$=\frac{1}{2} \int^{\varepsilon} T_{\varepsilon}^{-1 / 2} u d \varepsilon$. Making use of the estimate $\left\|T_{\varepsilon}^{-1 / 2}\right\| \leqq \varepsilon^{-1 / 2}$, which follows from (3.44), we have then
\[

$$
\begin{align*}
&\left\|S_{\varepsilon} u-S_{\eta} u\right\| \leqq \frac{1}{2} \int_{\eta}^{\varepsilon}\left\|T_{\varepsilon}^{-1 / 2} u\right\| d \varepsilon \leqq \frac{1}{2} \int_{\eta}^{\varepsilon} \varepsilon^{-1 / 2}\|u\| d \varepsilon  \tag{3.49}\\
&=\left(\varepsilon^{1 / 2}-\eta^{1 / 2}\right)\|u\|
\end{align*}
$$
\]

This shows that $\lim _{\varepsilon \rightarrow 0} S_{\varepsilon} u=S^{\prime} u$ exists for $u \in \mathrm{D}(T)$ and that

$$
\begin{equation*}
\left\|S_{\varepsilon} u-S^{\prime} u\right\| \leqq \varepsilon^{1 / 2}\|u\|, \quad u \in \mathrm{D}(T) . \tag{3.50}
\end{equation*}
$$

Thus the operator $S^{\prime}-S_{\varepsilon}$ [with domain $\mathrm{D}(T)$ ] is bounded with bound $\leqq \varepsilon^{1 / 2}$. Since $\mathrm{D}(T)=\mathrm{D}\left(T_{\varepsilon}\right)$ is a core of $S_{\varepsilon}$ (see Lemma 3.38), it follows from the stability theorem of closedness (Theorem IV-1.1) that $S^{\prime}$ is closable and the closure $S=\widetilde{S}^{\prime}$ has the same domain as $S_{\varepsilon}$ [which implies, in turn, that $\mathrm{D}\left(S_{\varepsilon}\right)$ is independent of $\varepsilon$ ]. At the same time (3.50) is extended to all $u \in \mathrm{D}(S)$ with the $S^{\prime}$ on the left replaced by $S$. Thus we may write

$$
\begin{equation*}
S_{\varepsilon}=S+B_{\varepsilon}, \quad B_{\varepsilon} \in \mathscr{B}(\mathrm{H}), \quad\left\|B_{\varepsilon}\right\| \leqq \varepsilon^{1 / 2} \tag{3.51}
\end{equation*}
$$

Since $\left(S_{\varepsilon} u, u\right) \rightarrow(S u, u), \varepsilon \rightarrow 0, u \in \mathrm{D}(S)=\mathrm{D}\left(S_{\varepsilon}\right), S$ is sectorial with $\Theta(S)$ contained in the sector $|\arg \zeta| \leqq \pi / 4$, for this is true for $S_{\varepsilon}$. Furthermore, any $\zeta$ outside of this sector belongs to the resolvent set of $S$, as is seen by constructing $R(\zeta, S)$ by the Neumann series from $S=S_{\varepsilon}-$ $-B_{\varepsilon}$, in which $\varepsilon$ is chosen so small that $\varepsilon^{1 / 2}$ is smaller than the distance of $\zeta$ from that sector. This shows that $S$ is m -accretive.

## Lemma 3.42. $S^{2}=T$.

Proof. Let $u \in \mathrm{D}(T)$ and set $v_{\varepsilon}=S_{\varepsilon} u$. We have $v_{\varepsilon} \rightarrow S u, \varepsilon \rightarrow 0$. Since we know that $S_{\varepsilon}^{2}=T_{\varepsilon}, v_{\varepsilon} \in \mathrm{D}\left(S_{\varepsilon}\right)=\mathrm{D}(S)$ and $S_{\varepsilon} v_{\varepsilon}=T_{\varepsilon} u$. Hence $S v_{\varepsilon}=\left(S_{\varepsilon}-B_{\varepsilon}\right) v_{\varepsilon}=T_{\varepsilon} u-B_{\varepsilon} v_{\varepsilon} \rightarrow T u, \varepsilon \rightarrow 0$. It follows from the closedness of $S$ that $S u \in \mathrm{D}(S)$ and $S S u=T u$. Thus we have proved that $T \subset S^{2}$. This implies that $T+1 \subset S^{2}+1=(S+i)(S-i)$ and so $(T+1)^{-1} \subset(S-i)^{-1}(S+i)^{-1}$. But $(T+1)^{-1}$ and $(S \pm i)^{-1}$ belong to $\mathscr{B}(\mathrm{H})$. Hence we must have equality instead of the last inclusion, and this in turn implies that $T=S^{2}$.

On writing $S=T^{1 / 2}$, we have thus proved that i), ii) of Theorem 3.35 are satisfied [ii) is implied by $S=\widetilde{S}^{\prime}$ ]. iv) is also clear, for $S_{\varepsilon}$ and $S$ are symmetric and hence selfadjoint if $T$ is selfadjoint.

Lemma 3.43. (3.45) is true in the general case.
Proof. The integral in (3.45) is absolutely convergent, for $\| \lambda-1 / 2$. $\cdot(T+\lambda)^{-1} \| \leqq \lambda^{-3 / 2}$ for $\lambda \rightarrow \infty$ and $\left\|\lambda^{-1 / 2}(T+\lambda)^{-1} T u\right\| \leqq 2 \lambda^{-1 / 2}\|u\|$ for $\lambda \rightarrow 0$. The corresponding integral expression for $T_{\varepsilon}^{1 / 2} u$ has the same properties, the estimate being independent of $\varepsilon$. Since $\left(T_{\varepsilon}+\lambda\right)^{-1} T_{\varepsilon} u-$ $-(T+\lambda)^{-1} T u=-\lambda\left[\left(T_{\varepsilon}+\lambda\right)^{-1} u-(T+\lambda)^{-1} u\right] \rightarrow 0$ for $\varepsilon \rightarrow 0$ for
each $\lambda>0$, it follows by the principle of dominated convergence that $T_{\varepsilon}^{1 / 2} u$ converges to the right member of (3.45). Since $T_{\varepsilon}^{1 / 2} u \rightarrow T^{1 / 2} u$, $T^{1 / 2} u$ must be equal to the right member of (3.45).

Lemma 3.44. iii) of Theorem 3.35 is satisfied.
Proof. $B$ commutes with $T_{\varepsilon}=T+\varepsilon$, hence with $S_{\varepsilon}=T_{\varepsilon}^{1 / 2}$ by what was already proved. Since it is easily seen that $\left(S_{\varepsilon}+1\right)^{-1} \underset{\mathrm{~s}}{ }(S+1)^{-1}$, $\varepsilon \rightarrow 0, B$ commutes with $(S+1)^{-1}$, hence with $S=T^{1 / 2}$ (see Theorem III-6.5).

Lemma 3.45. Let $R$ be any m-accretive square root of $T: R^{2}=T$. Then $R$ commutes with the resolvent of $T$ and $\mathrm{D}(T)$ is a core of $R$.

Proof. Let $\lambda \neq 0$ be real. Then $(R-i \lambda)(R+i \lambda)=R^{2}+\lambda^{2}=T+\lambda^{2}$ has range H and so does $R-i \lambda$. On the other hand $R-i \lambda$ has nullity zero, for $R u=i \lambda u$ implies $T u=R^{2} u=i \lambda R u=-\lambda^{2} u$, $\left(T+\lambda^{2}\right) u$ $=0, u=0$. Thus $\pm i \lambda \in \mathrm{P}(R)$ and $\left(T+\lambda^{2}\right)^{-1}=(R-i \lambda)^{-1}(R+i \lambda)^{-1}$. Hence $R$ commutes with $\left(T+\lambda^{2}\right)^{-1}$. It follows also that $\mathrm{D}(R) \supset \mathrm{D}(T)$ and $(R-i \lambda) \mathrm{D}(T)=\mathrm{R}\left[(R-i \lambda)\left(T+\lambda^{2}\right)^{-1}\right]=\mathrm{R}\left[(R+i \lambda)^{-1}\right]=\mathrm{D}(R) \quad$ is dense in H , so that $\mathrm{D}(T)$ is a core of $R$.

Lemma 3.46. An m-accretive square root of $T$ is unique.
Proof. Let $R$ be any m-accretive square root of $T$. Then $R+\varepsilon$ is strictly m-accretive for any $\varepsilon>0$, and $(R+\varepsilon)^{2}=R^{2}+2 \varepsilon R+\varepsilon^{2}$ $=T+2 \varepsilon R+\varepsilon^{2} \equiv Q_{\varepsilon}$ is also strictly accretive. In fact it is also maccretive; to see this it suffices to note that $R$ is relatively bounded with respect to $T$ because $\mathrm{D}(R) \supset \mathrm{D}(T)$ (see Remark IV-1.5), so that ( $Q_{\varepsilon}+$ $+1)^{-1} \in \mathscr{B}(\mathrm{H})$ for sufficiently small $\varepsilon$ (see Theorem IV-1.16). According to Lemma 3.41, $R+\varepsilon$ must be identical with the unique square root $Q_{e}^{1 / 2}$.

Let $u \in \mathrm{D}(T)$. Then $u \in \mathrm{D}(R)$ and $(R+\varepsilon) u \rightarrow R u, \varepsilon \rightarrow 0$. On the other hand, we have $Q_{\varepsilon}^{1 / 2} u \rightarrow T^{1 / 2} u$ as we shall prove in a moment. Thus we obtain $R u=T^{1 / 2} u$ for $u \in \mathrm{D}(T)$. Since $\mathrm{D}(T)$ is a core for both $R$ and $T^{1 / 2}$ (see Lemma 3.45), it follows that $R=T^{1 / 2}$, as we wished to show.

To prove that $Q_{\varepsilon}^{1 / 2} u \rightarrow T^{1 / 2} u, \varepsilon \rightarrow 0$, for $u \in \mathrm{D}(T)$, we make use of (3.45) and a similar expression for $Q_{\varepsilon}^{1 / 2} u$ (see Lemma 3.43). Since $(T+\lambda)^{-1} T u=u-\lambda(T+\lambda)^{-1} u$, we have

$$
\begin{align*}
Q_{\varepsilon}^{1 / 2} u & -T^{1 / 2} u=-\frac{1}{\pi} \int_{0}^{\infty} \lambda^{1 / 2}\left[\left(Q_{\varepsilon}+\lambda\right)^{-1} u-(T+\lambda)^{-1} u\right] d \lambda  \tag{3.52}\\
& =\frac{\varepsilon}{\pi} \int_{0}^{\infty} \lambda^{1 / 2}\left(Q_{\varepsilon}+\lambda\right)^{-1}(2 R+\varepsilon)(T+\lambda)^{-1} u d \lambda .
\end{align*}
$$

To estimate this integral, it is convenient to split it into two parts $\int_{0}^{e}$ and $\int_{\varepsilon}^{\infty}$ and to use the integrand in the form of the middle member of
(3.52) in the first part and in the form of the last member in the second part. Thus, noting the commutativity of $R$ with $(T+\lambda)^{-1}$ (see Lemma 3.45), we obtain

$$
\begin{aligned}
& \pi\left\|Q_{\varepsilon}^{1 / 2} u-T^{1 / 2} u\right\| \leqq \int_{0}^{\varepsilon} \lambda^{1 / 2}\left[\left\|\left(Q_{\varepsilon}+\lambda\right)^{-1}\right\|+\left\|(T+\lambda)^{-1}\right\|\right]\|u\| d \lambda+ \\
& +\varepsilon \int_{\varepsilon}^{\infty} \lambda^{1 / 2}\left\|\left(Q_{\varepsilon}+\lambda\right)^{-1}\right\|\left\|(T+\lambda)^{-1}\right\|\|(2 R+\varepsilon) u\| d \lambda \leqq \\
& \leqq\left(\int_{0}^{\varepsilon} 2 \lambda^{-1 / 2} d \lambda\right)\|u\|+\varepsilon\left(\int_{\varepsilon}^{\infty} \lambda^{-3 / 2} d \lambda\right)\|(2 R+\varepsilon) u\| \\
& =4 \varepsilon^{1 / 2}\|u\|+2 \varepsilon^{1 / 2}\|(2 R+\varepsilon) u\| \rightarrow 0, \quad \varepsilon \rightarrow 0 .
\end{aligned}
$$

Problem 3.47. If $T \in \mathscr{B}(\mathrm{H})$ is symmetric and nonnegative, then $\left\|T^{1 / 2}\right\|=\|T\|^{1 / 2}$.
Problem 3.48. If $T$ is m-accretive, the following conditions on $u$ are equivalent: a) $T u=0, \quad$ b) $\left.T^{1 / 2} u=0, ~ c\right) ~(\lambda+T)^{-1} u=\lambda^{-1} u, \lambda>0$.

Theorem 3.49. Let $T$ be m-accretive. $T$ has compact resolvent if and only it $T^{1 / 2}$ has.

Proof. Set $S=T^{1 / 2}$. The formula $(T+1)^{-1}=(S+i)^{-1}(S-i)^{-1}$ proved above (in the proof of Lemma 3.42) shows that $T$ has compact resolvent if $S$ has. To prove the converse statement, define $T_{\varepsilon}=T+\varepsilon$ and $S_{\varepsilon}=T_{\varepsilon}^{1 / 2}$ as above. $S_{\varepsilon}^{-1}$ is given by (3.43) with $T$ replaced by $T_{\varepsilon}$ on the right. Since the integral converges in norm and since $\left(T_{\varepsilon}+\lambda\right)^{-1}$ is compact for all $\lambda>0$, it follows that $S_{\varepsilon}^{-1}$ is compact. Thus $S_{\varepsilon}$ has compact resolvent, so that $\left(1+S_{\varepsilon}\right)^{-1}$ is compact. Now $\left\|\left(1+S_{\varepsilon}\right)^{-1}-(1+S)^{-1}\right\|$ $=\left\|\left(1+S_{\varepsilon}\right)^{-1}(1+S)^{-1}\left(S-S_{\varepsilon}\right)\right\| \leqq\left\|B_{\varepsilon}\right\| \leqq \varepsilon^{1 / 2} \rightarrow 0$ for $\varepsilon \rightarrow 0$ by (3.51). Hence $(1+S)^{-1}$ is compact and $S$ has compact resolvent.

Remark 3.50. More generally we can define the fractional powers $T^{\alpha}$, $0<\alpha<1$, for an m -accretive operator $T$ by a construction similar to that given above for $T^{1 / 2}$. If $T$ is strictly m-accretive, we have simply to replace $\zeta^{-1 / 2}$ by $\zeta^{-\alpha}$ in (3.41) to obtain $T^{-\alpha}$. The formula corresponding to (3.43) is

$$
\begin{equation*}
T^{-\alpha}=\frac{\sin \pi \alpha}{\pi} \int_{0}^{\infty} \lambda^{-\alpha}(T+\lambda)^{-1} d \lambda . \tag{3.53}
\end{equation*}
$$

The general case can be dealt with by the method of this paragraph. It will be noted that $T^{\alpha}$ can be defined for a more general class of operators acting in a Banach space.

Problem 3.51. Let $T_{n}, T$ be m-accretive operators such that $T_{n} \rightarrow T$ in the generalized sense. Then $\left(T_{n}+\varepsilon\right)^{-1 / 2} \rightarrow(T+\varepsilon)^{-1 / 2}$ in norm for any $\varepsilon>0$.

Problem 3.52. Let $T_{n}, T$ be m-accretive and $\left(T_{n}+\lambda\right)^{-1} \underset{\mathrm{~s}}{\longrightarrow}(T+\lambda)^{-1}$ for all $\lambda>0$. Then $\left(T_{n}+\varepsilon\right)^{-1 / 2} \underset{\mathrm{~s}}{ }(T+\varepsilon)^{-1 / 2}$ for any $\varepsilon>0$.

## §4. Perturbation of selfadjoint operators

## 1. Stability of selfadjointness

Since the selfadjoint operators form the most important class of operators that appear in applications, the perturbation of selfadjoint operators and the stability of selfadjointness is one of our principal problems ${ }^{1}$.

The first question is under what conditions the selfadjointness is preserved under a "small" perturbation. A fundamental result in this direction is given by

Theorem 4.1. Let $T$ be a selfadjoint operator. Then there is a $\delta>0$ such that any closed symmetric operator $S$ with $\hat{\delta}(S, T)<\delta$ is selfadjoint, where $\hat{\delta}(S, T)$ denotes the gap between $S$ and $T$.

Proof. Since $\pm i$ belong to $\mathrm{P}(T)$, it follows from Theorem IV-3.15 that there is a $\delta>0$ such that $\hat{\delta}(S, T)<\delta$ implies $\pm i \in \mathrm{P}(S)$. Then $S$ is selfadjoint by Theorem 3.16.

Corollary 4.2. Let $T, T_{n}$ be closed symmetric operators and let $\left\{T_{n}\right\}$ converge to $T$ in the generalized sense (see IV-§ 2.4). If $T$ is selfadjoint, then $T_{n}$ is selfadjoint for sufficiently large $n$.

Although this theorem is rather general, it is not very convenient for application since the definition of the gap $\hat{\delta}(S, T)$ is complicated. A less general but more convenient criterion is furnished by relatively bounded perturbations.

We recall that an operator $A$ is relatively bounded with respect to $T$ (or $T$-bounded) if $\mathrm{D}(A) \supset \mathrm{D}(T)$ and

$$
\begin{equation*}
\|A u\| \leqq a\|u\|+b\|T u\|, \quad u \in \mathrm{D}(T) ; \tag{4.1}
\end{equation*}
$$

see IV-(1.1). An equivalent condition is

$$
\begin{equation*}
\|A u\|^{2} \leqq a^{\prime 2}\|u\|^{2}+b^{\prime 2}\|T u\|^{2}, \quad u \in \mathrm{D}(T), \tag{4.2}
\end{equation*}
$$

where the constants $a^{\prime}, b^{\prime}$ are, of course, in general different from $a, b$. As is easily seen, (4.2) implies (4.1) with $a=a^{\prime}, b=b^{\prime}$, whereas (4.1) implies (4.2) with $a^{\prime 2}=\left(1+\varepsilon^{-1}\right) a^{2}$ and $b^{\prime 2}=(1+\varepsilon) b^{2}$ with an arbitrary $\varepsilon>0$. Thus the $T$-bound of $A$ (defined as the greatest lower bound of the possible values of $b$ ) may as well be defined as the greatest lower bound of the possible values of $b^{\prime}$.

Theorem 4.3. ${ }^{2}$ Let $T$ be selfadjoint. If $A$ is symmetric and T-bounded with $T$-bound smaller than 1 , then $T+A$ is also selfadjoint. In particular $T+A$ is selfadjoint it $A$ is bounded and symmetric with $\mathrm{D}(A) \supset \mathrm{D}(T)$.

[^133]Proof. Obviously $T+A$ has domain $\mathrm{D}(T)$ and is symmetric. We may assume without loss of generality that (4.2) holds with constants $a^{\prime}, b^{\prime}$ such that $a^{\prime}>0,0<b^{\prime}<1$. In view of the identity (3.12), (4.2) can be written

$$
\begin{equation*}
\|A u\| \leqq\left\|\left(b^{\prime} T \mp i a^{\prime}\right) u\right\|, \quad u \in \mathrm{D}(T) \tag{4.3}
\end{equation*}
$$

With $\left(T \mp i c^{\prime}\right) u=v$, this gives

$$
\begin{equation*}
\left\|A R\left( \pm i c^{\prime}\right) v\right\| \leqq b^{\prime}\|v\|, \quad c^{\prime}=a^{\prime} \mid b^{\prime} \tag{4.4}
\end{equation*}
$$

where $R(\zeta)=R(\zeta, T)$ is the resolvent of $T$. Since $T$ is selfadjoint, $v$ changes over the whole space H when $u$ changes over $\mathrm{D}(T)$, so that we have

$$
\begin{equation*}
B_{ \pm} \equiv-A R\left( \pm i c^{\prime}\right) \in \mathscr{B}(\mathrm{H}), \quad\left\|B_{ \pm}\right\| \leqq b^{\prime} \tag{4.5}
\end{equation*}
$$

Since $b^{\prime}<1,\left(1-B_{ \pm}\right)^{-1}$ exists and belongs to $\mathscr{B}(\mathrm{H})$ (the Neumann series), so that $1-B_{ \pm}$maps H onto itself one to one. But $T+A \mp i c^{\prime}$ $=\left(1-B_{ \pm}\right)\left(T \mp i c^{\prime}\right)$ and $T \mp i c^{\prime}$ has range H because $T$ is selfadjoint. Hence $T+A \mp i c^{\prime}$ also has range H , which proves that $T+A$ is selfadjoint. Note that the proof given here is essentially the same as the proof of Theorem IV-3.17.

Theorem 4.4. Let $T$ be essentially selfadjoint. If $A$ is symmetric and $T$-bounded with $T$-bound smaller than 1 , then $T+A$ is essentially selfadjoint and its closure $(T+A)^{\sim}$ is equal to $\widetilde{T}+\widetilde{A}$. In particular this is true if $A$ is symmetric and bounded with $\mathrm{D}(A) \supset \mathrm{D}(T)$.

Proof. We first prove that $\widetilde{A}$ is $\widetilde{T}$-bounded, that is,

$$
\begin{equation*}
\mathrm{D}(\widetilde{A}) \supset \mathrm{D}(\widetilde{T}) \text { and }\|\widetilde{A} u\|^{2} \leqq a^{\prime 2}\|u\|^{2}+b^{\prime 2}\|\widetilde{T} u\|^{2}, u \in \mathrm{D}(\widetilde{T}) \tag{4.6}
\end{equation*}
$$

if (4.2) is assumed. For any $u \in \mathrm{D}(\widetilde{T})$, there is a sequence $\left\{u_{n}\right\}$ which is $T$-convergent to $u$ (that is, $u_{n} \rightarrow u$ and $T u_{n} \rightarrow \widetilde{T} u$ ). (4.2) shows that $\left\{u_{n}\right\}$ is also $A$-convergent so that $u \in \mathrm{D}(\widetilde{A})$ and $A u_{n} \rightarrow \tilde{A} u$. (4.6) is now obtained as the limit of (4.2) with $u$ replaced by $u_{n}$. Incidentally we have also $(T+A) u_{n} \rightarrow(\widetilde{T}+\widetilde{A}) u$, so that $u \in \mathrm{D}\left((T+A)^{\sim}\right)$ and $(T+A)^{\sim} u$ $=(\widetilde{T}+\widetilde{A}) u$. This shows that

$$
\begin{equation*}
(T+A)^{\sim} \supset \widetilde{T}+\widetilde{A} \tag{4.7}
\end{equation*}
$$

Note that we have so far not used the fact that $b^{\prime}<1$, which may be assumed as in the proof of Theorem 4.3.

On the other hand, it follows from Theorem 4.3 applied to the pair $\widetilde{T}, \tilde{A}$ that $\widetilde{T}+\tilde{A}$ is selfadjoint (here we use the assumption $b^{\prime}<1$ ). Thus $\widetilde{T}+\tilde{A}$ is a closed extension of $T+A$ and therefore also of $(T+A)^{\sim}$. Combined with (4.7), this gives $\widetilde{T}+\tilde{A}=(T+A)^{\sim}$ and completes the proof.

Theorems 4.3 and 4.4 are not symmetric with respect to $T$ and $S=T+A$. The following symmetrized version generalizes these theorems. The proof is similar to that of a corresponding theorem for the stability of closedness (Theorem IV-1.3) and may be omitted.

Theorem 4.5. Let $T, S$ be two symmetric operators such that $\mathrm{D}(T)$ $=\mathrm{D}(S)=\mathrm{D}$ and

$$
\begin{equation*}
\|(S-T) u\| \leqq a\|u\|+b(\|T u\|+\|S u\|), \quad u \in \mathrm{D}, \tag{4.8}
\end{equation*}
$$

where $a, b$ are nonnegative constants with $b<1$. Then $S$ is essentially selfadjoint if and only if $T$ is; in this case $\widetilde{S}$ and $\widetilde{T}$ have the same domain. In particular, $S$ is selfadjoint if and only if $T$ is.

## 2. The case of relative bound 1

In the theorems proved in the preceding paragraph, the assumption that the relative bound be smaller than 1 cannot be dropped in general (at least in the "selfadjoint" case). This is seen from the simple example in which $T$ is unbounded and selfadjoint and $A=-T$; here $A$ is $T$ bounded with $T$-bound 1, but $T+A$ is a proper restriction of the operator 0 and is not selfadjoint.

In this connection the following theorem is of interest, which is concerned with the case of relative bound 1 (but which does not cover all such cases).

Theorem 4.6. Let $T$ be essentially selfadjoint and let $A$ be symmetric. If $A$ is $T$-bounded and (4.2) holds with $b^{\prime}=1$, then $T+A$ is essentially selfadjoint.

Proof. First we assume that $T$ is selfadjoint and define the operators $B_{ \pm}$as in the proof of Theorem 4.3. We have then $\left\|B_{ \pm}\right\| \leqq 1$ by (4.5), and the ranges of $1-B_{ \pm}$need not be the whole space $H$. Nevertheless we can show that these ranges are dense in H ; then the argument given before will show that the ranges of $T+A \mp i c^{\prime}$ are dense in H and therefore $T+A$ is essentially selfadjoint [see Problem 3.17, c)].

To see that the range of $1-B_{+}$is dense in $\mathrm{H}\left(1-B_{-}\right.$can be dealt with in the same way), it suffices to show that a $v \in \mathrm{H}$ orthogonal to this range must be zero. Now such a $v$ satisfies $B_{+}^{*} v=v$. According to Lemma 4.7 proved below, this implies also that $B_{+} v=v$, that is, $A R\left(i a^{\prime}\right) v+$ $+v=0$ (note that $c^{\prime}=a^{\prime}$ by $b^{\prime}=1$ ). Setting $u=R\left(i a^{\prime}\right) v \in \mathrm{D}(T)$, we have $\left(T+A-i a^{\prime}\right) u=0$. But since $T+A$ is symmetric and $a^{\prime}>0$ (as assumed before), this gives $u=0$ and hence $v=0$. This proves the theorem under the strengthened assumption that $T$ is selfadjoint.

We now consider the general case in which $T$ is assumed only essentially selfadjoint. In this case we have the inclusion (4.7); recall that this has been proved without the assumption $b^{\prime}<1$. Now $\tilde{T}$ is selfadjoint and (4.6) is satisfied with $b^{\prime}=1$. Applying what was proved above to the pair $\widetilde{T}, \tilde{A}$, we see that $\widetilde{T}+\tilde{A}$ is essentially selfadjoint. (4.7) thus shows that the closed symmetric operator $(T+A)^{\sim}$ is an exten-
sion of an essentially selfadjoint operator. Thus $(T+A)^{\sim}$ is selfadjoint, that is, $T+A$ is essentially selfadjoint.

Lemma 4.7. Let $B \in \mathscr{B}(\mathbf{H})$ and $\|B\| \leqq 1$. Then $B u=u$ is equivalent to $B^{*} u=u$. (Such an operator $B$ is called a contraction.)

Proof. Since $B^{* *}=B$ and $\left\|B^{*}\right\|=\|B\| \leqq 1$, it suffices to show that $B u=u$ implies $B^{*} u=u$. But this is obvious from
$\left\|B^{*} u-u\right\|^{2}=\left\|B^{*} u\right\|^{2}+\|u\|^{2}-2 \operatorname{Re}\left(B^{*} u, u\right) \leqq 2\|u\|^{2}-2 \operatorname{Re}(u, B u)=0$.

## 3. Perturbation of the spectrum

The results of IV-§ 3 on the perturbation of the spectra of closed linear operators apply to selfadjoint operators, often with considerable simplifications. As an example, let us estimate the change of isolated eigenvalues.

Let $T$ be selfadjoint and let $A$ be $T$-bounded, with $T$-bound smaller than 1 ; thus we have the inequality (4.1) with $b<1$. In general we need not assume that $A$ is symmetric; thus $S$ is closed by Theorem IV-1.1 but need not be symmetric. Let us ask when a given complex number $\zeta$ belongs to $\mathrm{P}(S)$.

A sufficient condition for this is given by IV-(3.12). Since $T$ is selfadjoint, however, we have [see (3.16)-(3.17)]
(4.9) $\|R(\zeta, T)\|=\sup _{\lambda^{\prime} \in \Sigma(T)}\left|\lambda^{\prime}-\zeta\right|^{-1}, \quad\|T R(\zeta, T)\|=\sup _{\lambda^{\prime} \in \Sigma(T)}\left|\lambda^{\prime}\right|\left|\lambda^{\prime}-\zeta\right|^{-1}$.

Hence $S \in \mathrm{P}(S)$ if

$$
\begin{equation*}
a \sup _{\lambda^{\prime} \in \Sigma(T)}\left|\lambda^{\prime}-\zeta\right|^{-1}+b \sup _{\lambda^{\prime} \in \Sigma(T)}\left|\lambda^{\prime}\right|\left|\lambda^{\prime}-\zeta\right|^{-1}<1 \tag{4.10}
\end{equation*}
$$

In particular suppose that $T$ has an isolated eigenvalue $\lambda$ with multiplicity $m<\infty$ and with isolation distance $d$ (see §3.5). Let $\Gamma$ be the circle with center $\lambda$ and radius $d / 2$. If $\zeta \in \Gamma$, we have then $\left|\lambda^{\prime}-\zeta\right|^{-1} \leqq 2 / d$ and $\left|\lambda^{\prime}\left(\lambda^{\prime}-\zeta\right)^{-1}\right| \leqq 1+(|\zeta-\lambda|+|\lambda|)\left|\lambda^{\prime}-\zeta\right|^{-1} \leqq 2+2|\lambda| / d$. Hence (4.10) is satisfied if

$$
\begin{equation*}
a+b(|\lambda|+d)<d / 2 \tag{4.11}
\end{equation*}
$$

It follows from Theorem IV-3.18 that $\Gamma$ encloses exactly $m$ (repeated) eigenvalues of $S=T+A$ and no other points of $\Sigma(S)$. If, in addition, $A$ is symmetric, then $S$ is selfadjoint and any eigenvalue of $S$ must be real. Thus $S$ has exactly $m$ repeated eigenvalues [and no other points of $\Sigma(S)]$ in the interval $\left(\lambda-\frac{d}{2}, \lambda+\frac{d}{2}\right)$ provided (4.11) is satisfied.

The condition (4.11) is not always very general; a weaker sufficient condition may be deduced by a more direct application of Theorem IV-3.18.

Problem 4.8. Let $T$ be normal and $A \in \mathscr{B}(\mathrm{H})$. Let $d(\zeta)=\operatorname{dist}(\zeta, \Sigma(T))$. Then $d(\zeta)>\|A\|$ implies $\zeta \in \mathrm{P}(T+A)$ and $\|R(\zeta, T+A)\| \leqq 1 /(d(\zeta)-\|A\|)$.

Remark 4.9. We have seen in IV-§ 3.1-3.2 that the spectrum of a closed operator $T$ is upper semicontinuous in $T$ but not necessarily lower semicontinuous. If $T$ is restricted to vary over the set of selfadjoint operators, however, it can be shown that $\Sigma(T)$ is also lower semicontinuous so that it is continuous in T. Here the lower semicontinuity of $\Sigma(T)$ means that any open set of the complex plane containing a point of $\Sigma(T)$ contains also a point of $\Sigma\left(T_{n}\right)$ for sufficiently large $n$, if $T$ and $T_{n}$ are all selfadjoint and $\left\{T_{n}\right\}$ converges to $T$ in the generalized sense. This lower semicontinuity of the spectrum will be proved later under weaker conditions. Here we content ourselves with proving the following weaker theorem, which however expresses the stated continuity of the spectrum very clearly.

Theorem 4.10. Let $T$ be selfadjoint and $A \in \mathscr{B}(\mathrm{H})$ symmetric. Then $S=T+A$ is selfadjoint and $\operatorname{dist}(\Sigma(S), \Sigma(T)) \leqq\|A\|$, that is,

$$
\begin{equation*}
\sup _{\zeta \in \Sigma(S)} \operatorname{dist}(\zeta, \Sigma(T)) \leqq\|A\|, \sup _{\zeta \in \Sigma(T)} \operatorname{dist}(\zeta, \Sigma(S)) \leqq\|A\| . \tag{4.12}
\end{equation*}
$$

Proof. Since $S$ is selfadjoint as well as $T$, it suffices by symmetry to show the first inequality. For this it suffices in turn to show that any $\zeta$ such that $\operatorname{dist}(\zeta, \Sigma(T))>\|A\|$ belongs to $\mathrm{P}(S)$. But this is obvious since $\|R(\zeta, T)\|<\|A\|^{-1}$ by (4.9) and the second Neumann series for $R(\zeta, T+A)$ converges [see II-(1.13)].

## 4. Semibounded operators

An important property of a relatively bounded symmetric perturbation is that it preserves semiboundedness. More precisely, we have

Theorem 4.11. Let $T$ be selfadjoint and bounded from below. Let $A$ be symmetric and relatively bounded with respect to $T$ with relative bound smaller than 1. Then $S=T+A$ is selfadjoint and bounded from below. If the inequality (4.1) holds with $b<1$, the following inequality holds for the lower bounds $\gamma_{T}, \gamma_{S}$ of $T$ and $S$, respectively:

$$
\begin{equation*}
\gamma_{S} \geqq \gamma_{T}-\max \left(\frac{a}{1-b}, a+b\left|\gamma_{T}\right|\right) . \tag{4.13}
\end{equation*}
$$

Proof. Since the selfadjointness of $S$ is known by Theorem 4.3, it suffices to show that any real number $\zeta$ smaller than the right member of (4.13) (which we denote by $\gamma$ ) belongs to the resolvent set $\mathrm{P}(S)$ (see §3.10). Considering the second Neumann series for $R(\zeta, S)=R(\zeta, T+A)$, we have only to show that $\|A R(\zeta)\|<1$ for $\zeta<\gamma$, where $R(\zeta)=R(\zeta, T)$.

Now we have by (4.1) and (3.16), (3.17)

$$
\begin{align*}
\|A R(\zeta)\| & \leqq a\|R(\zeta)\|+b\|T R(\zeta)\| \leqq  \tag{4.14}\\
& \leqq a\left(\gamma_{T}-\zeta\right)^{-1}+b \sup _{\lambda \in \Sigma(T)}|\lambda|(\lambda-\zeta)^{-1} \\
& \leqq a\left(\gamma_{T}-\zeta\right)^{-1}+b \max \left(1,\left|\gamma_{T}\right|\left(\gamma_{T}-\zeta\right)^{-1}\right) .
\end{align*}
$$

The last member of (4.14) is smaller than 1 if $\zeta<\gamma$.
Theorem 4.11 leads to
Theorem 4.12. ${ }^{1}$ Let $T$ be selfadjoint and nonnegative. Let $A$ be symmetric, $\mathrm{D}(A)>\mathrm{D}(T)$ and $\|A u\| \leqq\|T u\|$ for $u \in \mathrm{D}(T)$. Then

$$
\begin{equation*}
|(A u, u)| \leqq(T u, u), \quad u \in \mathrm{D}(T) . \tag{4.15}
\end{equation*}
$$

Proof. For any real $x$ such that $-1<\varkappa<1$, Theorem 4.11 can be applied to the pair $T, x A$ with $a=0, b=|x|$ and $\gamma_{\boldsymbol{T}}=0$. The result is that $T+\varkappa A$ is bounded from below with lower bound $\geqq 0$. Hence $-\varkappa(A u, u) \leqq(T u, u)$, and (4.15) follows on letting $x \rightarrow \pm 1$.

Remark 4.13. Theorem 4.11 is not necessarily true if the perturbation is not relatively bounded. When a sequence of selfadjoint operators $T_{n}$ converges in the generalized sense to a selfadjoint operator $T$ bounded from below, the $T_{n}$ need not be bounded from below and, even if each $T_{n}$ is bounded from below, its lower bound may go to $-\infty$ for $n \rightarrow \infty$. This is seen from the following example ${ }^{2}$.


Fig. 1. The eigenvalues of $-u^{\prime \prime}=\lambda u$ on [0,1] with boundary conditions $u(0)=0, x u^{\prime}(1)=u(1)$

[^134]Example 4.14. Let $H=L^{2}(0,1)$ and let $T(x)$ be the differential operator $-d^{2} / d x^{2}$ with the boundary condition $u(0)=0, x u^{\prime}(1)-u(1)=0$. It is easily seen that $T(\varkappa)$ is selfadjoint for any real $\varkappa$ [cf. § 3.6 ; note that the boundary condition at $x=0$ is of type III-(2.15) while that at $x=1$ is of type III-(2.16)]. The resolvent $R(\zeta, x)=R(\zeta, T(x))$ can be represented by an integral operator with the kernel (Green function)

$$
\begin{equation*}
g(y, x ; \zeta, x)=\frac{\sin \zeta^{1 / 2} y}{\sin \zeta^{1 / 2}-x \zeta^{1 / 2} \cos \zeta^{1 / 2}}\left[\zeta^{-1 / 2} \sin \zeta^{1 / 2}(1-x)-x \cos \zeta^{1 / 2}(1-x)\right] \tag{4.16}
\end{equation*}
$$

for $0 \leqq y \leqq x \leqq 1$ (and $x, y$ exchanged for $x \leqq y$ ). This resolvent exists except for those $\zeta$ for which the denominator vanishes; the exceptional values of $\zeta$ are exactly the eigenvalues of $T(x)$. As is easily seen, there is one and only one negative eigenvalue $\lambda_{0}(x)$ of $T(x)$ for $0<x<1$, and this $\lambda_{0}(x)$, which is at the same time the lower bound of $T(x)$, tends to $-\infty$ for $\varkappa \searrow 0$, whereas $T(0)$ is nonnegative; see Fig. 1. Nevertheless, $T(x)$ converges for $x \rightarrow 0$ to $T(0)$ in the generalized sense; this is seen from the fact that $g(y, x ; \zeta, x) \rightarrow g(y, x ; \zeta, 0), x \rightarrow 0$, uniformly for a fixed nonreal $\zeta$, which implies that $R(\zeta, x) \rightarrow R(\zeta, 0)$ in norm. (The verification of these results is left to the reader. Cf. also Example VII-1.11.)

## 5. Completeness of the eigenprojections of slightly non-selfadjoint operators

In IV-§ 3.7 we mentioned the difficulties encountered when all the eigenvalues or the eigenprojections of a perturbed operator $S=T+A$ are considered simultaneously, and then gave an example of a perturbed operator in a Banach space in which uniform estimates can be given to all perturbed eigenvalues and eigenprojections. Here we shall consider the completeness of the eigenprojections of a non-selfadjoint operator $S$ in a Hilbert space as a perturbation problem for a selfadjoint operator $T$. Actually we shall go a little further and deduce a sufficient condition for $S$ to be a spectral operator.

Theorem 4.15a. Let $T$ be a selfadjoint operator with compact resolvent, with simple eigenvalues $\lambda_{1}<\lambda_{2}<\cdots$. Let $P_{h}, h=1,2, \ldots$, be the associated eigenprojections (so that $P_{h} P_{k}=\delta_{h k} P_{h}, P_{h}^{*}=P_{h}, \operatorname{dim} P_{h}=1$ ). Assume further that $\lambda_{h}-\lambda_{h-1} \rightarrow \infty$ as $h \rightarrow \infty$. Let $A \in \mathscr{B}(H)$ (not necessarily symmetric). Then $S=T+A$ is closed with compact resolvent, and the eigenvalues and eigenprojections of $S$ can be indexed as $\left\{\mu_{0 k}, \mu_{h}\right\}$ and $\left\{Q_{0 k}, Q_{h}\right\}$, respectively, where $k=1, \ldots, m<\infty$ and $h=n+1, n+2, \ldots$ with $n \geqq 0$, in such a way that the following results hold. i) $\left|\mu_{h}-\lambda_{h}\right|$ is bounded as $h \rightarrow \infty$. ii) There is a $W \in \mathscr{B}(\mathrm{H})$ with $W^{-1} \in \mathscr{B}(\mathrm{H})$ such that

$$
\sum_{k=1}^{m} Q_{0 k}=W^{-1}\left(\sum_{h \leq n} P_{h}\right) W, \quad Q_{h}=W^{-1} P_{h} W \quad \text { for } \quad h>n
$$

Remark 4.16a. (a) ii) implies that $S$ is a spectral operator ${ }^{1}$. In particular, $\left\{Q_{0 k}, Q_{h}\right\}$ is a complete family in the sense that

$$
\begin{equation*}
\sum_{k=1}^{m} Q_{0 k}+\sum_{h>n} Q_{h}=1 \tag{4.29}
\end{equation*}
$$

where the series converges strongly and unconditionally (with an arbitrary order of summation). This is easily seen by noting that the system $\left\{\sum_{k} Q_{0 k}, Q_{n+1}, Q_{n+2}, \ldots\right\}$ is similar to $\left\{\sum_{n \leq n} P_{h}, P_{n+1}, P_{n+2}, \ldots\right\}$, the latter being complete because $T$ is selfadjoint.
(b) The assumption that $T$ be bounded from below is not essential. The proof given below can be modified in an obvious way to deal with the case in which $T$ has simple eigenvalues $\cdots<\lambda_{-1}<\lambda_{0}<\lambda_{1}<\cdots$ such that $\lambda_{h}-\lambda_{h-1} \rightarrow \infty$ as $h \rightarrow \pm \infty$.
(c) The theorem can be generalized to the case in which $A$ is not bounded but relatively bounded with respect to $T$ or some fractional power of $T$, with a corresponding assumption on the growth rate of $\lambda_{h}-\lambda_{h-1}$ as $h \rightarrow \infty^{2}$.

The proof of Theorem 4.15a is based on the following lemma ${ }^{3}$.
Lemma 4.17a. Let $\left\{P_{i}\right\}_{j=0,1, \ldots}$ be a complete family of orthogonal projections, and let $\left\{Q_{j}\right\}_{j=0,1}, \ldots$ be a family of (not necessarily orthogonal) projections such that $Q_{j} Q_{k}=\delta_{j k} Q_{j}$. Assume that

$$
\begin{equation*}
\operatorname{dim} P_{0}=\operatorname{dim} Q_{0}=m<\infty \tag{4.30}
\end{equation*}
$$

$$
\begin{equation*}
\sum_{j=1}^{\infty}\left\|P_{j}\left(Q_{j}-P_{j}\right) u\right\|^{2} \leqq c\|u\|^{2} \quad \text { for every } u \in \mathbf{H} \tag{4.31}
\end{equation*}
$$

where $c$ is a constant smaller than 1. Then there is a $W \in \mathscr{B}(\mathrm{H})$ with $W^{-1} \in \mathscr{B}(\mathrm{H})$ such that $Q_{j}=W^{-1} P_{j} W$ for $j=0,1,2, \ldots$

Proof. First we shall show that

$$
\begin{equation*}
W=\sum_{j=0}^{\infty} P_{j} Q_{j} \in \mathscr{B}(\mathrm{H}) \tag{4.32}
\end{equation*}
$$

exists in the strong sense. Since $\sum P_{j}=1$ by the completeness of $\left\{P_{j}\right\}$ [see (3.33)], it suffices to show that $\sum\left(P_{j}-P_{j} Q_{j}\right)=\sum P_{j}\left(P_{j}-Q_{j}\right)$ converges strongly. But this is true since

$$
\left\|\sum_{j=k}^{k+p} P_{j}\left(P_{j}-Q_{j}\right) u\right\|^{2}=\sum_{j=k}^{k+p}\left\|P_{j}\left(P_{j}-Q_{j}\right) u\right\|^{2} \rightarrow 0, k \rightarrow \infty,
$$

[^135]by (4.31). Also (4.31) shows that $\|B\| \leqq c^{1 / 2}<1$ if
\[

$$
\begin{equation*}
B=\sum_{i=1}^{\infty} P_{j}\left(P_{j}-Q_{j}\right)=1-P_{0}-\sum_{j=1}^{\infty} P_{j} Q_{j} \tag{4.33}
\end{equation*}
$$

\]

Now (4.32) implies that $W Q_{j}=P_{j} Q_{j}=P_{j} W, j=0,1,2, \ldots$ Thus the lemma is proved if we show that $W^{-1} \in \mathscr{B}(\mathrm{H})$ exists.

To this end we define

$$
\begin{equation*}
W_{1}=\sum_{j=1}^{\infty} P_{j} Q_{j}=W-P_{0} Q_{0}=1-P_{0}-B . \tag{4.34}
\end{equation*}
$$

Since $P_{0}$ is an orthogonal projection with $\operatorname{dim} P_{0}=m<\infty, 1-P_{0}$ is a Fredholm operator with nul $\left(1-P_{0}\right)=m$, ind $\left(1-P_{0}\right)=0$, and $\gamma\left(1-P_{0}\right)$ $=1$ ( $\gamma$ is the reduced minimum modulus, see IV-§5.1). Since $\|B\|<1$ $=\gamma\left(1-P_{0}\right)$, it follows that $W_{1}$ is also Fredholm, with

$$
\begin{equation*}
\operatorname{nul} W_{1} \leqq \operatorname{nul}\left(1-P_{0}\right)=m, \quad \operatorname{ind} W_{1}=\operatorname{ind}\left(1-P_{0}\right)=0 \tag{4.35}
\end{equation*}
$$

(see IV-Theorem 5.22). Since $W=P_{0} Q_{0}+W_{1}$, where $P_{0} Q_{0}$ is compact by $\operatorname{dim} P_{0}<\infty, W$ is also Fredholm with ind $W=\operatorname{ind} W_{1}=0$ (see IVTheorem 5.26). To show that $W^{-1} \in \mathscr{B}(\mathrm{H})$ exists, therefore, it suffices to show that nul $W=0$.

To this end we first prove that

$$
\begin{equation*}
\mathrm{N}\left(W_{\mathbf{1}}\right)=Q_{0} \mathrm{H} . \tag{4.36}
\end{equation*}
$$

Indeed, we have $W_{1} Q_{0}=0$ by (4.34) so that $\mathrm{N}\left(W_{1}\right) \supset Q_{0} H$. But since $\operatorname{dim} Q_{0}=m \geqq \operatorname{nul} W_{1}$, we must have (4.36).

Suppose now that $W u=0$. Then $0=P_{0} W u=P_{0} Q_{0} u$ and $W_{1} u=$ $=W u-P_{0} Q_{0} u=0$. Hence $u=Q_{0} u$ by (4.36) and so $P_{0} u=P_{0} Q_{0} u=0$. Thus $(1-B) u=W_{1} u+P_{0} u=0$. Since $\|B\|<1$, we obtain $u=0$. This shows that nul $W=0$ and completes the proof.

Proof of Theorem 4.15a. Let $d_{h}=\max \left\{\lambda_{h}-\lambda_{h-1}, \lambda_{h+1}-\lambda_{h}\right\}$ be the isolation distance of the eigenvalue $\lambda_{h}$; then $d_{h} \rightarrow \infty$ as $h \rightarrow \infty$. Hence there is an integer $N$ and $\delta>0$ such that $\|A\|<\delta \leqq d_{h} / 2$ for $h>N$. For these $h$ let $\Gamma_{h}$ be the circle with center $\lambda_{h}$ and radius $\delta$, and let $\Gamma_{0}$ be the circle with a diameter $\left[\lambda_{1}-\delta, \lambda_{N}+\delta\right]$. Then each $\Gamma_{h}$ with $h>N$ encloses exactly one eigenvalue $\mu_{h}$ of $S, \Gamma_{0}$ encloses exactly $N$ repeated eigenvalues of $S$, and these eigenvalues exhaust the spectrum of $S$. This is seen by the same argument as was used in par. 3 ; note that all the circles considered are outside one another and $\|R(\zeta, T)\| \leqq 1 / \delta<\|A\|^{-1}$ if $\zeta$ is on one of the circles or outside all of them, so that $R(\zeta, S)$ exists for such $\zeta$.

Let $Q_{h}, h>N$, be the one-dimensional eigenprojection for the eigenvalue $\mu_{\boldsymbol{h}}$ of $S$. Then

$$
\begin{gather*}
Q_{h}-P_{h}=-\frac{1}{2 \pi i} \int_{\Gamma_{h}}(R(\zeta, S)-R(\zeta, T)) d \zeta  \tag{4.37}\\
=\frac{1}{2 \pi i} \int_{\Gamma_{h}} R(\zeta, S) A R(\zeta, T) d \zeta .
\end{gather*}
$$

If $\zeta$ is inside $\Gamma_{h}, h>N$, we have (see III-(6.32))

$$
R(\zeta, T)=-\left(\zeta-\lambda_{h}\right)^{-1} P_{h}+Z_{h}+\left(\zeta-\lambda_{h}\right) Z_{h}^{2}+\cdots,
$$

where $Z_{h}$ is the reduced resolvent of $T$ at $\lambda_{h}$. Similarly

$$
R(\zeta, S)=-\left(\zeta-\mu_{h}\right)^{-1} Q_{h}+Z_{h}^{\prime}+\left(\zeta-\mu_{h}\right) Z_{h}^{\prime 2}+\cdots ;
$$

note that $R(\zeta, S)$ has a simple pole at $\zeta=\mu_{h}$ because $\operatorname{dim} Q_{h}=1$. Substitution of these expansions into (4.37) gives

$$
\begin{equation*}
Q_{h}-P_{h}=-Q_{h} A Z_{h}-Z_{h}^{\prime} A P_{h}, \quad h>N . \tag{4.38}
\end{equation*}
$$

Now we use the following lemma to be proved later.
Lemma 4.17b. We have (a) $\left\|Q_{h}\right\| \leqq M=$ const, $h>N$; (b) $\left\|Z_{h}^{\prime}\right\| \rightarrow 0$ as $h \rightarrow \infty$; and (c) $\sum_{h>n}\left\|Z_{h} u\right\|^{2} \leqq c_{n}\|u\|^{2}$ for $u \in \mathrm{H}$, where $c_{n} \rightarrow 0$ as $n \rightarrow \infty$.

It follows from this lemma that

$$
\begin{align*}
& \sum_{h>n}\left\|Q_{h} A Z_{h} u\right\|^{2} \leqq M^{2}\|A\|^{2} c_{n}\|u\|^{2}, \quad u \in \mathrm{H}, \quad n>N ;  \tag{4.39}\\
& \sum_{h>n}\left\|Z_{h}^{\prime} A P_{h} u\right\|^{2} \leqq c_{n}^{\prime}\|A\|^{2} \sum_{h>n}\left\|P_{h} u\right\|^{2} \leqq c_{n}^{\prime}\|A\|^{2}\|u\|^{2}, \quad n>N \tag{4.40}
\end{align*}
$$

where $c_{n}^{\prime}=\sup _{h>n}\left\|Z_{n}^{\prime}\right\|^{2} \rightarrow 0$ as $n \rightarrow \infty$. (4.38) to (4.40) give

$$
\begin{equation*}
\sum_{n>n}\left\|\left(Q_{h}-P_{h}\right) u\right\|^{2} \leqq c_{n}^{\prime \prime}\|u\|^{2}, \quad c_{n}^{\prime \prime}=2\left(M^{2} c_{n}+c_{n}^{\prime}\right)\|A\|^{2} \tag{4.41}
\end{equation*}
$$

where $c_{n}^{\prime \prime} \rightarrow 0$ as $n \rightarrow \infty$. If we choose $n$ so large that $c_{n}^{\prime \prime}<1$, we can apply Lemma 4.17a to deduce the assertion of Theorem 4.15a. Indeed, it suffices to apply the lemma to the two systems $\left\{\sum_{h \leqq n} P_{h}, P_{n+1}, P_{n+2}, \ldots\right\}$ and $\left\{Q_{0}+\sum_{N<h \leqq n} Q_{h}, Q_{n+1}, Q_{n+2}, \ldots\right\}$, where $Q_{0}$ is the total projection for the eigenvalues of $S$ inside $\Gamma_{0}$.

Proof of Lemma 4.17b. (a) follows from

$$
Q_{h}=-\frac{1}{2 \pi i} \int_{\Gamma_{h}^{\prime}} R(\zeta, S) d \zeta,
$$

where $\Gamma_{h}^{\prime}$ is the circle with center $\lambda_{h}$ and radius $d_{h} / 2$; note that $\|R(\zeta, S)\|$ $\leqq\left(\left(d_{h} / 2\right)-\|A\|\right)^{-1}$ for $\zeta \in \Gamma_{h}^{\prime}$ (see Problem 4.8). Similarly (b) follows from

$$
Z_{h}^{\prime}=\frac{1}{2 \pi i} \int_{\Gamma_{h}^{\prime}}\left(\zeta-\mu_{h}\right)^{-1} R(\zeta, S) d \zeta, \quad\left|\mu_{h}-\lambda_{h}\right|<\delta .
$$

To prove (c), we note that [see I-(5.32)]

$$
\sum_{h>n}\left\|Z_{h} u\right\|^{2}=\sum_{h>n} \sum_{j \neq h}\left|\lambda_{j}-\lambda_{h}\right|^{-2}\left\|P_{j} u\right\|^{2} .
$$

But since $\Sigma\left\|P_{j} u\right\|^{2} \leqq\|u\|^{2}$, it suffices to show that

$$
\begin{equation*}
\sup _{j \geqq 1} \sum_{\substack{h>n \\ h \neq j}}\left|\lambda_{j}-\lambda_{h}\right|^{-2} \rightarrow 0 \quad \text { as } \quad n \rightarrow \infty . \tag{4.42}
\end{equation*}
$$

(4.42) follows easily from the assumption that $\lambda_{h}-\lambda_{h-1} \rightarrow 0$ as $h \rightarrow \infty$. The detail may be left to the reader.

Example 4.18. Consider the differential operator $S=-d^{2} / d x^{2}+q(x)$ on $0 \leqq x \leqq 1$ with the boundary condition $u(0)=u(1)=0$, where $q$ is a bounded, complex-valued function. If we denote by $A$ the operator of multiplication by $q(x)$, we have $A \in \mathscr{B}(\mathrm{H})$ wehre $\mathrm{H}=\mathrm{L}^{2}(0,1) . T=-d^{2} / d x^{2}$ with the same boundary condition is selfadjoint, with the eigenvalues $\lambda_{n}=\pi^{2} n^{2}, n=1,2, \ldots$ Thus Theorem 4.15 a applies to this case, showing that $S$ is a spectral operator. In this example $A$ can be any bounded operator in H , not necessarily an operator of multiplication. $A$ may even be unbounded to some degree, since we have $\lambda_{n}-\lambda_{n-1}=O(n)$, which is stronger than necessary in Theorem 4.15a.

## § 5. The Schrödinger and Dirac operators

## 1. Partial differential operators

We shall now apply the foregoing results to some partial differential operators, in particular to the Schrödinger and Dirac operators, which appear in quantum mechanics.

First we consider the Schrödinger operator

$$
\begin{equation*}
L=-\Delta+q(x) \tag{5.1}
\end{equation*}
$$

in a region E of the 3 -dimensional euclidean space $\mathrm{R}^{3}$ with the coordinates $x=\left(x_{1}, x_{2}, x_{3}\right)$. Here $\Delta$ denotes the Laplacian

$$
\begin{equation*}
\Delta=\frac{\partial^{2}}{\partial x_{1}^{2}}+\frac{\partial^{2}}{\partial x_{2}^{2}}+\frac{\partial^{2}}{\partial x_{3}^{2}} \tag{5.2}
\end{equation*}
$$

and $q(x)=q\left(x_{1}, x_{2}, x_{3}\right)$ is a real-valued function defined on E. Starting from the formal differential operator $L$, various linear operators in different function spaces can be constructed (just as was the case with ordinary differential operators, see III-§ 2.3). In what follows we shall exclusively consider linear operators in the Hilbert space $H=L^{2}(E)$, which is most important in applications.

It is not at all obvious that (5.1) defines an operator in H . A function $u=u(x)$ must be rather smooth if $\Delta u$ is to be meaningful, but $q(x) u(x)$ may not belong to $\mathrm{H}=\mathrm{L}^{2}$ for such functions if $q(x)$ is too singular. Therefore, we shall once for all assume that $q(x)$ is locally square integrable; this means that $q \in \mathrm{~L}^{2}(\mathrm{~K})$ in each compact subset K of E . Then $q(x) u(x)$ belongs to H if $u$ is a smooth function with a compact support in E (that is, $u$ vanishes outside a compact subset of E , which depends on $u$ ). Let us denote by $\mathrm{C}_{0}^{\infty}=\mathrm{C}_{0}^{\infty}(\mathrm{E})$ the set of all infinitely differentiable functions with compact supports in E , and let $\dot{S}$ be the restriction of $L$ with $\mathrm{D}(\dot{S})=\mathrm{C}_{0}^{\infty}$. $\dot{S}$ is a densely defined linear operator in H . $\dot{S}$ will be called the minimal operator constructed from the formal differential operator $L$.

The domain of $\dot{S}$ is narrower than necessary; in the above definition we could replace $\mathrm{C}_{0}^{\infty}$ by $\mathrm{C}_{0}^{2}$ (the set of twice continuously differentiable functions with compact supports) because we need only second-order derivatives in constructing $\Delta u$, thereby obtaining an extension of $\dot{S}$. Also we can define a larger extension $S$ of $\dot{S}$ by admitting in its domain all functions $u \in \mathrm{H}$ such that $u \in \mathrm{C}^{2}(\mathrm{E})$ (twice continuously differentiable in E) and $L u=-\Delta u+q u \in \mathrm{H}$ (here $u$ need not have compact support). In a certain sense $S$ is the largest operator in H constructed from $L$. Since $S \supset \dot{S}, S$ is densely defined. [ $S$ could formally be defined without assuming that $q(x)$ be locally square integrable, but it is then not easy to see whether $S$ is densely defined.] One of the basic problems for differential operators consists in investigating the relationship between the operators $\dot{S}, S$ and their adjoints.
$L$ is formally selfadjoint; this means that the Green identity holds:

$$
\begin{equation*}
\int_{\mathrm{E}_{0}}((L u) v-u L v) d x=\int_{\partial \mathrm{E}_{0}}\left(\frac{\partial u}{\partial n} v-u \frac{\partial v}{\partial n}\right) d \mathrm{~S}, \tag{5.3}
\end{equation*}
$$

where $\mathrm{E}_{0}$ is any subdomain of E with compact closure in E and with smooth boundary $\partial \mathrm{E}_{0}$ and where $d \mathrm{~S}$ denotes the surface element and $\partial / \partial n$ the inward normal derivative on $\partial \mathrm{E}_{\mathbf{0}}$. If $u \in \mathrm{D}(\dot{S})$ and $v \in \mathrm{D}(S)$, we obtain from (5.3) with $v$ replaced by $\bar{v}$

$$
\begin{equation*}
(\dot{S} u, v)=(u, S v) . \tag{5.4}
\end{equation*}
$$

This implies that $\dot{S}$ and $S$ are adjoint; hence

$$
\begin{equation*}
\dot{S} \subset S \subset \dot{S}^{*}, \quad \dot{S} \subset \tilde{S}=\dot{S}^{* *} \subset S^{*} \subset \dot{S}^{*} \tag{5.5}
\end{equation*}
$$

In particular $\dot{S}$ is symmetric and so is its closure $\tilde{S}=\dot{S}^{* *}$. The question arises whether the latter is selfadjoint, that is, whether $\dot{S}$ is essentially selfadjoint. In general the answer is no, as is inferred from the case of an ordinary differential operator (see examples in § 3.6). But we note that $\dot{S}$ is essentially selfadjoint only it $S$ is symmetric. In fact, the selfadjointness of $\dot{S}^{* *}$ implies $\dot{S}^{* *}=\dot{S}^{* * *}=\dot{S}^{*}$ so that (5.5) gives $S^{*}=\dot{S}^{*} \supset S$. Conversely, it can be shown that $\dot{S}$ is essentially selfadjoint if $S$ is symmetric, under a mild additional assumption on the local property of $q$.

In general there are many selfadjoint operators between $\dot{S}$ and $\dot{S}^{*}$ (in the sense of the extension-restriction relation); these are obtained usually by restricting $\dot{S}^{*}$ (which is seen to be a differential operator in a generalized sense) by appropriate boundary conditions (just as in the case of ordinary differential operators, see § 3.6). For example suppose that $q=0$. Then the boundary condition $u=0$ on $\partial \mathrm{E}$ gives an operator corresponding to the Dirichlet problem, and similarly the boundary condition $\partial u / \partial n=0$ is related to the Neumann problem. We shall call $\dot{S}^{*}$ the maximal operator constructed from $L$.

## 2. The Laplacian in the whole space

In this paragraph we consider the special case in which $E=R^{3}$ (the whole space) and $q(x)=0$. We shall show that the minimal operator $\dot{T}$ constructed from the formal Laplace operator $L=-\Delta$ is essentially selfadjoint and, furthermore, give a complete description of the selfadjoint operator $H_{0}=\dot{T}^{* *}=\dot{T}^{*}$.

These results are easily deduced by means of the Fourier transformation. According to the Fourier-Plancherel theorem (see Example 2.7), to each $u(x) \in L^{2}$ corresponds the Fourier transform $\hat{u}(k) \in L^{2}$ given by (2.13). For convenience we regard $u(x)$ and $\hat{u}(k)$ as belonging to different Hilbert spaces $\mathrm{H}=\mathbf{L}^{2}(x)$ and $\hat{\mathbf{H}}=\mathbf{L}^{2}(k)$. The map $u \rightarrow \hat{u}=U u$ defines a unitary operator $U$ on H to $\hat{\mathrm{H}}$.

If $u \in \mathrm{C}_{0}^{\infty}$, it is easily seen that $\dot{T} u=-\Delta u$ has the Fourier transform $|k|^{2} \hat{u}(k)$, where $|k|^{2}=k_{1}^{2}+k_{2}^{2}+k_{3}^{2}$. Now let $K^{2}$ be the maximal multi-
plication operator by $|k|^{2}$ in the Hilbert space $\hat{H}$ (see Example III-2.2). $K^{2}$ is selfadjoint (see Problem 3.22). We denote by $H_{0}$ the operator $K^{2}$ transformed by $U^{\mathbf{- 1}}$ :

$$
\begin{equation*}
H_{0}=U^{-1} K^{2} U \tag{5.6}
\end{equation*}
$$

$H_{0}$ is a selfadjoint operator in H , being a unitary image of the selfadjoint operator $K^{2}$ in $\hat{H}$, with $\mathrm{D}\left(H_{0}\right)=U^{-1} \mathrm{D}\left(K^{2}\right)$. In other words, $\mathrm{D}\left(H_{0}\right)$ is the set of all $u \in \mathrm{~L}^{2}(x)$ whose Fourier transforms belong to $\mathrm{L}^{2}(k)$ after multiplication by $|k|^{2}$. It follows from the remark given above that $H_{0} \supset \dot{T}$. That $\dot{T}$ is essentially selfadjoint is therefore equivalent to the assertion that $\dot{T}$ has closure $H_{0}$, that is, $\mathrm{D}(\dot{T})=\mathrm{C}_{0}^{\infty}$ is a core of $H_{0}$ (see III-§ 5.3).

Before giving the proof of this proposition, we note that there are other subsets of $\mathrm{D}\left(H_{0}\right)$ that can be easily seen to be cores of $H_{0}$. For example, the set $S$ of all functions of the form

$$
\begin{equation*}
e^{-|x|^{2} / 2} P(x) \quad\left[P(x) \text { are polynomials in } x_{1}, x_{2}, x_{3}\right] \tag{5.7}
\end{equation*}
$$

is a core of $H_{\mathbf{0}}$. To see this, it suffices to show that the set $\hat{\mathbf{S}}$ of the Fourier transforms of the functions (5.7) forms a core of $K^{2}$. Since $K^{2}$ is nonnegative, this is true if $K^{2}+1$ maps $\hat{S}$ onto a set dense in $\hat{H}$ (see Problem III-6.3). But the Fourier transforms of the functions (5.7) have a similar form with $x$ replaced by $k$. Noting that $\left(|k|^{2}+1\right) e^{-|k|^{2} / 4}=f(k)$ is bounded, we see that $\left(K^{2}+1\right) \hat{S}$ is the image under $F$ [the maximal multiplication operator by $f(k)]$ of the set $\hat{\mathbf{S}^{\prime}}$ of all functions of the form

$$
\begin{equation*}
e^{-|k|^{2} / 4} P(k) . \tag{5.8}
\end{equation*}
$$

But the set of functions of the form (5.8) is dense in $L^{2}(k)$ since it includes the whole set of Hermite functions ${ }^{1}$. Since $F$ is a bounded symmetric operator with nullity zero and, consequently, $\mathrm{R}(F)$ is dense in $\hat{\mathrm{H}},\left(K^{2}+\right.$ $+1) \hat{\boldsymbol{S}}$ is dense in $\hat{\mathrm{H}}$ (see Problem III-2.9).

We can now prove that $\tilde{T}=H_{0}$. Let $T_{1}$ be the restriction of $H_{0}$ with the set (5.7) as the domain. Since we have shown above that $\widetilde{T}_{1}=H_{0}$, it suffices to show that $\tilde{T} \supset T_{1}$ (which implies $\tilde{T} \supset \widetilde{T}_{1}=H_{0}$ ). To this end we shall construct, for each $u$ of the form (5.7), a sequence $u_{n} \in \mathrm{C}_{0}^{\infty}$ such that $u_{n} \rightarrow u$ and $\dot{T} u_{n}=-\Delta u_{n} \rightarrow-\Delta u=T_{1} u$. Such a sequence is given, for example, by

$$
\begin{equation*}
u_{n}(x)=w\left(\frac{x}{n}\right) u(x) \tag{5.9}
\end{equation*}
$$

[^136]where $w(x)$ is a real-valued function of $\mathrm{C}_{0}^{\infty}$ such that $0 \leqq w(x) \leqq 1$ everywhere and $w(x)=1$ for $|x| \leqq 1$. It is obvious that $u_{n} \in \mathrm{C}_{0}^{\infty}$ and $u_{n} \rightarrow u$. Also
\[

$$
\begin{align*}
\Delta u_{n}(x)=w\left(\frac{x}{n}\right) \Delta u(x) & +\frac{2}{n}(\operatorname{grad} w)\left(\frac{x}{n}\right) \cdot \operatorname{grad} u(x)+  \tag{5.10}\\
& +\frac{1}{n^{2}}(\Delta w)\left(\frac{x}{n}\right) u(x)
\end{align*}
$$ .
\]

shows that $\Delta u_{n} \rightarrow \Delta u$.
Apart from a constant factor and a unit of length, $H_{0}$ is the Hamiltonian operator for a free particle in non-relativistic quantum mechanics and $K^{2}$ is its representation in momentum space.

Problem 5.1. Let $T$ be the operator $S$ of par. 1 in the special case $L=-\Delta$. $T$ is symmetric and essentially selfadjoint with $\tilde{T}=H_{0}$. Also prove directly that ( $T u, u$ ) is real for each $u \in \mathrm{D}(T)$.

Remark 5.2. The selfadjoint operator $H_{0}$ is not a differential operator in the proper sense, for a function $u(x)$ of $\mathbf{D}\left(H_{0}\right)$ need not be differentiable everywhere. But $u(x)$ has derivatives in the generalized sense up to the second order, all belonging to $L^{2}$. The generalized derivative $\partial u / \partial x_{j}$ is the inverse Fourier transform of $i k_{j} \hat{u}(k)$, as a natural generalization from the case of a "smooth" $u$, and similarly the generalized $\partial^{2} u / \partial x_{j} \partial x_{l}$ is the inverse Fourier transform of $-k_{j} k_{l} \hat{u}(k)$. Since $u \in \mathrm{D}\left(H_{0}\right)$ implies $\left(1+|k|^{2}\right) \hat{u}(k) \in \mathrm{L}^{2}$, all these generalized derivatives belong to $\mathrm{L}^{2}$.

In virtue of this generalized differentiability, functions of $\mathrm{D}\left(H_{0}\right)$ are more "regular" than general functions of $\mathrm{L}^{2}$. In fact every $u \in \mathrm{D}\left(H_{0}\right)$ is (equivalent to) a bounded, uniformly continuous function. To see this we note that

$$
\begin{align*}
\left(\int|\hat{u}(k)| d k\right)^{2} & \leqq \int \frac{d k}{\left(|k|^{2}+\alpha^{2}\right)^{2}} \int\left(|k|^{2}+\alpha^{2}\right)^{2}|\hat{u}(k)|^{2} d k  \tag{5.11}\\
& =\frac{\pi^{2}}{\alpha}\left\|\left(H_{0}+\alpha^{2}\right) u\right\|^{2}<\infty
\end{align*}
$$

where $\alpha>0$ is arbitrary. But it is a well known (and easily verifiable) fact that a function $u(x)$ whose Fourier transform $\hat{u}(k)$ is integrable is bounded and continuous, with

$$
\begin{gather*}
|u(x)| \leqq(2 \pi)^{-3 / 2} \int|\hat{u}(k)| d k \leqq c \alpha^{-1 / 2}\left\|\left(H_{0}+\alpha^{2}\right) u\right\| \leqq  \tag{5.12}\\
\leqq c\left(\alpha^{-1 / 2}\left\|H_{0} u\right\|+\alpha^{3 / 2}\|u\|\right),
\end{gather*}
$$

where $c$ is a numerical constant. In particular the value $u(x)$ of $u$ at any fixed point $x$ is relatively bounded with respect to $H_{0}$ with relative bound zero.

[^137]A similar calculation gives

$$
\begin{equation*}
|u(x)-u(y)| \leqq C_{\gamma}|x-y|^{\nu}\left(\alpha^{-\left(\frac{1}{2}-\gamma\right)}\left\|H_{0} u\right\|+\alpha^{\frac{3}{2}+\gamma}\|u\|\right) \tag{5.13}
\end{equation*}
$$

where $\gamma$ is any positive number smaller than $1 / 2, C_{\gamma}$ is a numerical constant depending only on $\gamma$ and $\alpha$ is any positive constant. In deducing (5.13) we note the following facts. $\left|e^{i k \cdot x}-e^{i k \cdot y}\right|=\left|e^{i k \cdot(x-y)}-1\right|$ does not exceed 2 or $|k||x-y|$, hence it does not exceed $2^{1-\gamma}|k|^{\gamma}|x-y|^{\gamma}$. And $\int|k|^{\gamma}|\hat{u}(k)| d k$ is finite if $0<\gamma<1 / 2$, with an estimate similar to (5.11). (5.13) means that $u(x)$ is Hölder continuous with any exponent smaller than $1 / 2$.
(5.12) and (5.13) are special cases of the Sobolev inequalities ${ }^{1}$.

Remark 5.3. The above results can be extended to the case of $n$ variables $x_{1}, \ldots, x_{n}$ instead of 3 , with the exception of (5.12) and (5.13) which depend essentially on the dimension 3 of the space.

## 3. The Schrödinger operator with a static potential

We now consider the Schrödinger operator (5.1) in the whole space $\mathrm{E}=\mathrm{R}^{3}$. Here we assume that $q(x)$ is not only locally square integrable but can be expressed as

$$
\begin{equation*}
q=q_{0}+q_{1} \quad \text { where } \quad q_{0} \in \mathrm{~L}^{\infty}\left(\mathrm{R}^{3}\right), \quad q_{1} \in \mathrm{~L}^{2}\left(\mathrm{R}^{3}\right) . \tag{5.14}
\end{equation*}
$$

As before we consider the minimal operator $\dot{S}$ and the "larger" operator $S$ constructed from $L=-\Delta+q$. Let $\dot{T}$ be the minimal operator for $q=0$ investigated in the preceding paragraph. Then $\dot{S}$ can be written

$$
\begin{equation*}
\dot{S}=\dot{T}+Q=\dot{T}+Q_{0}+Q_{1} \tag{5.15}
\end{equation*}
$$

where $Q, Q_{0}$ and $Q_{1}$ denote the maximal multiplication operators by $q(x), q_{0}(x)$ and $q_{1}(x)$ respectively; note that $\dot{S}$ and $\dot{T}$ have the same domain $\mathrm{C}_{0}^{\infty}\left(\mathrm{R}^{3}\right)$. $S$ cannot be put into a similar form, however, for there is no simple relationship between the domains of $S$ and $T$ (the corresponding operator for $q=0$ ).

We shall now prove that $\dot{S}$ is essentially selfadjoint. To this end it suffices to apply Theorem 4.4, regarding $\dot{S}$ as obtained from $\dot{T}$ by adding the perturbing term $Q$ and showing that $Q$ is relatively bounded with respect to $\dot{T}$ with relative bound 0 . Denoting by $H$ and $H_{0}$ the selfadjoint closures of $\dot{S}$ and $\dot{T}$ respectively, we shall further show that

$$
\begin{equation*}
H=H_{0}+Q, \quad \mathrm{D}(H)=\mathrm{D}\left(H_{0}\right) \subset \mathrm{D}(Q) \tag{5.16}
\end{equation*}
$$

Each $u(x) \in \mathrm{D}\left(H_{0}\right)$ is a bounded function in virtue of (5.12). Therefore $Q_{1} u$ belongs to $L^{2}$, with $\left\|Q_{1} u\right\| \leqq\left\|q_{1}\right\|_{2}\|u\|_{\infty} \leqq c\left\|q_{1}\right\|_{2}\left(\alpha^{-1 / 2}\left\|H_{0} u\right\|+\alpha^{3 / 2}\|u\|\right)$.

[^138]Also $Q_{0} u \in \mathrm{~L}^{2}$ and $\left\|Q_{0} u\right\| \leqq\left\|q_{0}\right\|_{\infty}\|u\|$. Hence

$$
\begin{align*}
& \mathrm{D}(Q) \supset \mathrm{D}\left(H_{0}\right) \supset \mathrm{D}(\dot{T}), \quad\|Q u\| \leqq a\|u\|+b\left\|H_{0} u\right\|  \tag{5.17}\\
& \text { with } \quad b=c \alpha^{-1 / 2}\left\|q_{1}\right\|_{2}, \quad a=c \alpha^{3 / 2}\left\|q_{1}\right\|_{2}+\left\|q_{0}\right\|_{\infty} .
\end{align*}
$$

Since $\alpha$ may be chosen as large as one pleases, (5.17) shows that $Q$ is $H_{0}$-bounded (and $\dot{T}$-bounded a fortiori) with relative bound 0 . Thus we see from Theorem 4.3 that $H_{0}+Q$ is selfadjoint and from Theorem 4.4 that $\dot{S}=\dot{T}+Q$ is essentially selfadjoint. Since $H_{0}+Q \supset \dot{S}$ is obvious, $H_{0}+Q$ coincides with the closure of $\dot{S}$. Thus the perturbed operator $H$ has the same domain as the unperturbed operator $H_{0}$. Finally we note that $H$ is bounded from below by virtue of Theorem 4.11. Summing up, we have proved

Theorem 5.4 ${ }^{1}$. If (5.14) is satisfied, $\dot{S}$ is essentially selfadjoint. The selfadjoint extension $H$ of $\dot{S}$ is equal to $H_{0}+Q$ with $\mathrm{D}(H)=\mathrm{D}\left(H_{0}\right)$ and is bounded from below.

Problem 5.5. The Coulomb potential $q(x)=e|x|^{-1}$ satisfies (5.14). For what values of $\beta$ is (5.14) satisfied for $q(x)=e|x|^{-\beta}$ ?

Remark 5.6. The results obtained above can be extended to the Schrödinger operator for a system of $s$ particles interacting with each other by Coulomb forces. In this case the formal Schrödinger operator has the form (5.1) in which $\Delta$ is the $3 s$-dimensional Laplacian and the potential $q(x)$ has the form

$$
\begin{equation*}
q(x)=\sum_{j=1}^{s} \frac{e_{j}}{r_{j}}+\sum_{j<k} \frac{e_{j k}}{r_{j k}}, \tag{5.18}
\end{equation*}
$$

where $e_{j}$ and $e_{j k}$ are constants and

$$
\begin{aligned}
& r_{j}=\left(x_{3 j-2}^{2}+x_{3 j-1}^{2}+x_{3 j}^{2}\right)^{1 / 2}, \\
& r_{j k}=\left[\left(x_{3 j-2}-x_{3 k-2}\right)^{2}+\left(x_{3 j-1}-x_{3 k-1}\right)^{2}+\left(x_{3 j}-x_{3 k}\right)^{2}\right]^{1 / 2} .
\end{aligned}
$$

It can be proved that the minimal operator $\dot{T}$ constructed from the formal operator $-\Delta$ is essentially selfadjoint with the selfadjoint closure $H_{0}$ (Remark 5.3) and that $Q$ is relatively bounded with respect to $H_{0}$ as well as to $\dot{T}$ with relative bound 0 . The proof given above for $s=1$ is not directly applicable, for (5.12) is no longer true, but it can be modified

[^139]by taking into account the fact that $q(x)$ consists of terms each of which depends essentially only on 3 variables ${ }^{1}$.

Regarding the spectrum of $H$, we have a more detailed result if we assume slightly more on $q$.

Theorem 5.7. In addition to (5.14) assume that $q_{0}(x) \rightarrow 0$ for $|x| \rightarrow \infty$. Then the essential spectrum of $H$ is exactly the nonnegative real axis. (Thus the spectrum of $H$ on the negative real axis consists only of isolated eigenvalues with finite multiplicities.) ${ }^{2}$

Proof. It is easy to see that the spectrum of $H_{0}$ is exactly the nonnegative real axis, which is at the same time the essential spectrum of $H_{0}$. In view of Theorem IV-5.35, therefore, it suffices to prove the following lemma.

Lemma 5.8. Under the assumptions of Theorem 5.7, $Q$ is relatively compact with respect to $H_{0}$.

Proof. First we consider the special case $q_{0}=0$. Let $\left\{u_{n}\right\}$ be a bounded sequence in H such that $\left\{H_{0} u_{n}\right\}$ is also bounded; we have to show that $\left\{Q_{1} u_{n}\right\}$ contains a convergent subsequence. According to (5.12) and (5.13), the $u_{n}(x)$ are uniformly bounded in $x$ and $\dot{n}$ and are equicontinuous. According to the Ascoli theorem, $\left\{u_{n}\right\}$ contains a subsequence $\left\{v_{n}\right\}$ that converges uniformly on any bounded region of $\mathrm{R}^{3}$. Let $v$ be the limit function; $v$ is bounded, continuous and belongs to $H$. Hence we have

$$
Q_{1} v_{n}=q_{1} v_{n} \rightarrow q_{1} v \text { in } \mathrm{H}
$$

by the dominated convergence theorem.
The general case $q_{0} \neq 0$ can be reduced to the above case by approximating $q_{0}$ uniformly by a sequence $\left\{q_{0}^{n}\right\}$ of bounded functions with compact support; for example set $q_{0}^{n}(x)=q_{0}(x)$ for $|x| \leqq n$ and $=0$ for $|x|>n$. If $Q_{0}^{n}$ denotes the operator of multiplication by $q_{0}^{n}$, we obtain $\left\|Q_{0}^{n}-Q_{0}\right\| \rightarrow 0$. But $Q_{1}+Q_{0}^{n}$ is $H_{0}$-compact by what was proved above, since $q_{1}+q_{0}^{n} \in \mathrm{~L}^{2}\left(\mathrm{R}^{3}\right)$. Hence $\left(Q_{1}+Q_{0}^{n}\right)\left(H_{0}+1\right)^{-1}$ is compact. Since $\left\|\left(Q_{0}^{n}-Q_{0}\right)\left(H_{0}+1\right)^{-1}\right\| \leqq\left\|Q_{0}^{n}-Q_{0}\right\| \rightarrow 0$, it follows from Theorem III-4.7 that $\left(Q_{1}+Q_{0}\right)\left(H_{0}+1\right)^{-1}$ is compact. This implies that $Q=Q_{1}+Q_{0}$ is $H_{0}$-compact.

Remark 5.9. In the theorems proved above we assumed that $q(x)$ is real-valued, but this is not essential in a certain sense. Of course $\dot{S}$ is not symmetric if $q$ is not real-valued, and the essential selfadjointness of $\dot{S}$ is out of the question. Nevertheless we can consider the spectrum

[^140]of $\tilde{\dot{S}}$ and, for example, Theorem 5.7 is true if $H$ is replaced by $\tilde{S}$. Even the proof is not changed; it is only essential that $Q_{0}$ and $Q_{1}$ are relatively compact with respect to $H_{0}$, which is true whether or not $q_{0}$ and $q_{1}$ are real-valued.

## 4. The Dirac operator

It is of some interest to consider the Dirac operator in conjunction with the Schrödinger operator ${ }^{1}$. For a particle moving freely in space, this operator has the form (apart from a numerical factor and unit of length) ${ }^{2}$

$$
\begin{equation*}
L=i^{-1} \alpha \cdot \operatorname{grad}+\beta \tag{5.19}
\end{equation*}
$$

$L$ is again a formal differential operator, but it acts on a vector-valued (or, rather, spinor-valued) function $u(x)=\left(u_{1}(x), \ldots, u_{4}(x)\right)$, with 4 components, of the space variable $x=\left(x_{1}, x_{2}, x_{3}\right)$. We denote by $\mathrm{C}^{4}$ the 4 -dimensional complex vector space in which the values of $u(x)$ lie. $\alpha$ is a 3-component vector $\alpha=\left(\alpha_{1}, \alpha_{2}, \alpha_{3}\right)$ with components $\alpha_{k}$ which are operators in $\mathrm{C}^{4}$ and may be identified with their representations by $4 \times 4$ matrices. Similarly $\beta$ is a $4 \times 4$ matrix. Thus $L u=v=\left(v_{1}, \ldots, v_{4}\right)$ has components

$$
\begin{equation*}
v_{j}(x)=i^{-1} \sum_{l=1}^{3} \sum_{h=1}^{4}\left(\alpha_{l}\right)_{j h} \frac{\partial u_{h}}{\partial x_{l}}+\sum_{h=1}^{4} \beta_{j h} u_{h}(x) \tag{5.20}
\end{equation*}
$$

The matrices $\alpha_{k}$ and $\beta$ are Hermitian symmetric and satisfy the commutation relations

$$
\begin{equation*}
\alpha_{j} \alpha_{h}+\alpha_{h} \alpha_{j}=2 \delta_{j h} 1, \quad j, h=1,2,3,4 \tag{5.21}
\end{equation*}
$$

with the convention of writing $\alpha_{4}=\beta$ ( 1 is the unit $4 \times 4$ matrix). It is known that such a system of matrices $\alpha_{j}, \beta$ exists; it is not necessary for our purpose to give their explicit form.

Since $L$ is a formal differential operator, we can construct from $L$ various operators in the basic Hilbert space $H=\left(L^{2}\left(R^{3}\right)\right)^{4}$ consisting of all $\mathrm{C}^{4}$-valued functions such that

$$
\begin{equation*}
\|u\|^{2}=\int|u(x)|^{2} d x<\infty, \quad|u(x)|^{2}=\sum_{j=1}^{4}\left|u_{j}(x)\right|^{2} \tag{5.22}
\end{equation*}
$$

The associated inner product is

$$
\begin{equation*}
(u, v)=\int u(x) \cdot \overline{v(x)} d x, \quad u(x) \cdot \overline{v(x)}=\sum_{j=1}^{4} u_{j}(x) \overline{v_{j}(x)} \tag{5.23}
\end{equation*}
$$

[^141]In particular we denote by $\dot{T}$ the minimal operator $\dot{T} u=L u$ with domain $\mathrm{D}(\dot{T})=\left(\mathrm{C}_{0}^{\infty}\right)^{4}$ consisting of all $u(x)$ with the components $u_{j}(x)$ lying in $\mathrm{C}_{0}^{\infty}\left(\mathrm{R}^{3}\right)$.
$\dot{T}$ is essentially selfadjoint. The proof is again easily carried out by using the Fourier transformation. Let $\hat{u}(k)$ be the Fourier transform of $u(x)$; this means that $\hat{u}(k)$ has 4 components $\hat{u}_{j}(k)$ which are the Fourier transforms of the $u_{j}(x)$. The mapping $u \rightarrow \hat{u}=U u$ defines again a unitary operator on H to $\hat{\mathrm{H}}=\left(\mathrm{L}^{2}(k)\right)^{4}$. It is now easily verified that for $u \in \mathrm{D}(\dot{T}), \dot{T} u=L u=v$ has the Fourier transform

$$
\begin{equation*}
\hat{v}(k)=(k \cdot \alpha+\beta) \hat{u}(k)=\left(k_{1} \alpha_{1}+k_{2} \alpha_{2}+k_{3} \alpha_{3}+\beta\right) \hat{u}(k) . \tag{5.24}
\end{equation*}
$$

Let us now define an operator $K$ in $\hat{\mathbf{H}}$ as the maximal multiplication operator by $k \cdot \alpha+\beta$; here we use the term "multiplication operator" in a generalized sense, for $k \cdot \alpha+\beta$ is not a scalar but a $4 \times 4$ matrix for each fixed $k$. Since this matrix is of finite order, it can easily be shown that $K$ is selfadjoint (just as for ordinary multiplication operators). Let $H_{0}$ be the transform of $K$ by the unitary operator $U^{-1}$ :

$$
\begin{equation*}
H_{0}=U^{-1} K U \tag{5.25}
\end{equation*}
$$

$H_{0}$ is a selfadjoint operator in H with $\mathrm{D}\left(H_{0}\right)=U^{-1} \mathrm{D}(K)$, and $\mathrm{D}(K)$ is by definition the set of all $\hat{u} \in\left(\mathrm{~L}^{2}\right)^{4}$ such that $(k \cdot \alpha+\beta) \hat{u}(k) \in\left(\mathrm{L}^{2}\right)^{4}$. Since the matrix $k \cdot \alpha+\beta$ is Hermitian symmetric and

$$
\begin{equation*}
(k \cdot \alpha+\beta)^{2}=\left(k^{2}+1\right) 1 \tag{5.26}
\end{equation*}
$$

in virtue of (5.21), $\mathfrak{a} \in \mathrm{D}(K)$ is equivalent to

$$
\begin{equation*}
\int\left(k^{2}+1\right)|\hat{u}(k)|^{2} d k=\|K \hat{u}\|^{2}<\infty . \tag{5.27}
\end{equation*}
$$

It follows from the remark given above that $\dot{T} \subset H_{0}$. Thus $\dot{T}$ is essentially selfadjoint if and only if $\tilde{\tilde{T}}=H_{0}$.

To prove the essential selfadjointness of $\dot{T}$, it is convenient to show that $K$ is a direct sum of 4 operators, two of which are isomorphic to the multiplication operator by $\left(1+k^{2}\right)^{1 / 2}$ and two by $-\left(1+k^{2}\right)^{1 / 2}$. To see this we need only to introduce, for each $k$, a new orthonormal basis of $\mathrm{C}^{4}$ consisting of eigenvectors of the Hermitian matrix $k \cdot \alpha+\beta$. In view of (5.26), the only eigenvalues of this matrix are $\pm\left(k^{2}+1\right)^{1 / 2}$, and it is known that there are indeed two eigenvectors for each sign forming an orthonormal set of 4 eigenvectors. With the introduction of such a basis (which is by no means unique owing to the degeneracy of the eigenvalues) for each $k$, the Hilbert space $\hat{\boldsymbol{H}}$ is seen to be decomposed into the direct sum of 4 subspaces in each of which $K$ acts simply as a multiplication by $\left(k^{2}+1\right)^{1 / 2}$ or $-\left(k^{2}+1\right)^{1 / 2}$. The proof of the essential selfadjointness of $\dot{T}$ can be effected, then, as in the case of the Schrödinger operator for a free particle. Details may be left to the reader ${ }^{1}$.

[^142]The Dirac operator for a particle in a static field with potential $q(x)$ is given by

$$
\begin{equation*}
L=i^{-1} \alpha \cdot \operatorname{grad}+\beta+Q \tag{5.28}
\end{equation*}
$$

where $Q$ is the multiplication operator by $q(x)$. If $q(x)$ is real and locally square integrable, the minimal operator $S$ with domain $\left(C_{0}^{\infty}\right)^{4}$ constructed from (5.28) is densely defined and symmetric (cf. par. 1). To ensure that $\dot{S}$ is essentially selfadjoint, however, we need a further assumption. Without aiming at generality, we shall content ourselves by showing that the Coulomb potential

$$
\begin{equation*}
q(x)=e /|x|, \quad|x|=\left(x_{1}^{2}+x_{2}^{2}+x_{3}^{2}\right)^{1 / 2}, \tag{5,29}
\end{equation*}
$$

is sufficient for the essential selfadjointness of $\dot{S}$ provided $|e|$ is not too large. To see this it suffices to verify that $Q$ is relatively bounded with respect to $H_{0}$ with relative bound smaller than 1 (see a similar argument in the preceding paragraph). But it is well known that [see VI-(4.24)]

$$
\begin{equation*}
\int|x|^{-2}|u(x)|^{2} d x \leqq 4 \int|\operatorname{grad} u(x)|^{2} d x=4 \int k^{2}|\hat{u}(k)|^{2} d k \tag{5.30}
\end{equation*}
$$

at least for a scalar-valued function $u \in \mathrm{C}_{0}^{\infty}$; the same inequality for a vector-valued function $u \in\left(\mathrm{C}_{0}^{\infty}\right)^{4}$ follows by simply adding the results for the components $u_{j}(x)$. In virtue of (5.29) and (5.27), this gives

$$
\begin{equation*}
\|Q u\| \leqq 2|e|\|K \hat{u}\|=2|e|\left\|H_{0} u\right\| \tag{5.31}
\end{equation*}
$$

for $u \in \mathrm{D}(\dot{T})$, and it can be extended to all $u \in \mathrm{D}\left(H_{0}\right)$ since $H_{0}$ is the closure of $\dot{T}$ as proved above. Thus $Q$ is $H_{0}$-bounded with relative bound $\leqq 2|e|$. In this way we have proved (note Theorems 4.4 and 4.6)

Theorem 5.10. If $q(x)=e| | x \mid$ with a real e such that $|e| \leqq 1 / 2$, then the minimal Dirac operator $\dot{S}$ is essentially selfadjoint. If $|e|<1 / 2$ the closure of $S$ has the same domain as $H_{0}$.

Problem 5.11. A similar result is also valid if

$$
\begin{equation*}
q(x)=\sum_{j} e_{j}| | x-a_{j} \mid+q_{0}(x) \tag{5.32}
\end{equation*}
$$

where $a_{j}, j=1,2, \ldots$, are points of $R^{3}, q_{0}(x)$ is a bounded function and $\Sigma\left|e_{j}\right| \leqq 1 / 2$.
Remark 5.12. Theorem 5.10 is unsatisfactory inasmuch as the condition $|e| \leqq 1 / 2$ is too strong to cover all interesting cases of the hydrogen-like atoms. Returning to the ordinary system of units, $|e| \leqq 1 / 2$ corresponds to the condition $|Z| \leqq 137 / 2=68.5$, where $Z$ is the atomic number and $1 / 137$ is the fine structure constant. In this connection it is of some interest to note that the condition $|e| \leqq 1 / 2$ can be slightly improved if we use Theorem VI-3.11 (to be proved in Chapter VI). In fact, it is easily seen that $\left|H_{0}\right|=\left(H_{0}^{2}\right)^{1 / 2}$ is just the multiplication operator by $\left(k^{2}+1\right)^{1 / 2}$ in $\hat{H}$. But we have

$$
\begin{equation*}
\int|x|^{-1}|u(x)|^{2} d x \leqq \frac{\pi}{2} \int|k||\hat{u}(k)|^{2} d k \leqq \frac{\pi}{2}\left(\left|H_{0}\right| u, u\right) ; \tag{5.33}
\end{equation*}
$$

this can be proved by using the transform by $U$ of the operator $|x|^{-1}$, which is an integral operator with kernel $1 / 2 \pi^{2}\left|k-k^{\prime}\right|^{2}$. It follows from the cited theorem that if

$$
\begin{equation*}
|e|<2 / \pi=1 / 1.57, \tag{5.34}
\end{equation*}
$$

$\dot{S}$ has a selfadjoint extension with domain contained in $\mathrm{D}\left(\left|H_{0}\right|^{1 / 2}\right)$. The condition (5.34) corresponds to $|Z| \leqq 137 / 1.57=87$.

It should be further remarked that, although Theorem VI-3.11 does not assert the uniqueness of the selfadjoint extension of $\dot{S}$ for each fixed $e$, the extension considered is "analytic" in $e$ and it is a unique extension with the analytic property. This remarkable result follows from Theorem VII-5.1 to be proved in Chapter VII.

## Chapter Six

## Sesquilinear forms in Hilbert spaces and associated operators

In a finite-dimensional unitary space, the notion of a sesquilinear form and that of a linear operator are equivalent, symmetric forms corresponding to symmetric operators. This is true even in an infinite-dimensional Hilbert space as long as one is concerned with bounded forms and bounded operators. When we have to consider unbounded forms and operators, however, there is no such obvious relationship. Nevertheless there exists a closed theory on a relationship between semibounded symmetric forms and semibounded selfadjoint operators ${ }^{1}$. This theory can be extended to non-symmetric forms and operators within certain restrictions. Since the results are essential in applications to perturbation theory, a detailed exposition of them will be given in this chapter ${ }^{2}$. Some of the immediate applications are included here, and further results will be found in Chapters VII and VIII.

The final section of this chapter deals with the spectral theorem and perturbation of spectral families. The subjects are not related to sesquilinear forms in any essential manner, though the proof of the spectral theorem given there depends on some results in the theory of forms. In view of the fact that the spectral theorem is of a rather special character, we have avoided its use whenever possible. But since there are problems in perturbation theory which require it in their very formulation, the theorem cannot be dispensed with altogether; and the end of our preliminary treatment of Hilbert space seems an appropriate place to discuss it.

## § 1. Sesquilinear and quadratic forms

## 1. Definitions

In V-§ 2.1 we considered bounded sesquilinear forms defined on the product space $\mathrm{H} \times \mathrm{H}^{\prime}$. We shall now be concerned with unbounded forms $\mathbf{t}[u, v]$ but restrict ourselves to forms defined for $u, v$ both belonging to a

[^143]linear manifold D of a Hilbert space H . Thus $\mathfrak{t}[u, v]$ is complex-valued and linear in $u \in \mathrm{D}$ for each fixed $v \in \mathrm{D}$ and semilinear in $v \in \mathrm{D}$ for each fixed $u \in \mathrm{D}$. D will be called the domain of t and is denoted by $\mathrm{D}(\mathrm{t})$. $t$ is densely defined if $D(t)$ is dense in $H$.
$\mathfrak{t}[u]=\mathfrak{t}[u, u]$ will be called the quadratic form associated with $\mathfrak{t}[u, v] . \mathfrak{t}[u]$ determines $\mathfrak{t}[u, v]$ uniquely according to I-(6.11), namely
\[

$$
\begin{equation*}
\mathfrak{t}[u, v]=\frac{1}{4}(\mathfrak{t}[u+v]-\mathbf{t}[u-v]+i \mathfrak{t}[u+i v]-i \mathrm{t}[u-i v]) . \tag{1.1}
\end{equation*}
$$

\]

We repeat the remark that (1.1) is true only in a complex Hilbert space (Remark I-6.10). We shall call $\mathrm{t}[u, v]$ or $\mathrm{t}[u]$ simply a form when there is no possibility of confusion.

Two forms $t$ and $t^{\prime}$ are equal, $t=t^{\prime}$, if and only of they have the same domain D and $\mathfrak{t}[u, v]=\mathfrak{t}^{\prime}[u, v]$ for all pairs $u, v$ in D . Extensions and restrictions of forms ( $\mathbf{t}^{\prime}>\mathbf{t}$ or $\mathbf{t}\left(\mathbf{t}^{\prime}\right.$ in symbol) are defined in an obvious way as in the case of operators.

The situation that the domain of a form need not be the whole space makes the operations with forms rather complicated, just as for operators. The sum $t=t_{1}+t_{2}$ of two forms $t_{1}, t_{2}$ will be defined by

$$
\begin{equation*}
\mathfrak{t}[u, v]=\mathrm{t}_{1}[u, v]+\mathrm{t}_{2}[u, v], \quad \mathrm{D}(\mathrm{t})=\mathrm{D}\left(\mathrm{t}_{1}\right) \cap \mathrm{D}\left(\mathrm{t}_{2}\right) . \tag{1.2}
\end{equation*}
$$

The product $\alpha \mathrm{t}$ of a form t by a scalar $\alpha$ is given by

$$
\begin{equation*}
(\alpha \mathrm{t})[u, v]=\alpha \mathrm{t}[u, v], \quad \mathrm{D}(\alpha \mathrm{t})=\mathrm{D}(\mathrm{t}) . \tag{1.3}
\end{equation*}
$$

The unit form $1[u, v]$ is by definition equal to the inner product $(u, v)$ and the zero form $0[u, v]$ takes the value zero for all $u, v$, both forms having the domain $H$. Thus we have $0 t \subset 0$ for any form $t$, and $t+\alpha$ $=\mathbf{t}+\alpha 1$ is defined for any form t by

$$
\begin{equation*}
(\mathbf{t}+\alpha)[u, v]=\mathrm{t}[u, v]+\alpha(u, v), \quad \mathrm{D}(\mathbf{t}+\alpha)=\mathrm{D}(\mathbf{t}) . \tag{1.4}
\end{equation*}
$$

A form $t$ is said to be symmetric if

$$
\begin{equation*}
\mathfrak{t}[u, v]=\overline{\mathfrak{f}[v, u]}, \quad u, v \in \mathrm{D}(\mathbf{t}) . \tag{1.5}
\end{equation*}
$$

As is seen from (1.1), t is symmetric if and only if $\mathrm{t}[u]$ is real-valued.
With each form $t$ is associated another form $t^{*}$ defined by

$$
\begin{equation*}
\mathfrak{t}^{*}[u, v]=\overline{\mathfrak{t}[v, u]}, \quad \mathrm{D}\left(\mathrm{t}^{*}\right)=\mathrm{D}(\mathrm{t}) . \tag{1.6}
\end{equation*}
$$

$\mathbf{t}^{*}$ is called the adjoint form of t . t is symmetric if and only if $\mathrm{t}^{*}=\mathrm{t}$. We have the identity

$$
\begin{equation*}
\left(\alpha_{1} t_{1}+\alpha_{2} \mathfrak{t}_{2}\right)^{*}=\bar{\alpha}_{1} t_{1}^{*}+\bar{\alpha}_{2} \mathrm{t}_{2}^{*} . \tag{1.7}
\end{equation*}
$$

For any form $\mathfrak{t}$, the two forms $\mathfrak{b}, \mathfrak{t}$ defined by

$$
\begin{equation*}
\mathfrak{b}=\frac{1}{2}\left(\mathfrak{t}+\mathfrak{t}^{*}\right), \quad \mathfrak{t}=\frac{1}{2 i}\left(\mathfrak{t}-\mathfrak{t}^{*}\right), \tag{1.8}
\end{equation*}
$$

are symmetric and

$$
\begin{equation*}
\mathfrak{t}=\mathfrak{b}+i \mathfrak{l} . \tag{1.9}
\end{equation*}
$$

$\mathfrak{b}$ and $\mathfrak{l}$ will be called the real and imaginary parts of $\mathfrak{t}$, respectively, and be denoted by $\mathfrak{b}=\operatorname{Ret}, \mathfrak{t}=\operatorname{Im} t$. This notation is justified by

$$
\begin{equation*}
\mathfrak{b}[u]=\operatorname{Ret}[u], \quad \mathfrak{t}[u]=\operatorname{Imt}[u], \tag{1.10}
\end{equation*}
$$

although $\mathfrak{b}[u, v]$ and $\mathfrak{k}[u, v]$ are not real-valued and have nothing to do with $\operatorname{Re}(\mathfrak{t}[u, v])$ and $\operatorname{Im}(t[u, v])$.

## 2. Semiboundedness

A symmetric form $\mathfrak{b}$ is said to be bounded from below if the set of (real) values $\mathfrak{b}[u]$ for $\|u\|=1$ is bounded from below or, equivalently,

$$
\begin{equation*}
\mathfrak{b}[u] \geqq \gamma\|u\|^{2}, \quad u \in \mathrm{D}(\mathfrak{b}) . \tag{1.11}
\end{equation*}
$$

This will be written simply

$$
\begin{equation*}
\mathfrak{b} \geqq \gamma . \tag{1.12}
\end{equation*}
$$

The largest number $\gamma$ with this property is called the lower bound of $\mathfrak{b}$ and will be denoted by $\gamma_{\mathfrak{b}}$. If $\mathfrak{b} \geqq 0, \mathfrak{b}$ is said to be nonnegative. Similarly we define the notions of boundedness from above, upper bound, nonpositiveness, etc. Since we are mostly concerned with forms bounded from below, the symbol $\gamma_{9}$ will be used exclusively for the lower bound.

If $\mathfrak{b}$ is a nonnegative symmetric form, we have the inequalities I-(6.32). If a symmetric form $\mathfrak{b}$ is bounded from below as well as from above, then $\mathfrak{b}$ is bounded with bound equal to the larger one of the absolute values of the upper and lower bounds. In other words, $|\mathfrak{b}[u]| \leqq$ $\leqq M\|u\|^{2}$ for all $u \in \mathrm{D}(\mathfrak{b})$ implies $|\mathfrak{b}[u, v]| \leqq M\|u\|\|v\|$ for all $u, v \in \mathrm{D}(\mathfrak{b})$. The proof is the same as in the finite-dimensional case [see I-(6.33)]. It should be remarked that, more generally, $|\mathfrak{E}[u]| \leqq M \mathfrak{b}[u]$ for all $u \in \mathrm{D}=\mathrm{D}(\mathfrak{h})=\mathrm{D}(\mathfrak{k})$ implies $|\mathfrak{k}[u, v]| \leqq M \mathfrak{h}[u]^{1 / 2} \mathfrak{b}[v]^{1 / 2}$ for all $u, v \in \mathrm{D}$, provided both $\mathfrak{b}$ and $\mathfrak{l}$ are symmetric and $\mathfrak{b}$ is nonnegative.

Let us now consider a nonsymmetric form $t$. The set of values of $t[u]$ for $u \in \mathrm{D}(\mathrm{t})$ with $\|u\|=1$ is called the numerical range of t and will be denoted by $\Theta(\mathfrak{t})$. As in the case of operators, $\Theta(\mathbf{t})$ is a convex set in the complex plane (cf. Theorem V-3.1). A symmetric form $\mathfrak{b}$ is bounded from below if and only if $\Theta(\mathfrak{b})$ is a finite or semi-infinite interval of the real axis bounded from the left. Generalizing this, we shall say that a form t is bounded from the left if $\Theta(\mathrm{t})$ is a subset of a half-plane of the form $\operatorname{Re} \zeta \geqq \gamma$. In particular, $\mathfrak{t}$ will be said to be sectorially bounded from the left (or simply sectorial) if $\Theta(t)$ is a subset of a sector of the form

$$
\begin{equation*}
|\arg (\zeta-\gamma)| \leqq \theta, \quad 0 \leqq \theta<\frac{\pi}{2}, \quad \gamma \text { real } . \tag{1.13}
\end{equation*}
$$

This means that

$$
\begin{equation*}
\mathfrak{b} \geqq \gamma \quad \text { and } \quad|\mathbb{P}[u]| \leqq(\tan \theta)(\mathfrak{b}-\gamma)[u], \quad u \in \mathrm{D}(\mathbf{t}), \tag{1.14}
\end{equation*}
$$

where $\mathfrak{b}=\operatorname{Re} \mathfrak{t}, \mathfrak{t}=\operatorname{Im} t$. The numbers $\gamma$ and $\theta$ are not uniquely determined by t ; we shall call $\gamma$ a vertex and $\theta$ a corresponding semi-angle of the form t . It follows from a remark given above that

$$
\begin{align*}
& |(\mathfrak{b}-\gamma)[u, v]| \leqq(\mathfrak{b}-\gamma)[u]^{1 / 2}(\mathfrak{b}-\gamma)[v]^{1 / 2}, \\
& |\mathfrak{P}[u, v]| \leqq(\tan \theta)(\mathfrak{b}-\gamma)[u]^{1 / 2}(\mathfrak{b}-\gamma)[v]^{1 / 2},  \tag{1.15}\\
& |(\mathfrak{t}-\gamma)[u, v]| \leqq(1+\tan \theta)(\mathfrak{b}-\gamma)[u]^{1 / 2}(\mathfrak{h}-\gamma)[v]^{1 / 2} .
\end{align*}
$$

In the following sections we shall be concerned mostly with sectorial forms.

Problem 1.1. It follows further from (1.15) that

$$
\begin{align*}
& (\mathfrak{b}-\gamma)[u] \leqq|(\mathbf{t}-\gamma)[u]| \leqq(\sec \theta)(\mathfrak{l}-\gamma)[u], \\
& |(\mathbf{t}-\gamma)[u+v]|^{1 / 2} \leqq(\sec \theta)^{1 / 2}\left\{|(\mathbf{t}-\gamma)[u]|^{1 / 2}+|(\mathbf{t}-\gamma)[v]|^{1 / 2}\right\},  \tag{1.16}\\
& |(\mathbf{t}-\gamma)[u+v]| \leqq 2(\sec \theta)\{|(\mathbf{t}-\gamma)[u]|+|(\mathbf{t}-\gamma)[v]|\} .
\end{align*}
$$

Example 1.2. Let $T$ be an operator in H and set

$$
\begin{equation*}
\mathfrak{t}[u, v]=(T u, v), \quad \mathrm{D}(\mathbf{t})=\mathrm{D}(T) . \tag{1.17}
\end{equation*}
$$

$T$ and $t$ have the same numerical range. In particular, $t$ is symmetric if $T$ is symmetric, and $t$ is bounded from below if $T$ is bounded from below; $t$ is bounded from the left if $T$ is quasi-accretive; t is sectorial if $T$ is sectorial (see $\mathrm{V}-\S 3.10$ ).

Example 1.3. Let $S$ be an operator from $H$ to another Hilbert space $H^{\prime}$ (which may be identical with $H$ ) and set

$$
\begin{equation*}
\mathfrak{b}[u, v]=(S u, S v), \quad \mathbf{D}(\mathfrak{b})=\mathbf{D}(S), \tag{1.18}
\end{equation*}
$$

where the inner product is, of course, that of $H^{\prime} . \mathfrak{b}$ is a nonnegative symmetric form.
Example 1.4. Let $H=\boldsymbol{l}^{2}$ and

$$
\begin{equation*}
\mathfrak{t}[u, v]=\sum_{j=1}^{\infty} \alpha_{j} \xi_{j} \bar{\eta}_{j} \text { for } u=\left(\xi_{j}\right) \text { and } v=\left(\eta_{j}\right) \tag{1.19}
\end{equation*}
$$

where $\left\{\alpha_{j}\right\}$ is a sequence of complex numbers. $D(t)$ is by definition the set of all $u=\left(\xi_{j}\right) \in H$ such that $\Sigma\left|\alpha_{j}\right|\left|\xi_{j}\right|^{2}<\infty$. Let $\mathfrak{t}$ be the restriction of $t$ with $D(\dot{t})$ consisting of all $u \in H$ with a finite number of nonvanishing components. $t$ is densely defined and so is $t$ a fortiori. $t$ is symmetric if and only if all the $\alpha_{j}$ are real. $t$ is sectorial with a vertex $\gamma$ and a semi-angle $\theta$ if and only if all the $\alpha_{j}$ lie in the sector (1.13).

A further restriction $t_{1}$ of $\dot{t}$ is obtained by requiring each $u \in D\left(\dot{t}_{1}\right)$ to satisfy the condition [in addition to $u \in \mathrm{D}(\mathrm{t})$ ]

$$
\begin{equation*}
\sum_{j=1}^{\infty} \bar{\beta}_{j} \xi_{j}=0 \tag{1.20}
\end{equation*}
$$

where $\left\{\beta_{j}\right\}$ is a given sequence of complex numbers not all equal to zero. $t_{1}$ is densely defined if and only if $\Sigma\left|\underline{\beta}_{3}\right|^{2}=\infty$. To see this, let $w=\left(\zeta_{j}\right) \in H$ be orthogonal to $\mathrm{D}\left(\mathrm{t}_{1}\right)$. Since the vector ( $\bar{\beta}_{k}, 0, \ldots,-\bar{\beta}_{1}, 0, \ldots$ ) with $-\bar{\beta}_{1}$ in the $k$-th component belongs to $\mathrm{D}\left(\dot{t}_{1}\right)$, we have $\beta_{k} \zeta_{1}-\beta_{1} \zeta_{k}=0$. Since this is true for all $k$, we have
$\zeta_{1}: \zeta_{2}: \ldots=\beta_{1}: \beta_{2}: \ldots$ If $\Sigma\left|\beta_{j}\right|^{2}=\infty$, we must have all $\zeta_{j}=0$ so that $w=0$. This shows that $\mathrm{D}\left(\mathrm{t}_{1}\right)$ is dense in H . If $\Sigma\left|\beta_{j}\right|^{2}<\infty,\left(\beta_{j}\right)=b$ belongs to H and (1.20) implies that $D\left(t_{1}\right)$ is orthogonal to $b$. Hence $D\left(\dot{t}_{1}\right)$ is not dense in $H$.

Example 1.5. Let $H=L^{2}(E)$ and

$$
\begin{equation*}
\mathbf{t}[u, v]=\int_{\mathbf{E}} f(x) u(x) \overline{v(x)} d x, \tag{1.21}
\end{equation*}
$$

where $f(x)$ is a complex-valued measurable function on $\mathrm{E} . \mathrm{D}(\mathrm{t})$ is by definition the set of all $u \in H$ such that $\int|f(x)||u(x)|^{2} d x<\infty$. t is densely defined (as in the case of a maximal multiplication operator, see Example III-2.2). $\mathbf{t}$ is symmetric if $f(x)$ is real-valued. t is sectorial with a vertex $\gamma$ and a semi-angle $\theta$ if the values of $f(x)$ lie in the sector (1.13).

Suppose that E is a bounded open set. Then the restriction t of t with domain $D(\dot{t})=C_{0}^{\infty}(E)$ is also densely defined. Let $t_{1}$ be a restriction of $t$ with $D\left(t_{1}\right)$ consisting of all $u \in D(t)$ such that

$$
\begin{equation*}
\int_{E} \overline{g(x)} u(x) d x=0 \tag{1.22}
\end{equation*}
$$

where $g(x)$ is a locally integrable function. Then $t_{1}$ is densely defined if $g \notin L^{2}(E)$ and not densely defined if $0 \neq g \in L^{2}(\mathrm{E})$. The proof is similar to that in the preceding example.

Example 1.6. Let $H=L^{2}(0,1)$ and

$$
\begin{equation*}
\mathfrak{b}[u, v]=u(0) \overline{v(0)} . \tag{1.23}
\end{equation*}
$$

$\mathrm{D}(\mathfrak{b})$ is by definition the set of all $u(x)$ continuous (more exactly, equivalent to a continuous function) on the closed interval [ 0,1 ]; then $u(0)$ is well defined for $u \in D(\mathfrak{b}) . \mathfrak{b}$ is densely defined, symmetric and nonnegative. Actually $\mathfrak{b}$ is a special case of (1.18) in which $S u=u(0), S$ being an operator from H into a one-dimensional space $\mathbf{C}$.

Example 1.7. Let $\mathrm{H}=\mathrm{L}^{2}(a, b)$ where $(a, b)$ is a finite interval and set

$$
\begin{align*}
\mathfrak{t}[u, v] & =\int_{a}^{b}\left\{p(x) u^{\prime}(x) \overline{v^{\prime}(x)}+q(x) u(x) \overline{v(x)}+\right.  \tag{1.24}\\
& \left.+r(x) u^{\prime}(x) \overline{v(x)}+s(x) u(x) \overline{v^{\prime}(x)}\right\} d x+ \\
& +h_{a} u(a) \overline{v(a)}+h_{b} u(b) \overline{v(b)},
\end{align*}
$$

where $p(x), q(x), r(x), s(x)$ are given complex-valued functions and $h_{a}, h_{b}$ are constants. Suppose that $p, q, r, s$ are continuous on the closed interval $[a, b]$ (regular case), and let $\mathrm{D}(\mathrm{t})$ be the set of all $u \in \mathrm{H}$ such that $u(x)$ is absolutely continuous on [ $a, b$ ] with $u^{\prime}(x) \in \mathrm{H}$ [so that the right member of (1.24) is meaningful for $u, v \in \mathrm{D}(\mathrm{t})$ ]. $\mathbf{t}$ is densely defined. $\mathbf{t}$ is symmetric if $p, q$ are real-valued, $\overline{r(x)}=s(x)$ and $h_{a}, h_{b}$ are real. If we restrict $\mathrm{D}(\mathrm{t})$ to the set of all $u(x)$ with $u(a)=u(b)=0$, we obtain a restriction $t_{0}$ of $t$. $t_{0}$ is densely defined. We define a further restriction $t t_{0}$ by $\mathrm{D}(\mathrm{t})=\mathrm{C}_{0}^{\infty}(a, b)$.
$t$ is sectorial if $p(x)>0$ on $[a, b]$. To see this we note that there are positive constants $\delta$ and $M$ such that $p(x) \geqq \delta,|q(x)| \leqq M,|r(x)| \leqq M,|s(x)| \leqq M$. Thus

$$
\operatorname{Ret}[u] \geqq \int\left\{\delta\left|u^{\prime}\right|^{2}-M\left(|u|^{2}+2\left|u u^{\prime}\right|\right)\right\} d x-\left|h_{a}\right||u(a)|^{2}-\left|h_{b}\right||u(b)|^{2} .
$$

Since $2\left|u u^{\prime}\right| \leqq \varepsilon\left|u^{\prime}\right|^{2}+\varepsilon^{-1}|u|^{2}$, we obtain, making use of IV-(1.19) with $p=2$, the inequality

$$
\begin{equation*}
\mathfrak{b}[u]=\operatorname{Ret}[u] \geqq \delta\left\|u^{\prime}\right\|^{2}-M\|u\|^{2} \tag{1.25}
\end{equation*}
$$

in which the positive canstants $\delta$ and $M$ need not be the same as above. Similarly we have, noting that $p(x)$ is real,

$$
\begin{equation*}
|\mathfrak{e}[u]|=|\operatorname{Im} t[u]| \leqq \varepsilon\left\|u^{\prime}\right\|^{2}+M_{\varepsilon}\|u\|^{2} . \tag{1.26}
\end{equation*}
$$

where $\varepsilon>0$ may be chosen arbitrarily small. Thus it is easy to see that we have an inequality of the form (1.14) with appropriate constants $\gamma$ and $\theta ; \theta$ can even be chosen arbitrarily small if $-\gamma$ is taken sufficiently large.

Problem 1.8. The $t$ of the above example is sectorial even if $p(x)$ is not realvalued, provided $\operatorname{Re} p(x)>0$ [the continuity of $p(x)$ being assumed as above].

Example 1.9. Let $H=L^{2}\left(\mathbf{R}^{3}\right)$ and

$$
\begin{equation*}
\mathbf{t}[u, v]=\int[\operatorname{grad} u(x) \cdot \operatorname{grad} \overline{v(x)}+q(x) u(x) \overline{v(x)}] d x, \tag{1.27}
\end{equation*}
$$

where $q(x)$ is a given function assumed to be locally integrable. As $D(t)$ we may take $C_{0}^{1}\left(R^{3}\right)$ (the set of continuously differentiable functions with compact supports). $t$ is densely defined, and symmetric if $q(x)$ is real-valued. We may restrict $\mathbf{D}(\mathbf{t})$ by requiring more differentiability of $u(x), v(x)$ (for example, $\mathrm{D}(\mathrm{t})=\mathrm{C}_{0}^{\infty}\left(\mathrm{R}^{3}\right)$ ) without losing these properties of $t$; or we could extend $D(t)$ somewhat so as to include functions with non-compact supports.

## 3. Closed forms

Let t be a sectorial form. A sequence $\left\{u_{n}\right\}$ of vectors will be said to be t-convergent (to $u \in \mathrm{H}$ ), in symbol

$$
\begin{equation*}
u_{n} \underset{\mathbf{t}}{\rightarrow} u, \quad n \rightarrow \infty \tag{1.28}
\end{equation*}
$$

if $u_{n} \in \mathrm{D}(\mathrm{t}), u_{n} \rightarrow u$ and $\mathfrak{t}\left[u_{n}-u_{m}\right] \rightarrow 0$ for $n, m \rightarrow \infty$. Note that $u$ may or may not belong to $\mathrm{D}(\mathrm{t})$. Compare also the notion of $T$-convergence where $T$ is an operator (see III-§ 5.2).

It follows immediately from the definition that t -convergence is equivalent to $t+\alpha$-convergence for any scalar $\alpha$. Also, $t$-convergence is equivalent to $\mathfrak{b}$-convergence where $\mathfrak{b}=\operatorname{Re} \mathfrak{t}$; this follows from (1.16) by which $(\mathfrak{b}-\gamma)\left[u_{n}-u_{m}\right] \rightarrow 0$ if and only if $(\mathbf{t}-\gamma)\left[u_{n}-u_{m}\right] \rightarrow 0$. Again, $u_{n} \rightarrow u$ and $v_{n} \rightarrow v$ imply $\alpha u_{n}+\beta v_{n} \underset{\mathfrak{t}}{ } \alpha u+\beta v$. For the proof it suffices to note that t may be assumed to be symmetric and nonnegative by the above remark; then the result follows from I-(6.32).

A sectorial form $t$ is said to be closed if $u_{n} \underset{t}{ } u$ implies that $u \in \mathrm{D}(\mathrm{t})$ and $\mathfrak{t}\left[u_{n}-u\right] \rightarrow 0$. It follows from the above remark that t is closed if and only if Ret is closed. $\mathfrak{t}$ is closed if and only if $\mathfrak{t}+\alpha$ is closed.

Problem 1.10. A bounded form is closed if and only if its domain is a closed linear manifold.

Let $\mathfrak{b}$ be a symmetric nonnegative form and set

$$
\begin{equation*}
(u, v)_{\mathfrak{b}}=(\mathfrak{b}+1)[u, v]=\mathfrak{b}[u, v]+(u, v), \quad u, v \in \mathrm{D}(\mathfrak{h}) \tag{1.29}
\end{equation*}
$$

$(u, v)_{\mathfrak{b}}$ may be regarded as an inner product in $\mathrm{D}(\mathfrak{b})$, since it is symmetric and strictly positive:

$$
\begin{equation*}
\|u\|_{\mathfrak{g}}^{2} \equiv(u, u)_{\mathfrak{g}}=(\mathfrak{h}+1)[u]=\mathfrak{b}[u]+\|u\|^{2} \geqq\|u\|^{2} . \tag{1.30}
\end{equation*}
$$

$D(b)$ will be denoted by $H_{b}$ when it is regarded as a pre-Hilbert space with the inner product $(,)_{b}$.

When a sectorial form $t$ is given, we define a pre-Hilbert space $H_{t}$ as equal to $\mathrm{H}_{\mathfrak{b}^{\prime}}$ with $\mathfrak{b}^{\prime}=\operatorname{Ret}-\gamma \geqq 0$ where $\gamma$ is a vertex of t . $\mathrm{H}_{\mathrm{t}}$ will be called a pre-Hilbert space associated with $t$. $H_{t}$ is identical with $D(t)$ as a vector space, but the inner product $(,)_{\mathfrak{t}}=(,)_{\mathfrak{b}^{\prime}}$ of $H_{\mathfrak{t}}$ depends on the choice of $\gamma$ so that $H_{t}$ is not uniquely determined by $t$. In any case, the following are immediate consequences of (1.30). A sequence $u_{n} \in \mathrm{D}(\mathrm{t})$ is t -convergent if and only if it is a Cauchy sequence in $\mathrm{H}_{\mathrm{t}}$. When $u \in \mathrm{D}(\mathrm{t})$, $u_{n} \underset{\mathfrak{t}}{ } u$ is equivalent to $\left\|u_{n}-u\right\|_{\mathfrak{t}} \rightarrow 0$.

From (1.15) and (1.30) we have

$$
\begin{align*}
& |\mathfrak{t}[u, v]| \leqq|\gamma||(u, v)|+(1+\tan \theta) \mathfrak{b}^{\prime}[u]^{1 / 2} \mathfrak{b}^{\prime}[v]^{1 / 2} \leqq  \tag{1.31}\\
& \leqq|\gamma|\|u\|\|v\|+(1+\tan \theta)\|u\|_{\mathfrak{t}}\|v\|_{\mathfrak{t}} \leqq(|\gamma|+1+\tan \theta)\|u\|_{t}\|v\|_{\mathfrak{t}} .
\end{align*}
$$

This shows that $\mathfrak{t}[u, v]$ is a bounded sesquilinear form on $\mathrm{H}_{\mathbf{t}}$.
Theorem 1.11. A sectorial form t in H is closed if and only if the preHilbert space $\mathrm{H}_{\mathrm{t}}$ is complete.

Proof. Since $\mathfrak{t}$ is closed if and only if $\mathfrak{b}^{\prime}=\operatorname{Ret}-\gamma$ is closed, we may assume that $\mathfrak{t}=\mathfrak{b}$ is symmetric and nonnegative and the inner product of $H_{t}=H_{\mathfrak{g}}$ is given by (1.29). Suppose that $\mathfrak{b}$ is closed, and let $\left\{u_{n}\right\}$ be a Cauchy sequence in $\mathrm{H}_{\natural}:\left\|u_{n}-u_{m}\right\|_{\mathfrak{g}} \rightarrow 0$. Then $\left\{u_{n}\right\}$ is also Cauchy in H by (1.30), so that there is a $u \in \mathrm{H}$ such that $u_{n} \rightarrow u$. Since $\mathfrak{b}\left[u_{n}-u_{m}\right] \rightarrow 0$ by (1.30), $\left\{u_{n}\right\}$ is $\mathfrak{b}$-convergent and the closedness of $\mathfrak{b}$ implies that $u \in \mathrm{D}(\mathfrak{b})=\mathrm{H}_{\mathfrak{g}}$ and $\mathfrak{b}\left[u_{n}-u\right] \rightarrow 0$. Hence $\left\|u_{n}-u\right\|_{\mathfrak{g}} \rightarrow 0$ by (1.30), which shows that $\mathrm{H}_{\mathfrak{g}}$ is complete.

Suppose, conversely, that $\mathrm{H}_{\emptyset}$ is complete. Let $u_{n} \rightarrow u$. This implies that $\mathfrak{b}\left[u_{n}-u_{m}\right] \rightarrow 0$ and $\left\|u_{n}-u_{m}\right\| \rightarrow 0$ so that $\left\|u_{n}-u_{m}\right\|_{\mathfrak{g}} \rightarrow 0$ by (1.30). By the completeness of $H_{b}$ there is a $u_{0} \in H_{b}=\mathrm{D}(\mathfrak{b})$ such that $\| u_{n}-$ $-u_{0} \|_{\mathfrak{g}} \rightarrow 0$. It follows from (1.30) that $\mathfrak{b}\left[u_{n}-u_{0}\right] \rightarrow 0$ and $\left\|u_{n}-u_{0}\right\| \rightarrow 0$. Hence we must have $u=u_{0} \in \mathrm{D}(\mathfrak{b})$ and $\mathfrak{b}\left[u_{n}-u\right] \rightarrow 0$. This proves that $\mathfrak{b}$ is closed.

Theorem 1.12. Let $\mathfrak{t}$ be a sectorial form. If $u_{n} \underset{\mathfrak{t}}{ } u$ and $v_{n} \overrightarrow{\mathfrak{t}}$ v, then $\operatorname{limt}\left[u_{n}, v_{n}\right]$ exists. If t is closed, this limit is equal to $\mathrm{t}[u, v]$.

Proof. We have $\left|\mathfrak{t}\left[u_{n}, v_{n}\right]-\mathfrak{t}\left[u_{m}, v_{m}\right]\right| \leqq\left|\mathbf{t}\left[u_{n}-u_{m}, v_{n}\right]\right|+\mid \mathfrak{t}\left[u_{m}\right.$, $\left.v_{n}-v_{m}\right] \mid \leqq(1+\tan \theta)\left\{\mathfrak{b}\left[u_{n}-u_{m}\right]^{1 / 2} \mathfrak{b}\left[v_{n}\right]^{1 / 2}+\mathfrak{h}\left[u_{m}\right]^{1 / 2} \mathfrak{b}\left[v_{n}-v_{m}\right]^{1 / 2}\right\}$ where we have assumed $\gamma=0$ [see (1.15)]. Since $u_{n} \underset{\boldsymbol{t}}{ } u$ implies that $\mathfrak{b}\left[u_{n}-u_{m}\right] \rightarrow 0$ and $\mathfrak{b}\left[u_{n}\right]$ is bounded and similarly for $v_{n}, \lim \mathfrak{t}\left[u_{n}, v_{n}\right]$
exists. The second part of the theorem can be proved in the same way by considering $\mathfrak{t}\left[u_{n}, v_{n}\right]-\mathbf{t}[u, v]$.

Example 1.13. Consider the symmetric nonnegative form $\mathfrak{b}[u, v]=(S u, S v)$ of Example 1.3. $\mathfrak{b}$ is closed if and only if $S$ is a closed operator. To see this, it suffices to note that $u_{n} \underset{\mathfrak{b}}{ } u$ is equivalent to $u_{n} \underset{s}{ } u$ and $\mathfrak{b}\left[u_{n}-u\right] \rightarrow 0$ is equivalent to $S u_{n} \rightarrow S u$ (see III-§ 5.2).

Example 1.14. Consider the form $\mathfrak{t}[u, v]=\Sigma \alpha_{j} \xi_{j} \bar{\eta}_{j}$ defined in Example 1.4 and assume that all the $\alpha_{j}$ lie in the sector (1.13) so that $t$ is sectorial. Then $\mathbf{t}$ is closed. In fact we have $\|u\|_{t}^{2}=\Sigma\left(1+\operatorname{Re} \alpha_{j}-\gamma\right)\left|\xi_{j}\right|^{2}$ for $u=\left(\xi_{j}\right)$. But $H_{t}=D(t)$ is the set of all $u \in H$ such that $\Sigma\left|\alpha_{j}\right|\left|\xi_{j}\right|^{2}<\infty$, and it is easily seen that, under the assumptions made, this condition is equivalent to $\|u\|_{t}^{2}<\infty$. Thus $H_{t}$ comprises all $u=\left(\xi_{j}\right)$ with $\|u\|_{t}<\infty$ and therefore it is complete (just as $\boldsymbol{l}^{2}$ is).

Example 1.15. Consider the form $\mathfrak{t}[u, v]=\int f(x) u(x) \overline{v(x)} d x$ defined in Example 1.5. If the values of $f(x)$ are assumed to lie in the sector (1.13) so that $t$ is sectorial, $t$ is closed; the proof is similar to that in the preceding example.

Before closing this paragraph, we state a theorem which is important in deciding whether a given $u \in \mathrm{H}$ belongs to the domain of a closed form $t$. We know from the definition of closedness that $u \in D(t)$ if there is a sequence $u_{n} \in \mathrm{D}(\mathbf{t})$ such that $u_{n} \rightarrow u$ and $\mathfrak{t}\left[u_{n}-u_{m}\right] \rightarrow 0$. Actually, however, a weaker condition is sufficient, namely,

Theorem 1.16. Let $\mathfrak{t}$ be a closed sectorial form. Let $u_{n} \in \mathrm{D}(\mathrm{t}), u_{n} \rightarrow u$ and let $\left\{\mathrm{t}\left[u_{n}\right]\right\}$ be bounded. Then $u \in \mathrm{D}(\mathrm{t})$ and $\operatorname{Ret}[u] \leqq \lim \inf \operatorname{Ret}\left[u_{n}\right]$.

The proof will be given later, after the representation theorem has been proved (see § 2.2).

## 4. Closable forms

A sectorial form is said to be closable if it has a closed extension.
Theorem 1.17. A sectorial form $t$ is closable if and only if $u_{n} \underset{\mathfrak{t}}{ } 0$ implies $\mathfrak{t}\left[u_{n}\right] \rightarrow 0$. When this condition is satisfied, $\mathfrak{t}$ has the closure (the smallest closed extension) $\mathfrak{F}$ defined in the following way. $\mathrm{D}(\mathfrak{F})$ is the set of all $u \in \mathrm{H}$ such that there exists a sequence $\left\{u_{n}\right\}$ with $u_{n} \underset{\mathfrak{t}}{ } u$, and

$$
\begin{equation*}
\mathfrak{f}[u, v]=\lim \mathfrak{t}\left[u_{n}, v_{n}\right] \quad \text { for any } \quad u_{n} \underset{\mathfrak{t}}{ } u, v_{n} \underset{\mathfrak{t}}{ } v . \tag{1.32}
\end{equation*}
$$

Any closed extension of $t$ is also an extension of $\mathfrak{t}$.
Proof. Let $t_{1}$ be a closed extension of $t \cdot u_{n} \rightarrow 0$ implies $u_{n} \xrightarrow[\mathfrak{t}_{1}]{ } 0$ so that $\mathfrak{t}\left[u_{n}\right]=\mathfrak{t}_{1}\left[u_{n}\right]=\mathfrak{t}_{1}\left[u_{n}-0\right] \rightarrow 0$ by the closedness of $\mathfrak{t}_{1}$. This proves the necessity part.

To prove the sufficiency part, let $D(\mathfrak{f})$ be defined as in the theorem. Then the limit on the right of (1.32) exists by Theorem 1.12. We shall show that this limit depends only on $u, v$ and not on the particular sequences $\left\{u_{n}\right\},\left\{v_{n}\right\}$. Let $\left\{u_{n}^{\prime}\right\},\left\{v_{n}^{\prime}\right\}$ be other sequences such that $u_{n}^{\prime} \rightarrow u$, $v_{n}^{\prime} \underset{\mathfrak{t}}{ } v$. Then $u_{n}^{\prime}-u_{n} \underset{\mathfrak{t}}{ } 0, v_{n}^{\prime}-v_{n} \underset{\mathfrak{t}}{ } 0$ (see par. 3) so that $\mathfrak{t}\left[u_{n}^{\prime}-u_{n}\right]$
$\rightarrow 0, \mathfrak{t}\left[v_{n}^{\prime}-v_{n}\right] \rightarrow 0$ by the assumption. Hence $\mathfrak{t}\left[u_{n}^{\prime}, v_{n}^{\prime}\right]-\mathfrak{t}\left[u_{n}, v_{n}\right]$ $=\mathrm{t}\left[u_{n}^{\prime}-u_{n}, v_{n}^{\prime}\right]+\mathrm{t}\left[u_{n}, v_{n}^{\prime}-v_{n}\right] \rightarrow 0$ as in the proof of Theorem 1.12.

We note that

$$
\begin{equation*}
\mathfrak{f}\left[u_{n}-u\right] \rightarrow 0 \quad \text { if } \quad u_{n} \xrightarrow[\mathbf{t}]{ } u . \tag{1.33}
\end{equation*}
$$

In fact, $\lim _{n \rightarrow \infty} \mathfrak{t}\left[u_{n}-u\right]=\lim _{n \rightarrow \infty} \lim _{m \rightarrow \infty} \mathfrak{t}\left[u_{n}-u_{m}\right]$ by (1.32) and this is zero by $u_{n} \underset{\mathfrak{t}}{ } u$.

We have defined a form $\mathfrak{f}$ with domain $\mathbf{D}(\mathfrak{t})$. Obviously $\mathfrak{f}$ is sectorial and $\mathfrak{f} \supset \mathfrak{t}$. Let us show that $\mathfrak{f}$ is closed. Consider the pre-Hilbert space $H_{\tilde{t}}$ associated with $\mathfrak{f}$; it suffices to show that $\boldsymbol{H}_{\mathfrak{t}}$ is complete (see Theorem 1.11).

Since $\mathfrak{f} \supset \mathfrak{t}, \mathrm{H}_{\mathfrak{t}}$ is a linear manifold of $\boldsymbol{H}_{\mathfrak{t}}$. The construction of $\mathfrak{t}$ given above shows that $H_{t}$ is dense in $H_{t}$ and that any Cauchy sequence in $H_{t}$ has a limit in $H_{\mathfrak{t}}$ [see (1.33)]. As is well known, this implies that $H_{\mathfrak{t}}$ is complete? ${ }^{1}$.

That $\mathfrak{f}$ is the smallest closed extension of $\mathfrak{t}$ follows also from the construction, for if $\mathfrak{t}_{1} \supset \mathfrak{t}$ is closed and $u_{n} \overrightarrow{\mathfrak{t}} u$, then $u_{n} \overrightarrow{\mathfrak{t}_{1}} u$ and so $u \in \mathrm{D}\left(\mathrm{t}_{1}\right)$. Hence $\mathrm{D}(\mathfrak{f}) \subset \mathrm{D}\left(\mathrm{t}_{1}\right)$ and $\mathfrak{f}[u, v]=\mathrm{t}_{1}[u, v]$ by (1.32) and Theorem 1.12.

Theorem 1.18. Let $\mathfrak{t}, \mathfrak{t}$ be as above. The numerical range $\Theta(\mathfrak{t})$ of $\mathfrak{t}$ is a dense subset of the numerical range $\Theta(\mathfrak{F})$ of $\mathfrak{F}$.

Proof. For any $u \in \mathrm{D}(\mathfrak{f})$ with $\|u\|=1$, there is a sequence $u_{n} \in \mathrm{D}(\mathrm{t})$ such that $u_{n} \underset{\mathfrak{t}}{ } u$. We may assume that $\left\|u_{n}\right\|=1$; otherwise we need only to replace $u_{n}$ by $u_{n} /\left\|u_{n}\right\|$. Since $\mathrm{t}\left[u_{n}\right] \rightarrow \mathfrak{t}[u]$, the result follows immediately.

Corollary 1.19. A vertex $\gamma$ and a semi-angle $\theta$ for $\mathfrak{f}$ can be chosen equal to the corresponding quantities for $\mathfrak{t}$. If $\mathfrak{b}$ is a closable symmetric form bounded from below, $\mathfrak{b}$ and $\tilde{\mathfrak{h}}$ have the same lower bound.

Theorem 1.20. A closable sectorial form t with domain H is bounded.
Proof. $\mathfrak{t}$ is necessarily closed, for $\mathfrak{t}$ and $\mathfrak{f}$ have the same domain $H$ and hence $\mathfrak{t}=\mathfrak{f}$. We may again assume that $\mathfrak{t}$ has a vertex zero. The complete Hilbert space $H_{t}$ associated with $t$ coincides with $H$ as a vector space, with the norm $\|u\|_{t} \geqq\|u\|$. According to the closed graph theorem, these two norms are equivalent, that is, there is a constant $M$ such that $\|u\|_{t} \leqq M\|u\|$. (For the proof consider the operator $T$ on $\mathrm{H}_{\mathrm{t}}$ to H defined by $T u=u ; T$ is bounded with $\|T\| \leqq 1$ and maps $\mathrm{H}_{t}$ onto H one to one, hence $T^{-1}$ is bounded by Problem III-5.21.) Hence $0 \leqq \mathfrak{b}[u] \leqq M^{2}\|u\|^{2}$ and $|\mathrm{t}[u, v]| \leqq(1+\tan \theta) M^{2}\|u\|\|v\|$ by (1.15).

[^144]When $t$ is a closed sectorial form, a linear submanifold $D^{\prime}$ of $D(t)$ is called a core of $t$ if the restriction $t^{\prime}$ of $t$ with domain $D^{\prime}$ has the closure $\mathrm{t}: \mathfrak{F}^{\prime}=\mathrm{t}$. (Cf. the corresponding notion for an operator, III-§5.3.) Obviously $D^{\prime}$ is a core of $t$ if and only if it is a core of $t+\alpha$ for any scalar $\alpha$. If $t$ is bounded, $D^{\prime}$ is a core of $t$ if and only if $D^{\prime}$ is dense in $D(t)$ [note that $D(t)$ is then a closed linear manifold].

The next two theorems follow directly from the proof of Theorem 1.17.
Theorem 1.21. Let t be a closed sectorial form. A linear submanifold $\mathrm{D}^{\prime}$ of $\mathrm{D}(\mathrm{t})$ is a core of t if and only if $\mathrm{D}^{\prime}$ is dense in the Hilbert space $\mathrm{H}_{\mathrm{t}}$ associated with t .

Theorem 1.22. Let $\mathfrak{t}^{\prime}, \mathfrak{t}^{\prime \prime}$ be two sectorial forms such that $\mathbf{t}^{\prime} \subset \mathbf{t}^{\prime \prime}$. Let $\mathrm{H}_{\mathbf{t}^{\prime}}$ and $\mathrm{H}_{\mathrm{t}^{\prime \prime}}$ be the associated pre-Hilbert spaces ${ }^{1}$. If $\mathrm{t}^{\prime \prime}$ is closed, $\mathrm{t}^{\prime}$ is closed if and only if $\mathrm{H}_{\mathfrak{t}^{\prime}}$ is a closed subspace of $\mathrm{H}_{\mathfrak{t}^{\prime \prime}}$. When $\mathfrak{t}^{\prime \prime}$ is closable, $\mathfrak{t}^{\prime}=\mathfrak{f}^{\prime \prime}$ if and only if $\mathrm{H}_{\mathbf{t}^{\prime}}$ is dense in $\mathrm{H}_{\mathbf{t}^{\prime \prime}}$.

Example 1.23. Consider the form $\mathfrak{h}[u, v]=(S u, S v)$ of Examples 1.3 and 1.13. $\mathfrak{b}$ is closable if and only if $S$ is closable. In fact, $u_{n} \xrightarrow[\mathfrak{b}]{ } 0$ and $\mathfrak{b}\left[u_{n}\right] \rightarrow 0$ are equivalent to $u_{n} \rightarrow 0$ and $S u_{n} \rightarrow 0$, respectively. When $S$ is closable, we have

$$
\begin{equation*}
\tilde{\mathfrak{h}}[u, v]=(\tilde{S} u, \tilde{S} v) \quad \text { with } \quad \mathrm{D}(\tilde{\mathfrak{h}})=\mathrm{D}(\tilde{S}) . \tag{1.34}
\end{equation*}
$$

We know also that $\mathfrak{b}$ is closed if and only if $S$ is closed; in this case a subset $D^{\prime}$. of $\mathbf{D}(\mathfrak{b})=\mathbf{D}(S)$ is a core of $\mathfrak{b}$ if and only if it is a core of $S$.

Example 1.24. Consider the form $\mathfrak{t}[u, v]=\Sigma \alpha_{j} \xi_{j} \bar{\eta}_{j}$ of Examples 1.4 and 1.14. Assume that all the $\alpha_{j}$ lie in the sector (1.13) so that $t$ is sectorial and closed. $\mathfrak{I}$ is closable with $\tilde{t}=t$; this follows from the fact that $D(t)$ is dense in $H_{t}$, which can be easily verified. Next let us consider the closure of $\dot{t}_{1}$. The additional condition (1.20) can be written in the form $\Sigma\left(1+\operatorname{Re} \alpha_{j}-\gamma\right) \overline{\beta_{j}^{\prime}} \xi_{j}=0$ where $\beta_{j}^{\prime}=\beta_{j}(1+$ $\left.+\operatorname{Re} \alpha_{j}-\gamma\right)^{-1}$. Noting the expression $\|u\|_{t}^{2}=\Sigma\left(1+\operatorname{Re} \alpha_{j}-\gamma\right)\left|\xi_{j}\right|^{2}$ given in Example 1.14, we see that $D\left(\dot{t}_{1}\right)$ is dense in $H_{t}$ if and only if $\Sigma\left(1+\operatorname{Re} \alpha_{j}-\gamma\right)\left|\beta_{j}^{\prime}\right|^{2}$ $=\infty$ (see a similar argument in Example 1.4). As is easily seen, this condition is equivalent to

$$
\begin{equation*}
\Sigma\left(\left|\alpha_{j}\right|+1\right)^{-1}\left|\beta_{j}\right|^{2}=\infty \tag{1.35}
\end{equation*}
$$

Thus we have $\tilde{t}_{1}=t$ if and only if (1.35) is satisfied. If the left member of (1.35) is convergent, on the other hand, $D\left(\dot{t}_{1}\right)$ is a dense subset of the orthogonal complement $M$ in $H_{t}$ of the one-dimensional subspace spanned by the vector ( $\beta_{j}^{\prime}$ ), which belongs to $H_{t}$, and $D\left(\tilde{\dot{t}}_{1}\right)$ is identical with $M$. Thus $u \in D\left(\tilde{\dot{t}}_{1}\right)$ is characterized by $\Sigma\left(\left|\alpha_{j}\right|+\right.$ $+1)\left|\xi_{j}\right|^{2}<\infty$ and $\Sigma \bar{\beta}_{j} \xi_{j}=0$ [note that $\Sigma \bar{\beta}_{j} \xi_{j}$ is absolutely convergent for $u \in \mathrm{D}(\mathrm{t})$, as is seen by applying the Schwarz inequality].

Example 1.25. Consider the form $\mathfrak{t}[u, v]=\int f(x) u(x) \overline{v(x)} d x$ of Examples 1.5 and 1.15 and assume that the values of $f(x)$ lie in the sector (1.13) so that tis sectorial and closed. By an argument similar to that of the preceding example, it can be shown that $\tilde{\mathrm{t}}=\mathbf{t}$, and that $\tilde{\mathrm{t}}_{\mathbf{1}}=\mathbf{t}$ if and only if

$$
\begin{equation*}
\int_{E}(|f(x)|+1)^{-1}|g(x)|^{2} d x=\infty . \tag{1.36}
\end{equation*}
$$

[^145]Example 1.26. An example of a densely defined, sectorial (even symmetric and nonnegative) form which is not closable is given by the form $\mathfrak{g}[u, v]=u(0) \overline{v(0)}$ of Example 1.6. To see this, it suffices to note that $u_{n} \overrightarrow{\mathfrak{b}} 0$ implies that $\left\|u_{n}\right\| \rightarrow 0$ and $\lim u_{n}(0)=\alpha$ exists (where $\left\{u_{n}\right\}$ is a sequence of continuous functions); but this does not imply $\alpha=0$.

## 5. Forms constructed from sectorial operators

Let us recall that an operator $T$ in H is said to be sectorial if its numerical range is a subset of a sector of the form (1.13) (see V-§ 3.10). Let $T$ be sectorial and set (see Example 1.2)

$$
\begin{equation*}
\mathfrak{t}[u, v]=(T u, v) \quad \text { with } \quad \mathrm{D}(\mathrm{t})=\mathrm{D}(T) . \tag{1.37}
\end{equation*}
$$

The form t is obviously sectorial with a vertex $\gamma$ and semi-angle $\theta$.
Theorem 1.27. ${ }^{1}$ A sectorial operator $T$ is form-closable ${ }^{2}$, that is, the form t defined above is closable.

Proof. We may assume without loss of generality that $T$ has a vertex 0 so that $\mathfrak{b}=\operatorname{Ret} \geqq 0$. Lèt $u_{n} \in \mathrm{D}(\mathfrak{t})=\mathrm{D}(T)$ be $\mathfrak{t}$-convergent to $0: u_{n} \rightarrow 0$ and $\mathfrak{t}\left[u_{n}-u_{m}\right] \rightarrow 0$; we have to show that $\mathfrak{t}\left[u_{n}\right] \rightarrow 0$.

We have by (1.15)

$$
\begin{align*}
\left|\mathfrak{t}\left[u_{n}\right]\right| & \leqq\left|\mathfrak{t}\left[u_{n}, u_{n}-u_{m}\right]\right|+\left|\mathfrak{t}\left[u_{n}, u_{m}\right]\right| \leqq \\
& \leqq(1+\tan \theta) \mathfrak{b}\left[u_{n}\right]^{1 / 2} \mathfrak{h}\left[u_{n}-u_{m}\right]^{1 / 2}+\left|\left(T u_{n}, u_{m}\right)\right| . \tag{1.38}
\end{align*}
$$

For any $\varepsilon>0$ there is an $N$ such that $\mathfrak{b}\left[u_{n}-u_{m}\right] \leqq \varepsilon^{2}$ for $n, m \geqq N$, for $\mathfrak{b}\left[u_{n}-u_{m}\right] \rightarrow 0$. Since $\mathfrak{b}\left[u_{n}\right]$ is bounded in $n$ for the same reason, it follows from (1.38) that

$$
\begin{equation*}
\left|t\left[u_{n}\right]\right| \leqq M \varepsilon+\left|\left(T u_{n}, u_{m}\right)\right|, \quad n, m \geqq N \tag{1.39}
\end{equation*}
$$

where $M$ is a constant. On letting $m \rightarrow \infty$, we obtain $\left|t\left[u_{n}\right]\right| \leqq M \varepsilon$ for $n \geqq N$, which proves the required result $\mathfrak{t}\left[u_{n}\right] \rightarrow 0$.

Corollary 1.28 A symmetric operator bounded from below is formclosable.

Problem 1.29. In Theorem 1.27 we have $\tilde{\mathfrak{t}}[u, v]=(T u, v)$ for every $u \in \mathrm{D}(T)$ and $v \in D(\tilde{t})$.

Example 1.30. Consider the $\dot{T}$ of III- $\S 2.3$ for $\mathbf{X}=\mathbf{H}=\mathbf{L}^{2}(a, b)$, which is the minimal operator in H constructed from the formal differential operator $L u=p_{0} u^{\prime \prime}$ $+p_{1} u^{\prime}+p_{2} u$. An integration by parts gives

$$
\begin{equation*}
(\dot{T} u, v)=\int_{a}^{b}\left\{-p_{0} u^{\prime} \overline{v^{\prime}}+\left(p_{1}-p_{0}^{\prime}\right) u^{\prime} \bar{v}+p_{2} u \bar{v}\right\} d x \tag{1.40}
\end{equation*}
$$

This is of the same form as the form $\dot{t}$ considered in Example 1.7, and defines a sectorial form if $p_{0}(x)<0$ and $p_{0}, p_{0}^{\prime}, p_{1}$, and $p_{2}$ are continuous on the closed finite interval $[a, b]$. Hence $\dot{T}$ is form-closable.

[^146]
## 6. Sums of forms

Theorem 1.31 Let $\mathrm{t}_{1}, \ldots, \mathrm{t}_{\text {s }}$ be sectorial forms in H and let $\mathrm{t}=\mathrm{t}_{1}+$ $+\cdots+\mathrm{t}_{s}\left[\right.$ with $\left.\mathrm{D}(\mathrm{t})=\mathrm{D}\left(\mathrm{t}_{1}\right) \cap \cdots \cap \mathrm{D}\left(\mathrm{t}_{s}\right)\right]$. Then t is sectorial. If all the $\mathrm{t}_{j}$ are closed, so is t . If all the $\mathrm{t}_{j}$ are closable, so is t and

$$
\begin{equation*}
\mathfrak{f}<\mathfrak{f}_{1}+\cdots+\mathfrak{f}_{s} . \tag{1.41}
\end{equation*}
$$

Proof. Without loss of generality all the $t_{j}$ may be assumed to have a vertex zero. Let $\theta_{j}$ be a semi-angle of $t_{j}$ for vertex zero. Since the numerical range of $t_{j}$ is a subset of the sector $|\arg \zeta| \leqq \theta_{j}<\pi / 2$, the numerical range of $t$ is a subset of the sector $|\arg \zeta| \leqq \theta=\max \theta_{j}<\pi / 2$. Thus $t$ is sectorial with a vertex zero and semi-angle $\theta$.

Suppose that all the $\mathrm{t}_{j}$ are closed and let $u_{n} \underset{\mathbf{t}}{ } u$. Then $u_{n} \vec{b} u$ for $\mathfrak{b}=\operatorname{Ret}=\mathfrak{b}_{1}+\cdots+\mathfrak{b}_{s}, \mathfrak{b}_{j}=\operatorname{Ret}_{j}$, which implies that $\mathfrak{b}\left[u_{n}-u_{m}\right] \rightarrow 0$, $n, m \rightarrow \infty$. Since $\mathfrak{b}_{j} \geqq 0$, it follows that $\mathfrak{b}_{j}\left[u_{n}-u_{m}\right] \rightarrow 0$ for each $j$. Thus $u_{n} \overrightarrow{b_{j}} u$ and hence $u_{n} \overrightarrow{t_{j}} u$, so that $u \in \mathrm{D}\left(\mathrm{t}_{j}\right)$ and $\mathrm{t}_{j}\left[u_{n}-u\right] \rightarrow 0$ for each $j$. Hence $u \in \mathrm{D}(\mathbf{t})$ and $\mathrm{t}\left[u_{n}-u\right] \rightarrow 0$. This proves that t is closed.

Next suppose that all the $\mathfrak{t}_{j}$ are closable. Then $\mathfrak{f}_{1}+\cdots+\mathfrak{f}_{s}$ is closed by what was just proved and is an extension of $t$. Therefore $t$ is closable and (1.41) holds.

Remark 1.32. The inclusion $\subset$ in (1.41) cannot in general be replaced by equality, even when all the $t_{j}$ are symmetric ${ }^{1}$. Theorem 1.31 can be extended to the case in which there are an infinite number of forms to be summed, with certain assumptions to ensure the convergence and the sectorial boundedness of the sum.

Let $t$ be a sectorial form in $H$. A form $t^{\prime}$ in $H$, which need not be sectorial, is said to be relatively bounded with respect to $t$, or simply $t$ bounded, if $D\left(t^{\prime}\right) \supset D(t)$ and

$$
\begin{equation*}
\left|\mathbf{t}^{\prime}[u]\right| \leqq a\|u\|^{2}+b|\mathrm{t}[u]|, \quad u \in \mathrm{D}(\mathrm{t}), \tag{1.42}
\end{equation*}
$$

where $a, b$ are nonnegative constants. The greatest lower bound for all possible values of $b$ will be called the $t$-bound of $t^{\prime}$.

Obviously $t$-boundedness is equivalent to $(t+\alpha)$-boundedness for any scalar $\alpha$. Also $t$-boundedness is equivalent to $\mathfrak{b}$-boundedness for $\mathfrak{b}=\operatorname{Ret}$, for (1.42) is equivalent to [see (1.16)]

$$
\begin{equation*}
\left|\mathfrak{t}^{\prime}[u]\right| \leqq a\|u\|^{2}+b \mathfrak{b}[u], \quad u \in \mathrm{D}(\mathbf{t})=\mathrm{D}(\mathfrak{b}), \tag{1.43}
\end{equation*}
$$

with $a, b$ not necessarily equal to the $a, b$ of (1.42).
If both $t$ and $t^{\prime}$ are sectorial and closable, (1.42) is extended to all $u \in \mathrm{D}(\mathfrak{f})$ with the same constants $a, b$ and with $\mathfrak{t}, \mathfrak{t}^{\prime}$ replaced by $\mathfrak{f}, \mathfrak{f}^{\prime}$, respectively $\left[D\left(\mathfrak{f}^{\prime}\right) \supset \mathbf{D}(\mathfrak{f})\right.$ being a consequence]. To see this it suffices

[^147]to consider, for each $u \in \mathrm{D}(\mathfrak{f})$, a sequence $\left\{u_{n}\right\}$ such that $u_{n} \underset{\mathfrak{t}}{ } u$ and use an appropriate limiting argument.

For symmetric forms we can define relative semiboundedness. Let $\mathfrak{b}$ be a symmetric form bounded from below. A symmetric form $\mathfrak{b}^{\prime}$, which need not be semibounded, is said to be relatively semibounded from below with respect to $\mathfrak{b}$, or simply $\mathfrak{b}$-semibounded from below, if $D\left(\mathfrak{b}^{\prime}\right)>D(\mathfrak{b})$ and

$$
\begin{equation*}
\mathfrak{b}^{\prime}[u] \geqq-a^{\prime}\|u\|^{2}-b^{\prime} \mathfrak{b}[u], \quad u \in \mathrm{D}(\mathfrak{b}), \tag{1.44}
\end{equation*}
$$

where $a^{\prime}, b^{\prime}$ are nonnegative constants. Similarly, $\mathfrak{b}^{\prime}$ is $\mathfrak{b}$-semibounded from above if $\mathrm{D}\left(\mathfrak{b}^{\prime}\right)>\mathrm{D}(\mathfrak{b})$ and

$$
\begin{equation*}
\mathfrak{b}^{\prime}[u] \leqq a^{\prime \prime}\|u\|^{2}+b^{\prime \prime} \mathfrak{b}[u], \quad u \in \mathrm{D}(\mathfrak{b}) . \tag{1.45}
\end{equation*}
$$

If $\mathfrak{b}^{\prime}$ is $\mathfrak{b}$-semibounded both from below and from above, $\mathfrak{b}^{\prime}$ is $\mathfrak{b}$-bounded. Note that $\mathfrak{b}$-semiboundedness from above and from below are not quite parallel since $\mathfrak{h}$ is assumed to be semibounded from below.

Theorem 1.33 Let $\mathbf{t}$ be a sectorial form and let $\mathrm{t}^{\prime}$ be t -bounded with $b<1$ in (1.43). Then $\mathbf{t}+\mathbf{t}^{\prime}$ is sectorial. $\mathfrak{t}+\mathbf{t}^{\prime}$ is closed if and only if $\mathfrak{t}$ is closed. $\mathfrak{t}+\mathrm{t}^{\prime}$ is closable if and only if t is closable; in this case $\mathrm{D}\left(\mathrm{t}+\mathrm{t}^{\prime}\right)^{\sim}$ $=\mathrm{D}(\mathfrak{f})$.

Proof. We have $D\left(t+t^{\prime}\right)=D(t)$ since $D\left(t^{\prime}\right) \supset D(t)$. We may assume without loss of generality that $\mathfrak{t}$ has a vertex zero so that $\mathfrak{b}=\operatorname{Ret} \geqq 0$; note that replacement of $\mathfrak{b}$ by $\mathfrak{b}-\gamma$ does not change the $b$ of (1.43) though it may change $a$. Denoting the semi-angle of $t$ by $\theta$ and setting $\mathfrak{k}=\operatorname{Im} \mathfrak{t}, \mathfrak{h}^{\prime}=\operatorname{Re} \mathfrak{t}^{\prime}, \mathfrak{t}^{\prime}=\operatorname{Im} \mathfrak{t}^{\prime}$, we have

$$
\begin{align*}
\left|\left(\mathfrak{k}+\mathfrak{k}^{\prime}\right)[u]\right| & \leqq|\mathfrak{e}[u]|+\left|\mathfrak{k}^{\prime}[u]\right| \leqq|\mathfrak{e}[u]|+\left|\mathfrak{t}^{\prime}[u]\right| \leqq  \tag{1.46}\\
& \leqq(\tan \theta+b) \mathfrak{b}[u]+a\|u\|^{2}, \tag{1.47}
\end{align*}
$$

Hence

$$
\begin{equation*}
\left|\left(\mathfrak{k}+\mathfrak{k}^{\prime}\right)[u]\right| \leqq(1-b)^{-1}(\tan \theta+b)\left(\left(\mathfrak{b}+\mathfrak{b}^{\prime}\right)[u]+a\right)+a \tag{1.48}
\end{equation*}
$$

for $\|u\|=1$. This shows that the numerical range of $t+t^{\prime}$ is a subset of the sector $|\arg (\zeta+R)| \leqq \theta^{\prime}$ with sufficiently large $R$ and $\theta^{\prime}<\pi / 2$ : $t+\mathbf{t}^{\prime}$ is sectorial.

It follows from (1.42) that $u_{n} \underset{\mathfrak{t}}{ } u$ implies $u_{n} \overrightarrow{\boldsymbol{t}^{\prime}} u$ and hence $u_{n} \xrightarrow[\mathbf{t + \mathbf { t } ^ { \prime }}]{ } u$. Conversely, it follows from (1.47) that $u_{n} \xrightarrow[\underline{g+\mathfrak{g}^{\prime}}]{ } u$ (which is equivalent to $u_{n} \overrightarrow{\mathfrak{t}+\mathfrak{t}^{\prime}} u$ ) implies $u_{n} \vec{G} u$ (which is equivalent to $u_{n} \overrightarrow{\mathfrak{t}} u$ ). Similarly we see that $\mathfrak{t}\left[u_{n}-u\right] \rightarrow 0$ and $\left(\mathfrak{t}+\mathfrak{t}^{\prime}\right)\left[u_{n}-u\right] \rightarrow 0$ are equivalent. The remaining statements of the theorem are direct consequences of these equivalences. We note, incidentally, that all the above inequalities are extended to $u \in \mathrm{D}(\mathfrak{f})$ with $\mathfrak{t}, \mathfrak{t}+\mathfrak{t}^{\prime}$, etc. replaced by $\mathfrak{f}$, $\left(\mathbf{t}+\mathfrak{t}^{\prime}\right)^{\sim}$, etc. when $t$ is closable.

Remark 1.34. If $\mathfrak{t}^{\prime}$ is also sectorial and closable in Theorem 1.33, then $D\left(\mathfrak{f}^{\prime}\right)>D(\mathfrak{t})$ and $\left(\mathfrak{t}+\mathfrak{t}^{\prime}\right)^{\sim}=\mathfrak{f}+\mathfrak{t}^{\prime}$. In fact, we have $\left(\mathfrak{t}+\mathfrak{t}^{\prime}\right)^{\sim} \subset \mathfrak{f}+\mathfrak{f}^{\prime}$ by Theorem 1.31 but also $\mathrm{D}\left(\left(\mathrm{t}+\mathrm{t}^{\prime}\right)^{\sim}\right)=\mathrm{D}(\mathfrak{t})$ by Theorem 1.33 .

Remark 1.35. If $t, t^{\prime}$ are symmetric in Theorem 1.33, it suffices to assume that $\mathrm{t}^{\prime}$ is t -semibounded from below and from above with $b^{\prime}<1$ in (1.44).

Example 1.36. Consider the form $\mathfrak{t}$ of Example 1.7. $\mathfrak{t}$ can be expressed as $t=t_{1}+t_{2}+t_{3}$ with

$$
\begin{align*}
& \mathfrak{t}_{1}[u, v]=\int p(x) u^{\prime} \bar{v} d x, \\
& \mathfrak{t}_{2}[u, v]=\int\left\{q(x) u \bar{v}+v(x) u^{\prime} \bar{v}+s(x) u \bar{v}\right\} d x,  \tag{1.49}\\
& \mathfrak{t}_{3}[u, v]=h_{a} u(a) \overline{v(a)}+h_{b} u(b) \overline{v(b)},
\end{align*}
$$

and $D\left(t_{1}\right)=D\left(t_{2}\right)=D\left(t_{2}\right)=D(t)$. If we assume that $p(x)>0$ as before, $t_{1}$ may be written as $\mathrm{t}_{1}[u, v]=(S u, S v)$ where $S$ is a linear operator defined by $S u(x)$ $=p(x)^{1 / 2} u^{\prime}(x)$ with $\mathrm{D}(S)=\mathrm{D}(\mathrm{t})$. With the $\mathrm{D}(\mathbf{t})$ described in Example 1.7, $S$ is a closed operator in H [see Example III-5.14 and Problem III-5.7; note that $p(x)^{-1}$ is bounded]. Hence $t_{1}$ is nonnegative and closed by Example 1.13.

On the other hand $t_{2}$ and $t_{3}$ are $t_{1}$-bounded with $t_{1}$-bound 0 ; in effect this was proved in Example 1.7. Thus we see from Theorem 1.33 that $t$ is closed. Similarly, the restriction $t_{0}$ of $t$ mentioned in Example 1.7 is closed; this is due to the fact that the corresponding restriction $S_{0}$ of $S$ is closed (see Example III-5.14).

Problem 1.37. Let $t, t^{\prime}$ be sectorial, $t$ closed and $t^{\prime}$ closable. If $D\left(t^{\prime}\right)>D(t)$, then $t^{\prime}$ is $t$-bounded [hint: Theorem 1.20].

## 7. Relative boundedness for forms and operators

We have introduced the notions of relative boundedness, which are important in perturbation theory, for operators and for quadratic forms (the latter only in Hilbert spaces). Both notions can be applied to sectorial operators $S$ and $S^{\prime}$ : on the one hand $S^{\prime}$ may be bounded relative to $S$ and, on the other, the sectorial form ( $S^{\prime} u, u$ ) may be bounded relative to the form ( $S u, u$ ). Under appropriate assumptions on closedness and the smallness of the relative bound, $S+S^{\prime}$ and $S$ have the same domain in the first case, and the corresponding closed forms have the same domain in the second case.

In general it is not clear whether there is any relationship between these two kinds of relative boundedness. If we restrict ourselves to considering only symmetric operators $S, S^{\prime}$, however, form-relative boundedness is weaker than operator-relative boundedness. More precisely, we have

Theorem 1.38. Let $T$ be selfadjoint and bounded from below, let $A$ be symmetric and $T$-bounded with $T$-bound $b$. Then the form ( $A u, u$ ) is relatively bounded with respect to the form ( $T u, u$ ) with relative bound $\leqq b$, and the same is true of their closures ${ }^{1}$.

[^148]Proof. We have the inequality $\|A u\| \leqq a^{\prime}\|u\|+b^{\prime}\|T u\|, u \in \mathrm{D}(T)$, where $b^{\prime}$ may be chosen arbitrarily close to $b$. It follows from Theorem V-4.11 that $T(x)=T+\varkappa A$ is selfadjoint and bounded from below for real $\varkappa$ with $|x|<b^{\prime-1}$, the lower bound $\gamma(x)$ of $T(x)$ satisfying

$$
\begin{equation*}
\gamma(x) \geqq \gamma_{T}-|x| \max \left(\frac{a^{\prime}}{1-b^{\prime}|x|}, a^{\prime}+b^{\prime}\left|\gamma_{T}\right|\right) . \tag{1.50}
\end{equation*}
$$

That $\gamma(x)$ is the lower bound of $T(x)$ implies that

$$
\begin{equation*}
-x(A u, u) \leqq-\gamma(x)(u, u)+(T u, u), \quad u \in \mathrm{D}(T) . \tag{1.51}
\end{equation*}
$$

Since $\pm \varkappa$ can be taken arbitrarily near $b^{-1}$, and hence to $b^{-1}$, (1.51) shows that the form ( $A u, u$ ) is relatively bounded with respect to ( $T u, u$ ) with relative bound $\leqq b$. The last assertion of the theorem follows from a remark in par. 6.

## § 2. The representation theorems

## 1. The first representation theorem

If $\mathrm{t}[u, v]$ is a bounded form defined everywhere on H , there is a bounded operator $T \in \mathscr{B}(\mathrm{H})$ such that $\mathrm{t}[u, v]=(T u, v)$ (see V-§ 2.1). We can now generalize this theorem to an unbounded form $t$, assuming that t is densely defined, sectorial and closed. The operator $T$ that appears will be sectorial as is expected from the sectorial boundedness of t . Actually $T$ turns out to be m-sectorial (see V-§ 3.10), which implies that $T$ is closed and the resolvent set $\mathrm{P}(T)$ covers the exterior of $\Theta(T)$. In particular $T$ is selfadjoint and bounded from below if $t$ is symmetric. The precise result is given by

Theorem 2.1. (The first representation theorem) ${ }^{1}$. Let $\mathrm{t}[u, v]$ be a densely defined, closed, sectorial sesquilinear form in H . There exists an $m$-sectorial operator $T$ such that
i) $\mathrm{D}(T) \subset \mathrm{D}(\mathrm{t})$ and

$$
\begin{equation*}
\mathrm{t}[u, v]=(T u, v) \tag{2.1}
\end{equation*}
$$

for every $u \in \mathrm{D}(T)$ and $v \in \mathrm{D}(\mathrm{t})$;
ii) $\mathrm{D}(T)$ is a core of t ;
iii) if $u \in \mathrm{D}(\mathrm{t}), w \in \mathrm{H}$ and

$$
\begin{equation*}
\mathfrak{t}[u, v]=(w, v) \tag{2.2}
\end{equation*}
$$

holds for every $v$ belonging to a core of $\mathfrak{t}$, then $u \in \mathrm{D}(T)$ and $T u=w$. The $m$-sectorial operator $T$ is uniquely determined by the condition i).

[^149]Corollary 2.2. If a form $\mathfrak{t}_{0}$ is defined from the $T$ of Theorem 2.1 by $\mathfrak{t}_{0}[u, v]=(T u, v)$ with $\mathrm{D}\left(\mathrm{t}_{0}\right)=\mathrm{D}(T)$, then $\mathrm{t}=\tilde{\mathfrak{f}}_{0}$.

Corollary 2.3. The numerical range $\Theta(T)$ of $T$ is a dense subset of the numerical range $\Theta(\mathrm{t})$ of t .

Corollary 2.4. If $S$ is an operator such that $\mathrm{D}(S) \subset \mathrm{D}(\mathrm{t})$ and $\mathfrak{t}[u, v]$ $=(S u, v)$ for every $u \in \mathrm{D}(S)$ and every $v$ belonging to a core of $\mathfrak{t}$, then $S \subset T$.
$T$ will be called the $m$-sectorial operator (or simply the operator) associated with t . We shall often write $T=T_{\mathrm{t}}$ to express this correspondence.

Theorem 2.5. If $T=T_{\mathfrak{t}}$, then $T^{*}=T_{\mathbf{t}^{*}}$. In other words, if $T$ is the operator associated with a densely defined, closed sectorial form t , then $T^{*}$ is associated in the same way with $\mathfrak{t}^{*}$, the adjoint form of $\mathfrak{t}$ (which is also densely defined, sectorial and closed).

Theorem 2.6. If $\mathfrak{b}$ is a densely defined, symmetric closed form bounded from below, the operator $T=T_{\mathfrak{\natural}}$ associated with $\mathfrak{b}$ is selfadjoint and bounded from below. $T$ and $\mathfrak{b}$ have the same lower bound.

Theorem 2.7. $\mathfrak{t} \rightarrow T=T_{\mathfrak{t}}$ is a one-to-one correspondence between the set of all densely defined, closed sectorial forms and the set of all $m$-sectorial operators. t is bounded if and only if $T$ is bounded. t is symmetric if and only if $T$ is selfadjoint.

Remark 2.8. These results will show that the closed sectorial forms are convenient means for constructing $m$-sectorial operators (in particular selfadjoint operators bounded from below), for such forms are easy to construct owing to the fact that there are no "maximal" sectorial forms.

## 2. Proof of the first representation theorem

In the proof of Theorems 2.1 and 2.5 , we may assume without loss of generality that $t$ has a vertex zero so that $\mathfrak{b}=\operatorname{Ret} \geqq 0$. Let $H_{t}$ be the associated (complete) Hilbert space into which $D(t)$ is converted by introducing the inner product $(u, v)_{\mathfrak{t}}=(u, v)_{\mathfrak{g}}$ given by (1.29).

Consider the form $t_{1}=t+1$. $t_{1}$ as well as $t$ is a bounded form on $H_{t}$. Hence there is an operator $B \in \mathscr{B}\left(\mathrm{H}_{\mathbf{t}}\right)$ such that

$$
\begin{equation*}
\mathrm{t}_{1}[u, v]=(B u, v)_{\mathbf{t}}, \quad u, v \in \mathrm{H}_{\mathbf{t}}=\mathrm{D}(\mathrm{t}) . \tag{2.3}
\end{equation*}
$$

Since $\|u\|_{\mathfrak{t}}^{2}=(\mathfrak{b}+1)[u]=\operatorname{Re} \mathrm{t}_{1}[u]=\operatorname{Re}(B u, u)_{\mathfrak{t}} \leqq\|B u\|_{\mathfrak{t}}\|u\|_{\mathfrak{t}}$, we have $\|u\|_{\mathfrak{t}} \leqq\|B u\|_{\mathfrak{t}}$. Hence $B$ has a bounded inverse $B^{-1}$ with closed domain in $\mathrm{H}_{\mathrm{t}}$. This domain is the whole of $\mathrm{H}_{\mathrm{t}}$ so that $B^{-1} \in \mathscr{B}\left(\mathrm{H}_{t}\right)$ with $\left\|B^{-1}\right\|_{t} \leqq 1^{1}$. To see this, it suffices to show that a $u \in H_{t}$ orthogonal in $H_{t}$ to $D\left(B^{-1}\right)$ $=\mathrm{R}(B)$ is zero. This is obvious from $\|u\|_{\mathbf{t}}^{2}=\operatorname{Re}(B u, u)_{\mathbf{t}}=0$.

[^150]For any fixed $u \in \mathrm{H}$, consider the semilinear form $v \rightarrow l_{u}[v]=(u, v)$ defined for $v \in \mathrm{H}_{\mathbf{t}} \cdot l_{u}$ is a bounded form on $\mathrm{H}_{\mathrm{t}}$ with bound $\leqq\|u\|$, since $\left|l_{u}[v]\right| \leqq\|u\|\|v\| \leqq\|u\|\|v\|_{t}$. By the Riesz theorem (see V-§ 1.1), there is a unique $u^{\prime} \in \mathrm{H}_{\mathbf{t}}$ such that $(u, v)=l_{u}[v]=\left(u^{\prime}, v\right)_{\mathbf{t}},\left\|u^{\prime}\right\|_{\mathbf{t}} \leqq\|u\|$. We now define an operator $A$ by $A u=B^{-1} u^{\prime}$. A is a linear operator with domain H and range in $\mathrm{H}_{\mathbf{t}}$. Regarded as an operator in $\mathrm{H}, A$ belongs to $\mathscr{B}(\mathrm{H})$ with $\|A\| \leqq 1$, for $\|A u\|=\left\|B^{-1} u^{\prime}\right\| \leqq\left\|B^{-1} u^{\prime}\right\|_{t} \leqq\left\|u^{\prime}\right\|_{t} \leqq\|u\|$. It follows from the definition of $A$ that

$$
\begin{equation*}
(u, v)=\left(u^{\prime}, v\right)_{\mathbf{t}}=(B A u, v)_{\mathbf{t}}=\mathbf{t}_{\mathbf{1}}[A u, v]=(\mathbf{t}+1)[A u, v] . \tag{2.4}
\end{equation*}
$$

## Hence

$$
\begin{equation*}
\mathrm{t}[A u, v]=(u-A u, v), \quad u \in \mathrm{H}, \quad v \in \mathrm{H}_{\mathbf{t}}=\mathrm{D}(\mathbf{t}) . \tag{2.5}
\end{equation*}
$$

$A$ is invertible, for $A u=0$ implies by (2.4) that $(u, v)=0$ for all $v \in \mathrm{D}(\mathrm{t})$ and $\mathrm{D}(\mathrm{t})$ is dense in H . On writing $w=A u, u=A^{-1} w$ in (2.5), we get $\mathrm{t}[w, v]=\left(\left(A^{-1}-1\right) w, v\right)=(T w, v)$, where $T=A^{-1}-1$, for every $w \in \mathrm{D}(T)=\mathrm{R}(A) \subset \mathrm{D}(\mathrm{t})$ and $v \in \mathrm{D}(\mathrm{t})$. This proves i) of Theorem 2.1.
$T$ is a closed operator in H since $A \in \mathscr{B}(\mathrm{H}) . T$ is sectorial, for $\Theta(T) \subset$ $\subset \Theta(\mathrm{t})$ because $(T u, u)=\mathrm{t}[u]$ by (2.1). $T$ is m -sectorial, for $\mathrm{R}(T+1)$ $=\mathrm{R}\left(A^{-1}\right)=\mathrm{D}(A)=\mathrm{H}$ (see V-§ 3.10).

To prove ii) of Theorem 2.1, it suffices to show that $\mathrm{D}(T)=\mathrm{R}(A)$ is dense in $H_{t}$ (see Theorem 1.21). Since $B$ maps $H_{t}$ onto itself bicontinuously, it suffices to show that $B \mathbf{R}(A)=\mathbf{R}(B A)$ is dense in $\mathbf{H}_{\mathbf{t}}$. Let $v \in H_{\mathbf{t}}$ be orthogonal in $H_{\mathbf{t}}$ to $\mathbf{R}(B A)$. Then (2.4) shows that $(u, v)=0$ for all $u \in \mathrm{H}$ and so $v=0$. Hence $\mathbf{R}(B A)$ is dense in $\mathrm{H}_{\mathbf{t}}$.

Corollary 2.2 is another expression of ii) just proved, and Corollary 2.3 follows from it by Theorem 1.18.

To prove further results of the theorems, it is convenient at this point to consider $t^{*}$, the adjoint form of $t$. Since $t^{*}$ is also densely defined, sectorial with a vertex zero, and closed, we can construct an associated m -sectorial operator $T^{\prime}$ in the same way as we constructed $T$ from t . For any $u \in \mathrm{D}\left(\mathrm{t}^{*}\right)=\mathrm{D}(\mathrm{t})$ and $v \in \mathrm{D}\left(T^{\prime}\right)$, we have then

$$
\begin{equation*}
\mathfrak{t}^{*}[v, u]=\left(T^{\prime} v, u\right) \quad \text { or } \quad \mathfrak{t}[u, v]=\left(u, T^{\prime} v\right) . \tag{2.6}
\end{equation*}
$$

In particular let $u \in \mathrm{D}(T) \subset \mathrm{D}(\mathrm{t})$ and $v \in \mathrm{D}\left(T^{\prime}\right) \subset \mathrm{D}(\mathrm{t})$. (2.1) and (2.6) give $(T u, v)=\left(u, T^{\prime} v\right)$. This implies that $T^{\prime} \subset T^{*}$. But since $T^{*}$ and $T^{\prime}$ are both m-sectorial (which implies that they are maximal accretive, see V-§ 3.10), we must have $T^{\prime}=T^{*}$ and hence $T^{*}=T$ too.

This leads to a simple proof of iii) of Theorem 2.1. If (2.2) holds for all $v$ of a core of $t$, it can be extended to all $v \in D(t)$ by continuity. Specializing $v$ to elements of $\mathrm{D}\left(T^{\prime}\right)$, we have then $\left(u, T^{\prime} v\right)=\mathrm{t}[u, v]$ $=(w, v)$. Hence $u \in \mathrm{D}\left(T^{*}\right)=\mathrm{D}(T)$ and $w=T^{*} u=T u$ by the
definition of $T^{* *}$. Corollary 2.4 is a direct consequence of iii), and the uniqueness of an m-sectorial operator $T$ satisfying i) follows from this Corollary. This completes the proof of Theorem 2.1.

Theorem 2.5 follows immediately from $T^{\prime}=T^{*}$ proved above. Theorem 2.6 results from it since $\mathrm{t}=\mathrm{t}^{*}$ implies $T=T^{*}$; the assertion on the lower bounds of $t$ and $T$ follows from Corollary 2.3.

Proof of Theorem 2.7. We first note that the mapping $\mathfrak{t} \rightarrow T=T_{\mathrm{t}}$ is one to one; this is a direct consequence of Theorem 2.1 and Corollary 2.2. It remains to show that any m-sectorial operator $T$ is associated in this way with a densely defined, closed sectorial form $t$. As is suggested by Corollary 2.2 , such a $t$ is obtained as the closure of the form

$$
\begin{equation*}
\mathbf{t}_{0}[u, v]=(T u, v), \quad \mathrm{D}\left(\mathbf{t}_{0}\right)=\mathrm{D}(T) . \tag{2.7}
\end{equation*}
$$

$\mathrm{t}_{0}$ is densely defined and sectorial; it is closable by Theorem 1.27. Let $\mathrm{t}=\mathfrak{f}_{0}$ and define the associated operator $T_{\mathrm{t}}$; then $T_{\mathrm{t}} \supset T$ by Corollary 2.4. But since both $T$ and $T_{\mathrm{t}}$ are m-sectorial, we must have $T=T_{\mathrm{t}}$.

Proof of Theorem 1.16. We can now give the promised proof of Theorem 1.16. By hypotheses the sequences $\left\{u_{n}\right\}$ and $\left\{(\operatorname{Ret}-\gamma)\left[u_{n}\right]\right\}$ are bounded. Since $\mathfrak{b}^{\prime}=\operatorname{Ret}-\gamma$ is closed with $\mathfrak{t}$ and since $u_{n} \underset{\mathfrak{t}}{ } u$ is equivalent to $u_{n} \rightarrow u$ (see § 1.3), we may assume without loss of generality that $\mathfrak{t}=\mathfrak{b}$ is symmetric and nonnegative.

Consider the Hilbert space $H_{b}$ defined before. Since $\left\{\left\|u_{n}\right\|\right\}$ and $\left\{\mathfrak{b}\left[u_{n}\right]\right\}$ are bounded, $\left\{u_{n}\right\}$ forms a bounded sequence in $\mathrm{H}_{\mathfrak{b}}$. Consequently, there exists a subsequence $\left\{v_{n}\right\}$ of $\left\{u_{n}\right\}$ which is weakly convergent in $\mathrm{H}_{b}$ (see Lemma V-1.4). Let $v \in \mathrm{H}_{\mathfrak{b}}$ be the weak limit of $\left\{v_{n}\right\}$, and let $H=T_{\mathfrak{b}}$. For any $w \in \mathrm{D}(H)$, we have

$$
\begin{aligned}
& \left(v_{n},(H+1) w\right)=(\mathfrak{h}+1)\left[v_{n}, w\right]=\left(v_{n}, w\right)_{\mathfrak{G}} \rightarrow \\
& \rightarrow(v, w)_{\mathfrak{G}}=(\mathfrak{b}+1)[v, w]=(v,(H+1) w) .
\end{aligned}
$$

Since we have $\left(v_{n},(H+1) w\right) \rightarrow(u,(H+1) w)$ on the other hand, we have $(u-v,(H+1) w)=0$. But $(H+1) w$ varies over the whole of H when $w$ varies over $\mathrm{D}(H)$. This gives $u=v$ so that $u \in \mathrm{H}_{\mathfrak{b}}=\mathrm{D}(\mathfrak{b})$.

We have also $\|u\|_{\mathfrak{g}}=\|v\|_{\mathfrak{g}} \leqq \lim \inf \left\|v_{n}\right\|_{\mathfrak{g}}$, which is, in view of (1.30), equivalent to $\mathfrak{b}[u] \leqq \lim \inf \mathfrak{b}\left[v_{n}\right]$. Since we could have replaced $\left\{u_{n}\right\}$ by any subsequence, this gives $\mathfrak{b}[u] \leqq \lim \inf \mathfrak{b}\left[u_{n}\right]$.

## 3. The Friedrichs extension

In this paragraph we denote by $S$ a densely defined, sectorial operator. Define the form $\mathfrak{s}$ by $\mathfrak{s}[u, v]=(S u, v)$ with $\mathrm{D}(\mathfrak{s})=\mathrm{D}(S)$. Then $\mathfrak{s}$ is closable by Theorem 1.27. Let $\mathfrak{t}=\tilde{\mathfrak{s}}$ and let $T=T_{\mathfrak{t}}$ be the associated m -sectorial operator. It follows from Corollary 2.4 that $T \supset S$, for $\mathrm{D}(S)$ $=\mathrm{D}(\mathfrak{s})$ is a core of $\mathrm{t} . T$ will be called the Friedrichs extension of $S$.

Originally the Friedrichs extension was defined for a semibounded symmetric operator $S$, in which case $T$ is selfadjoint by Theorem $2.6^{1}$.

Theorem 2.9. If $S$ is m-sectorial, the Friedrichs extension of $S$ is $S$ itself. In particular, the Friedrichs extension of the Friedrichs extension $T$ of a densely defined, sectorial operator is $T$ itself.

This is clear since an m-sectorial operator has no proper sectorial extension (see V-§ 3.10).

The following two theorems characterize the Friedrichs extension. Here $S, \mathfrak{s}, \mathrm{t}, T$ are as above.

Theorem 2.10. Among all $m$-sectorial extensions $T^{\prime}$ of $S$, the Friedrichs extension $T$ has the smallest form-domain (that is, the domain of the associated form $\mathbf{t}$ is contained in the domain of the form associated with any other $T^{\prime}$ ).

Proof. Define the form $\mathrm{t}^{\prime}$ by $\mathrm{t}^{\prime}[u, v]=\left(T^{\prime} u, v\right)$ with $\mathrm{D}\left(\mathrm{t}^{\prime}\right)=\mathrm{D}\left(T^{\prime}\right)$. Then $T^{\prime}$ is associated with the form $\mathfrak{f}^{\prime}$ (see Theorem 2.7). But since $T^{\prime} \supset S$, we have $\mathfrak{t}^{\prime} \supset \mathfrak{s}$ and so $\mathfrak{f}^{\prime} \supset \tilde{\mathfrak{s}}=\mathrm{t}$. This implies $\mathrm{D}\left(\mathfrak{t}^{\prime}\right) \supset \mathrm{D}(\mathfrak{t})$.

Theorem 2.11. The Friedrichs extension of $S$ is the only $m$-sectorial extension of $S$ with domain contained in $\mathrm{D}(\mathrm{t})^{2}$.

Proof. Let $T^{\prime}$ be any m-sectorial extension of $S$ with $\mathrm{D}\left(T^{\prime}\right) \subset \mathrm{D}(\mathrm{t})$. Let $\mathrm{t}^{\prime}$ be as above. For any $u \in \mathrm{D}\left(T^{\prime}\right)$ and $v \in \mathrm{D}(\mathrm{t})$, we have $\left(T^{\prime} u, v\right)$ $=\mathfrak{f}^{\prime}[u, v]=\mathfrak{t}[u, v]$ since $T^{\prime}=T_{\mathfrak{t}^{\prime}}, \mathfrak{f}^{\prime}>\mathfrak{t}$, and $u \in \mathrm{D}\left(T^{\prime}\right) \subset \mathrm{D}(\mathfrak{t})$. It follows from Corollary 2.4 that $T^{\prime} \subset T$. But since $T^{\prime}$ and $T$ are both m-sectorial, we must have $T^{\prime}=T$.

Remark 2.12. The importance of the Friedrichs extension lies in the fact that it assigns a special m-sectorial extension to each densely defined, sectorial operator $S$, even when the closure $\widetilde{S}$ of $S$ is not m-sectorial.

## 4. Other examples for the representation theorem

Example 2.13. Consider the form $\mathfrak{b}[u, v]=(S u, S v)$ studied in Examples 1.3, 1.13 and 1.23. Assume that $S$ is densely defined and closed so that $\mathfrak{b}$ has the same properties. Let $T=T_{\mathfrak{y}}$. Since $(S u, S v)=(T u, v)$ for all $u \in \mathrm{D}(T)$ and $v \in \mathrm{D}(\mathfrak{b})$ $=\mathrm{D}(S)$, it follows that $T \subset S^{*} S$. Since $S^{*} S$ is obviously symmetric and $T$ is selfadjoint, we must have $T=S^{*} S$. Also $\mathrm{D}(T)$ is a core of t and hence of $S$ by Theorem 2.1 and Example 1.23. This gives another proof of the facts that $S^{*} S$ is a selfadjoint operator in H whenever $S$ is a densely defined, closed operator from H to $\mathrm{H}^{\prime}$ and that $\mathrm{D}\left(S^{*} S\right)$ is a core of $S$ (see Theorem V-3.24).

[^151]Example 2.14. Consider the form $\mathrm{t}[u, v]=\Sigma \alpha_{j} \xi_{j} \bar{\eta}_{j}$ of Examples 1.4, 1.14 and 1.24. Let $T=T_{\mathrm{t}}, u=\left(\xi_{j}\right) \in \mathrm{D}(T), T u=w=\left(\zeta_{j}\right)$ and $v=\left(\eta_{j}\right) \in \mathrm{D}(\mathrm{t})$. We have $\Sigma \zeta_{j} \bar{\eta}_{j}=(w, v)=(T u, v)=\mathrm{t}[u, v]=\Sigma \alpha_{j} \xi_{j} \bar{\eta}_{j}$. In particular set $\eta_{j}=\delta_{j k}$; then we obtain $\zeta_{k}=\alpha_{k} \xi_{k}$. Since $w \in \boldsymbol{l}^{2}$, it is necessary that $\Sigma\left|\alpha_{j}\right|^{2}\left|\xi_{j}\right|^{2}<\infty$. This condition is also sufficient for a $u \in \boldsymbol{l}^{2}$ to belong to $\mathbf{D}(T)$, for then $\mathrm{t}[u, v]=\boldsymbol{\Sigma} \alpha_{j} \xi_{j} \bar{\eta}_{j}=\boldsymbol{\Sigma} \zeta_{j} \bar{\eta}_{j}$ $=(w, v)$ so that $T u$ exists and is equal to $w=\left(\alpha_{j} \xi_{j}\right)$ by Theorem 2.1, iii).

Next consider the restriction $\dot{t}_{1}$ of $\dot{t}$ with the additional condition $\Sigma \bar{\beta}_{j} \xi_{j}=0$ for $u \in D\left(\dot{t}_{1}\right)$, where we assume

$$
\begin{equation*}
\Sigma\left|\beta_{j}\right|^{2}=\infty, \quad \Sigma\left(\left|\alpha_{j}\right|+1\right)^{-1}\left|\beta_{j}\right|^{2}<\infty . \tag{2.8}
\end{equation*}
$$

Then $\tilde{t}_{1}$ is densely defined but $\tilde{t}_{1}$ is a proper restriction of $t$ (see loc. cit.). Let $T_{1}=T \tilde{t}_{1}$, $u=\left(\xi_{j}\right) \in \mathbf{D}\left(T_{1}\right), T_{1} u=w=\left(\zeta_{j}\right)$ and $v \in \mathbf{D}\left(\tilde{t}_{1}\right)$. Then we have as above $\Sigma\left(\zeta_{j}-\right.$ $\left.-\alpha_{j} \xi_{j}\right) \bar{\eta}_{j}=0$. In particular set $\eta_{1}=\bar{\beta}_{k}, \eta_{k}=-\bar{\beta}_{1}$, other $\eta_{j}$ being zero [then $\left.v \in D\left(t_{1}\right)\right]$. This gives $\zeta_{1}-\alpha_{1} \xi_{1}: \zeta_{k}-\alpha_{k} \xi_{k}=\beta_{1}: \beta_{k}$ and, since this is true for all $k$, we have $\zeta_{j}-\alpha_{j} \xi_{j}=\varrho \beta_{j}$ with a number $\varrho$ independent of $j$. $w \in \boldsymbol{l}^{2}$ requires that $\varrho$ should be such that $\Sigma\left|\alpha_{j} \xi_{j}+\varrho \beta_{j}\right|^{2}<\infty$. In view of (2.8), there is at most one $\varrho$ with this property. Each $u \in \mathrm{D}\left(T_{1}\right)$ therefore satisfies the conditions

$$
\begin{gather*}
\Sigma\left(\left|\alpha_{j}\right|+1\right)\left|\xi_{j}\right|^{2}<\infty, \quad \Sigma \bar{\beta}_{j} \xi_{j}=0 \quad \text { and } \quad \Sigma\left|\alpha_{j} \xi_{j}+\varrho \beta_{j}\right|^{2}<\infty  \tag{2.9}\\
\text { for some } \varrho
\end{gather*}
$$

These conditions are also sufficient for $\boldsymbol{u} \in \boldsymbol{l}^{\mathbf{2}}$ to belong to $\mathrm{D}\left(T_{1}\right)$, for then we have $u \in \mathrm{D}\left(\tilde{\mathfrak{t}}_{1}\right)$ and $\overline{\mathrm{t}}_{1}[u, v]=\Sigma \alpha_{j} \xi_{j} \bar{\eta}_{j}=\Sigma\left(\alpha_{j} \xi_{j}+\varrho \beta_{j}\right) \bar{\eta}_{j}=(w, v)$ with $w=\left(\alpha_{j} \xi_{j}+\right.$ $\left.+\varrho \beta_{j}\right) \in \boldsymbol{l}^{2}$, for every $v=\left(\eta_{j}\right) \in D\left(t_{1}\right)$. Thus $T_{1} u$ exists and equals $w$ by Theorem 2.1, iii).

Example 2.15. The form $\mathfrak{t}[u, v]=\int f u \bar{v} d x$ of Examples 1.5, 1.15 and 1.25 can be dealt with as the preceding example. The result is that $T=T_{\mathrm{t}}$ is the maximal multiplication operator by $f(x)$ (see Example III-2.2). If $g(x)$ is such that $\int|g(x)|^{2} d x$ $=\infty$ but the integral on the left of (1.36) is convergent, then $T_{1}=T_{\dot{t}_{1}}$ is given by $T_{1} u(x)=f(x) u(x)+\varrho g(x)$ where $\varrho$ is determined by the condition $T_{1} u \in \mathrm{~L}^{2}$.

Example 2.16. Consider the form $t$ of Example 1.7 and 1.36 under the assumptions stated there. Let $T=T_{\mathbf{t}}$ and $u \in \mathrm{D}(T), T u=w$. The relation $(w, v)$ $=(T u, v)=\mathfrak{t}[u, v], v \in \mathrm{D}(\mathrm{t})$, means

$$
\begin{array}{r}
\int_{a}^{b} w \bar{v} d x=\int_{a}^{b}\left\{p u^{\prime} \bar{v}^{\prime}+q u \bar{v}+r u^{\prime} \bar{v}+s u \bar{v}^{\prime}\right\} d x+  \tag{2.10}\\
+h_{a} u(a) \overline{v(a)}+h_{b} u(b) \overline{v(b)} .
\end{array}
$$

Let $z$ be an indefinite integral of $w-q u-r u^{\prime}$ (which is integrable):

$$
\begin{equation*}
z^{\prime}=w-q u-r u^{\prime} . \tag{2.11}
\end{equation*}
$$

Then $\int_{a}^{b}\left(w-q u-r u^{\prime}\right) \bar{v} d x=\int_{a}^{b} z^{\prime} \bar{v} d x=z(b) \overline{v(b)}-z(a) \overline{v(a)}-\int_{a}^{b} z \bar{v}^{\prime} d x$, and (2.10) gives

$$
\begin{align*}
\int_{a}^{0}\left(p u^{\prime}+z+s u\right) \bar{v}^{\prime} d x+ & {\left[h_{a} u(a)+z(a)\right] \overline{v(a)}+}  \tag{2.12}\\
& +\left[h_{b} u(b)-z(b)\right] \overline{v(b)}=0 .
\end{align*}
$$

(2.12) is true for every $v \in \mathrm{D}(\mathrm{t})$, that is, every $v$ such that $v(x)$ is absolutely continuous and $v^{\prime} \in \mathrm{L}^{2}(a, b)$. For any $v^{\prime} \in \mathrm{L}^{2}$ such that $\int_{a}^{b} v^{\prime} d x=0, v(x)=\int_{a}^{x} v^{\prime}(x) d x$ satisfies the conditions $v \in \mathrm{D}(\mathrm{t})$ and $v(a)=v(b)=0$, so that $p u^{\prime}+z+s u$ is
orthogonal to $v^{\prime}$ by (2.12). Thus $p u^{\prime}+z+s u$ must be equal to a constant $c$, being orthogonal to all functions orthogonal to 1 . Substituting this into (2.12), we obtain

$$
\begin{equation*}
\left[-c+h_{a} u(a)+z(a)\right] \overline{v(a)}+\left[c+h_{b} u(b)-z(b)\right] \overline{v(b)}=0 . \tag{2.13}
\end{equation*}
$$

Since $v(a)$ and $v(b)$ vary over all complex numbers when $v$ varies over $D(t)$, their coefficients in (2.13) must vanish. Noting that $c=p(a) u^{\prime}(a)+z(a)+$ $+s(a) u(a)=p(b) u^{\prime}(b)+z(b)+s(b) u(b)$, we thus obtain

$$
\begin{equation*}
p(a) u^{\prime}(a)+\left(s(a)-h_{a}\right) u(a)=0, \quad p(b) u^{\prime}(b)+\left(s(b)+h_{b}\right) u(b)=0 \tag{2.14}
\end{equation*}
$$

From $p u^{\prime}+z+s u=c^{\prime}$ it follows that $p u^{\prime}$ is absolutely continuous and $\left(p u^{\prime}\right)^{\prime}$ $=-z^{\prime}-(s u)^{\prime}=-w+q u+r u^{\prime}-(s u)^{\prime}$ or $w=-\left(p u^{\prime}\right)^{\prime}+q u+r u^{\prime}-(s u)^{\prime}$. In this way we have proved that each $u \in \mathrm{D}(T)$ has the following properties:
i) $u(x)$ and $u^{\prime}(x)$ are absolutely continuous and $u^{\prime \prime} \in \mathrm{L}^{2}(a, b)$;
ii) $u(x)$ satisfies the boundary condition (2.14).

Conversely, any $u \in L^{2}$ satisfying i) and ii) belongs to $\mathrm{D}(T)$ and

$$
\begin{equation*}
T u=w=-\left(p u^{\prime}\right)^{\prime}+q u+r u^{\prime}-(s u)^{\prime} . \tag{2.15}
\end{equation*}
$$

In fact, an integration by parts shows that $t[u, v]=(w, v)$ for every $v \in D(t)$ and the assertion follows immediately from Theorem 2.1, iii). Thus we have the characterization: $T=T_{t}$ is the second-order differential operator (2.15) with the boundary condition (2.14). $T$ is an operator analogous to the $T_{2}$ of III- $\S 2.3$.

This gives a proof that such a differential operator is m-sectorial, in particular selfadjoint if $q$ is real-valued, $\overline{r(x)}=s(x)$ and $h_{a}, h_{b}$ are real.

Example 2.17. Consider the restriction $t_{0}$ of the form $t$ of the preceding example defined by restricting the domain to a subset of $D(t)$ consisting of all $u$ such that $u(a)=u(b)=0 . t_{0}$ can be shown to be closed in the same way as t . Let us determine $T_{0}=T_{t_{0}}$. If $u \in \mathrm{D}\left(T_{0}\right)$ and $T_{0} u=w$, we have again (2.10) where $v(a)$ $=v(b)=0$. The same argument as above thus leads to the result that $w$ is given by (2.15). Therefore, each $u \in \mathrm{D}\left(T_{0}\right)$ has the property i) of the preceding example and
ii') $u(x)$ satisfies the boundary condition $u(a)=u(b)=0$.
These conditions are also sufficient for a $u \in L^{2}$ to belong to $\mathrm{D}\left(T_{0}\right)$; in this case $T_{0} u$ is given by the right member of (2.15). The proof again follows from the fact that $\mathrm{t}_{0}[u, v]=(w, v)$ for every $v \in \mathrm{D}\left(\mathrm{t}_{0}\right)$, as is seen by an integration by parts. Thus $T_{0}$ is the differential operator (2.15) with the boundary condition $u(a)=u(b)=0$.

Note that this boundary condition was already required in the definition of $t_{0}$. On the other hand, the boundary condition (2.14) for $T$ in the preceding example is not imposed on $t$ but only on $T$. In this sense (2.14) is called a natural boundary condition ${ }^{1}$.

Problem 2.18. Let $\dot{T}$ be the minimal operator in $L^{2}(a, b)$ constructed from the formal differential operator (2.15). All the operators $T$ of Example 2.16 with different constants $h_{a}, h_{b}$ and the $T_{0}$ of Example 2.17 are m-sectorial extensions of $\dot{T}$. Which of them is the Friedrichs extension of $\dot{T}$ (cf. Example 1.30) ?

## 5. Supplementary remarks

Selfadjointness is an important property, but a rather delicate one and hence not easy to establish. The correspondence $\mathfrak{b} \rightarrow H=T_{\mathfrak{b}}$ furnishes a convenient means of producing selfadjoint operators, inas-

[^152]much as it is relatively easy to construct closed forms. The examples given in par. 4 show indeed that various kinds of selfadjoint operators can be constructed in this way. The only defect of this method is that not all but only semibounded selfadjoint operators can be obtained. If we consider nonsymmetric forms, however, all m -sectorial operators can be constructed by means of sesquilinear forms.

The convenience of this way of constructing selfadjoint or m-sectorial operators is further illustrated by the following considerations. If $t_{1}$ and $t_{2}$ are closed sectorial forms, the same is true of their sum $t=t_{1}+t_{2}$ by Theorem 1.31. If t is densely defined, the associated m -sectorial operators $T, T_{1}, T_{2}$ are defined. $T$ may be regarded as the sum of $T_{1}, T_{2}$ in a generalized sense, and we may express this by writing

$$
\begin{equation*}
T=T_{1} \dot{+} T_{2} . \tag{2.16}
\end{equation*}
$$

For any two selfadjoint operators $T_{1}, T_{2}$ bounded from below, the associated forms $\mathrm{t}_{1}, \mathrm{t}_{2}$ exist and the generalized sum of $T_{1}, T_{2}$ can be defined as equal to $T_{t}$ if $t=t_{1}+\mathfrak{t}_{2}$ is densely defined. The stated condition is weaker than the requirement that the ordinary sum $S=T_{1}+T_{2}$ be densely defined, and $S$ need not be selfadjoint or essentially selfadjoint even when densely defined. In any case $T$ is an extension of $T_{1}+T_{2}$ and so its unique selfadjoint extension if $T_{1}+T_{2}$ is essentially selfadjoint, as is easily seen by applying Theorem 2.1, iii).

This result can be extended to the case in which $T_{1}$ and $T_{2}$ are msectorial; then the associated closed forms $t_{1}, t_{2}$ exist and the generalized sum (2.16) is defined if $D\left(t_{1}\right) \cap D\left(t_{2}\right)$ is dense (see Remark 2.8).

If $T_{1}, T_{2}$ are selfadjoint and bounded from below and if $T_{1}+T_{2}$ is densely defined, the Friedrichs extension $T_{F}$ of $T_{1}+T_{2}$ is defined (see par. 3). In general, however, $T_{F}$ differs from (2.16). This is illustrated by the following example.

Example 2.19. Let $t_{1}, t_{2}$ be the forms (1.24) for different choices of the pair of constants $h_{a}, h_{b}$ which we assume to be real. For simplicity we further assume that $p(x)=1$ and $q=r=s=0$. Then $t=\frac{1}{2}\left(t_{1}+t_{2}\right)$ is again of the same form. Thus $t_{1}, t_{2}$ and $t$ are all symmetric, and the associated operators $T, T_{1}, T_{2}$ are selfadjoint operators formally given by $-d^{2} / d x^{2}$, with boundary conditions of the form (2.14) with $p=1, s=0$ and with different pairs of constants $h_{a}, h_{b}$. Thus $S=\frac{1}{2}\left(T_{1}+T_{2}\right)$ has domain $\mathrm{D}(S)=\mathrm{D}\left(T_{1}\right) \cap \mathrm{D}\left(T_{2}\right)$ consisting of all $u$ with $u^{\prime \prime} \in \mathrm{L}^{2}$ that satisfy the boundary conditions $u(a)=u(b)=u^{\prime}(a)=u^{\prime}(b)=0$. Now the closure of the form ( $S u, v$ ) defined with domain $\mathrm{D}(S)$ is the $\mathrm{t}_{0}$ of Example 2.17 (see also Example 1.30) so that $T_{F}$ is the differential operator $-d^{2} / d x^{2}$ with the boundary condition $u(a)=u(b)=0$ and differs from $T$.

Another convenience in considering symmetric forms rather than symmetric operators is the ease of extending such a form: except for bounded forms with domain H , any closed symmetric form bounded from below admits a proper closed symmetric extension bounded from
below; there is no such thing as a maximal symmetric form, whereas maximal symmetric operators do exist (selfadjoint operators are maximal symmetric). Similar remarks can be made for more general, sectorial forms on the one hand and m-sectorial operators on the other.

A question arises: what is the relationship between the m-sectorial operators $H_{1}, H_{2}$ associated with two forms $\mathfrak{b}_{1}, \mathfrak{b}_{2}$ such that $\mathfrak{b}_{1} \subset \mathfrak{b}_{2}$ ? The answer is not straightforward; there is no simple relationship between the domains of $H_{1}$ and $H_{2}$. Later we shall give a partial answer to this question.

Another question concerns the relationship between the selfadjoint operators $H_{1}, H_{2}$ associated with two symmetric forms $\mathfrak{h}_{1}, \mathfrak{b}_{2}$ such that $\mathfrak{b}_{1} \geqq \mathfrak{b}_{2}$. We find it convenient to define the order relation $\mathfrak{b}_{1} \geqq \mathfrak{b}_{2}$ for any two symmetric forms $\mathfrak{b}_{1}, \mathfrak{h}_{2}$ bounded from below by

$$
\begin{equation*}
\mathrm{D}\left(\mathfrak{h}_{1}\right) \subset \mathrm{D}\left(\mathfrak{h}_{2}\right) \text { and } \mathfrak{h}_{1}[u] \geqq \mathfrak{h}_{2}[u] \text { for } u \in \mathrm{D}\left(\mathfrak{h}_{1}\right) . \tag{2.17}
\end{equation*}
$$

Note that according to this definition, if $\mathfrak{b}_{1}, \mathfrak{b}_{2}$ are symmetric and bounded from below, then $\mathfrak{b}_{1} \subset \mathfrak{b}_{2}$ implies $\mathfrak{b}_{1} \geqq \mathfrak{b}_{2}$.

Problem 2.20. $\mathfrak{b}_{1} \geqq \mathfrak{b}_{2}$ implies $\tilde{\mathfrak{h}}_{1} \geqq \tilde{\mathfrak{h}}_{2}$.
Let $H_{1}, H_{2}$ be the selfadjoint operators bounded from below associated respectively with closed symmetric forms $\mathfrak{b}_{1}, \mathfrak{b}_{2}$ bounded from below. We write $H_{1} \geqq H_{2}$ if $\mathfrak{b}_{1} \geqq \mathfrak{b}_{2}$ in the sense defined above. This notation is in accordance with the usual one if $H_{1}, H_{2}$ are symmetric operators belonging to $\mathscr{B}(\mathrm{H})$.

Theorem 2.21. Let $H_{1}, H_{2}$ be selfadjoint operators bounded from below with lower bounds $\gamma_{1}, \gamma_{2}$, respectively. In order that $H_{1} \geqq H_{2}$, it is necessary that $\gamma_{1} \geqq \gamma_{2}$ and $R\left(\zeta, H_{1}\right) \leqq R\left(\zeta, H_{2}\right)$ for every real $\zeta<\gamma_{2}$, and it is sufficient that $R\left(\zeta, H_{1}\right) \leqq R\left(\zeta, H_{2}\right)$ for some $\zeta<\min \left(\gamma_{1}, \gamma_{2}\right)$ ( $R$ denotes the resolvent).

Proof. Necessity. Let $\mathfrak{h}_{1}, \mathfrak{b}_{2}$ be the associated symmetric forms bounded from below. $H_{1} \geqq H_{2}$ is equivalent to $\mathfrak{b}_{1} \geqq \mathfrak{h}_{2}$ by definition, which implies $\gamma_{\mathfrak{g}_{1}} \geqq \gamma_{9_{2}}$. Since $\gamma_{1}=\gamma_{9_{1}}, \gamma_{2}=\gamma_{g_{2}}$ by Theorem 2.6, it follows that $\gamma_{1} \geqq \gamma_{2}$. Thus the resolvents $R\left(\zeta, H_{1}\right)$ and $R\left(\zeta, H_{2}\right)$ exist for $\zeta<\gamma_{2}$. Replacing $\mathfrak{b}_{1}-\zeta, \mathfrak{b}_{2}-\zeta, H_{1}-\zeta, H_{2}-\zeta$ by $\mathfrak{b}_{1}, \mathfrak{b}_{2}, H_{1}, H_{2}$ respectively, it suffices to show that $H_{1} \geqq H_{2} \geqq \delta>0$ implies $H_{1}^{-1} \leqq H_{2}^{-1}$ [where $H_{1}^{-1}, H_{2}^{-1} \in \mathscr{B}(\mathrm{H})$ ].

For any $u \in \mathrm{H}$, set $v_{1}=H_{1}^{-1} u, v_{2}=H_{2}^{-1} u$. Then we have

$$
\begin{aligned}
& \left(H_{1}^{-1} u, u\right)^{2}=\left(v_{1}, H_{2} v_{2}\right)^{2}=\mathfrak{h}_{2}\left[v_{1}, v_{2}\right]^{2} \leqq \mathfrak{h}_{2}\left[v_{1}\right] \mathfrak{h}_{2}\left[v_{2}\right] \leqq \\
& \quad \leqq \mathfrak{h}_{1}\left[v_{1}\right] \mathfrak{h}_{2}\left[v_{2}\right]=\left(H_{1} v_{1}, v_{1}\right)\left(H_{2} v_{2}, v_{2}\right)=\left(u, H_{1}^{-1} u\right)\left(u, H_{2}^{-1} u\right),
\end{aligned}
$$

which gives the desired result $\left(H_{1}^{-1} u, u\right) \leqq\left(H_{2}^{-1} u, u\right)$. Note that $v_{1} \in \mathrm{D}\left(H_{1}\right) \subset \mathrm{D}\left(\mathfrak{b}_{1}\right) \subset \mathrm{D}\left(\mathfrak{b}_{2}\right)$, and that $H_{1}, H_{2}, H_{1}^{-1}, H_{2}^{-1}$ are all symmetric and nonnegative.

Sufficiency. Again replacing $H_{1}-\zeta$, etc. by $H_{1}$, etc., it suffices to show that, if both $H_{1}$ and $H_{2}$ have positive lower bounds and $H_{1}^{-1} \leqq H_{2}^{-1}$, then $H_{1} \geqq H_{2}$, that is, $\mathfrak{b}_{1} \geqq \mathfrak{b}_{2}$. To this end we first apply the foregoing result of the necessity part to the pair $S_{1}=H_{1}^{-1}, S_{2}=H_{2}^{-1}$ of nonnegative bounded operators, obtaining $\left(S_{1}+\alpha\right)^{-1} \geqq\left(S_{2}+\alpha\right)^{-1}, \alpha>0$, from the assumption $S_{1} \leqq S_{2}$. Denoting by $\mathfrak{b}_{1 n}, \mathfrak{b}_{2 n}$ the forms associated with the bounded symmetric operators $\left(S_{1}+n^{-1}\right)^{-1}=H_{1}\left(1+n^{-1} H_{1}\right)^{-1}$ and $H_{2}\left(1+n^{-1} H_{2}\right)^{-1}$, we thus have $\mathfrak{b}_{1 n} \geqq \mathfrak{b}_{2 n}$.

On the other hand we have $\mathfrak{b}_{1 n} \leqq \mathfrak{b}_{1}, \mathfrak{b}_{2 n} \leqq \mathfrak{b}_{2}$. In fact, let $u \in \mathbf{D}\left(H_{1}\right)$; then $\mathfrak{b}_{1 n}[u]=\left(H_{1}\left(1+n^{-1} H_{1}\right)^{-1} u, u\right) \leqq\left(H_{1} u, u\right)=\mathfrak{b}_{1}[u]$ by Problem V -3.32. The result is generalized to all $u \in \mathrm{D}\left(\mathfrak{b}_{1}\right)$ because $\mathrm{D}\left(H_{1}\right)$ is a core of $\mathfrak{b}_{1}$.

Let $u \in \mathrm{D}\left(\mathfrak{b}_{1}\right)$. Then we have by what is proved above $\mathfrak{b}_{2 n}[u] \leqq \mathfrak{h}_{1 n}[u]$ $\leqq \mathfrak{b}_{1}[u]$ so that $\mathfrak{b}_{2 n}[u]$ is bounded. Set $u_{n}=\left(1+n^{-1} H_{2}\right)^{-1} u \in \mathrm{D}\left(H_{2}\right) \subset$ $\subset \mathrm{D}\left(\mathfrak{b}_{2}\right)$. Then $\mathfrak{b}_{2 n}[u]=\left(H_{2}\left(1+n^{-1} H_{2}\right)^{-1} u, u\right)=\left(H_{2} u_{n},\left(1+n^{-1} H_{2}\right) u_{n}\right)$ $=\left(H_{2} u_{n}, u_{n}\right)+n^{-1}\left\|H_{2} u_{n}\right\|^{2} \geqq\left(H_{2} u_{n}, u_{n}\right)$ so that $\left(H_{2} u_{n}, u_{n}\right)=\mathfrak{b}_{2}\left[u_{n}\right]$ is bounded from above by $\mathfrak{b}_{1}[u]$.

Since $u_{n} \rightarrow u$ by Problem V-3.33, we conclude by Theorem 1.16 that $u \in \mathrm{D}\left(\mathfrak{b}_{2}\right)$ and that $\mathfrak{b}_{2}[u] \leqq \mathfrak{b}_{1}[u]$. This proves the required result that $\mathfrak{b}_{1} \geqq \mathfrak{b}_{2}{ }^{1}$.

Problem 2.22. Let $K$ be a symmetric operator bounded from below and let $H$ be its Friedrichs extension. Then $H \geqq H^{\prime}$ for any selfadjoint extension $H^{\prime}$ of $K$ which is bounded from below.

## 6. The second representation theorem

Let $\mathfrak{b}$ be a densely defined, closed symmetric form bounded from below, and let $H=T_{\mathfrak{b}}$ be the associated selfadjoint operator. The relationship $\mathfrak{h}[u, v]=(H u, v)$ connecting $\mathfrak{b}$ with $H$ is unsatisfactory in that it is not valid for all $u, v \in \mathrm{D}(\mathfrak{b})$ because $\mathrm{D}(H)$ is in general a proper subset of $D(\mathfrak{b})$. A more complete representation of $\mathfrak{b}$ is furnished by the following theorem.

Theorem 2.23. (Second representation theorem). Let $\mathfrak{b}$ be a densely defined, closed symmetric form, $\mathfrak{b} \geqq 0$, and let $H=T_{\mathfrak{b}}$ be the associated selfadjoint operator. Then we have $\mathrm{D}\left(H^{1 / 2}\right)=\mathrm{D}(\mathfrak{b})$ and

$$
\begin{equation*}
\mathfrak{b}[u, v]=\left(H^{1 / 2} u, H^{1 / 2} v\right), \quad u, v \in \mathrm{D}(\mathfrak{b}) . \tag{2.18}
\end{equation*}
$$

A subset $\mathrm{D}^{\prime}$ of $\mathrm{D}(\mathfrak{b})$ is a core of $\mathfrak{b}$ if and only if it is a core of $H^{1 / 2}$.
Remark 2.24. We recall that $H^{1 / 2}$ was defined in V-§ 3.11, for a nonnegative selfadjoint operator $H$ is m -accretive. What is essential in

[^153]Theorem 2.23 is that $H^{1 / 2}$ is selfadjoint, nonnegative, $\left(H^{1 / 2}\right)^{2}=H$ and that $\mathrm{D}(H)$ is a core of $H^{1 / 2}$ (see Theorem V-3.35).

Proof of Theorem 2.23. Let us define the symmetric form $\mathfrak{h}^{\prime}[u, v]$ $=\left(H^{1 / 2} u, H^{1 / 2} v\right)$ with $\mathrm{D}\left(b^{\prime}\right)=\mathrm{D}\left(H^{1 / 2}\right)$. Since $H^{1 / 2}$ is densely defined and closed (because it is selfadjoint), the same is true of $\mathfrak{b}^{\prime}$ (see Example 1.13). Since $\mathbf{D}(H)$ is a core of $H^{1 / 2}$, it is also a core of $\mathfrak{h}^{\prime}$ (see Example 1.23). On the other hand, $\mathrm{D}(H)$ is a core of $\mathfrak{b}$ by Theorem 2.1. But the two forms $\mathfrak{b}$ and $\mathfrak{b}^{\prime}$ coincide on $\mathrm{D}(H)$, for we have

$$
\begin{equation*}
\mathfrak{h}[u, v]=(H u, v)=\left(H^{1 / 2} u, H^{1 / 2} v\right), \quad u, v \in \mathrm{D}(H) . \tag{2.19}
\end{equation*}
$$

Thus $\mathfrak{b}$ and $\mathfrak{h}^{\prime}$ must be identical, being the closure of one and the same form - the restriction of $\mathfrak{b}$ to $\mathrm{D}(H)$. This proves (2.18). The last statement of the theorem follows from $\mathfrak{b}=\mathfrak{b}^{\prime}$ and Example 1.23.

Problem 2.25. Let $\mathfrak{b}$ be a densely defined, symmetric, closed form bounded from below with lower bound $\gamma$ and let $H=T_{\mathfrak{b}}$. For any $\xi \leqq \gamma$, we have then $\mathrm{D}(\mathfrak{b})=\mathrm{D}\left((H-\xi)^{1 / 2}\right), \mathfrak{b}[u, v]=\left((H-\xi)^{1 / 2} u,(H-\xi)^{1 / 2} v\right)+\xi(u, v)$.

Theorem 2.26. Let $\mathfrak{b}, H$ be as in Theorem 2.23 and, in addition, let $\mathfrak{b}$ have a positive lower bound. Then a subset $\mathrm{D}^{\prime}$ of $\mathrm{D}(\mathfrak{b})$ is a core of $\mathfrak{b}$ if and only if $H^{1 / 2} \mathrm{D}^{\prime}$ is dense in H .

Proof. This follows from Theorem 2.23 and Problem III-5.19 [note that $H^{1 / 2}$ has positive lower bound, as is seen from Theorem 2.23, so that its inverse belongs to $\mathscr{B}(\mathrm{H})]$.

Corollary 2.27. Let $\mathfrak{b}$ be a densely defined, symmetric form, $\mathfrak{b} \geqq 0$, and let $H$ be the selfadjoint operator associated with its closure $\tilde{\mathfrak{b}}$. Then $\mathrm{D}(\mathfrak{b})$ is a core of $H^{1 / 2}$. If $\mathfrak{b}$ has a positive lower bound, $H^{1 / 2} \mathrm{D}(\mathfrak{b})$ is dense in H .

Remark 2.28. In Corollary 2.27, $\mathrm{D}(\mathfrak{b})$ need not be a core of $H$ even when it is a subset of $\mathbf{D}(H)$.

Remark 2.29. The second representation theorem was proved only for symmetric forms. A corresponding theorem for nonsymmetric forms is not known. A natural generalization of that theorem to a nonsymmetric form t would be that $\mathrm{t}[u, v] \doteq\left(T^{1 / 2} u, T^{* 1 / 2} v\right)$ with $\mathrm{D}(\mathrm{t})=$ $=\mathrm{D}\left(T^{1 / 2}\right)=\mathrm{D}\left(T^{* 1 / 2}\right)$ where $T=T_{t}$; but the question is open whether this is true for a general closed sectorial form $t$ (with a vertex $\geqq 0$ ), although the operators $T^{1 / 2}$ and $T^{* 1 / 2}$ are well-defined (V-§ 3.11) ${ }^{1}$.

As an application of the second representation theorem, we shall give another formulation of the order relation $H_{1} \geqq H_{2}$ for two selfadjoint operators bounded from below. In the preceding paragraph this was defined as equivalent to $\mathfrak{b}_{1} \geqq \mathfrak{h}_{2}$ for the associated closed forms $\mathfrak{b}_{1}, \mathfrak{b}_{2}$, which means that $\mathrm{D}\left(\mathfrak{b}_{1}\right) \subset \mathrm{D}\left(\mathfrak{h}_{2}\right)$ and $\mathfrak{h}_{1}[u] \geqq \mathfrak{h}_{2}[u]$ for all $u \in \mathrm{D}\left(\mathfrak{b}_{1}\right)$. According to Theorem 2.23, this is in turn equivalent to

$$
\begin{equation*}
\mathrm{D}\left(H_{1}^{1 / 2}\right) \subset \mathrm{D}\left(H_{2}^{1 / 2}\right) \text { and }\left\|H_{1}^{1 / 2} u\right\| \geqq\left\|H_{2}^{1 / 2} u\right\| \text { for } u \in \mathrm{D}\left(H_{1}^{1 / 2}\right) \text {, } \tag{2.20}
\end{equation*}
$$

[^154]if we assume that both $H_{1}$ and $H_{2}$ are nonnegative (which does not restrict the generality, for $H_{1} \geqq H_{2}$ is equivalent to $H_{1}+\alpha \geqq H_{2}+\alpha$. If we further assume that $H_{1}$ has a positive lower bound so that $H_{\mathbf{1}}^{-1 / 2}$ $=\left(H_{1}^{1 / 2}\right)^{-1} \in \mathscr{B}(\mathrm{H})$, then $(2.20)$ is equivalent to
\[

$$
\begin{equation*}
H_{2}^{1 / 2} H_{1}^{-1 / 2} \in \mathscr{B}(\mathrm{H}), \quad\left\|H_{2}^{1 / 2} H_{1}^{-1 / 2}\right\| \leqq 1 . \tag{2.21}
\end{equation*}
$$

\]

We could have chosen (2.21) as the definition of $H_{1} \geqq H_{2}$ in the case under consideration.

We can now give a simpler proof of Theorem 2.21. As noted in the proof of this theorem given before, the essential point is that $H_{1} \geqq H_{2}$ is equivalent to $H_{1}^{-1} \leqq H_{2}^{-1}$ when both $H_{1}$ and $H_{2}$ have positive lower bounds. In view of the equivalence of $H_{1} \geqq H_{2}$ with (2.21), what is to be proved is contained in the following lemma.

Lemma 2.30. Let $S, T$ be densely defined closed operators in H such that their adjoints $S^{*}, T^{*}$ are invertible. If $\mathrm{D}(S)>\mathrm{D}(T)$ and $\|S u\| \leqq\|T u\|$ for all $u \in \mathrm{D}(T)$, then $\mathrm{D}\left(T^{*-1}\right) \supset \mathrm{D}\left(S^{*-1}\right)$ and $\left\|T^{*-1} u\right\| \leqq\left\|S^{*-1} u\right\|$ for all $u \in \mathrm{D}\left(S^{*-1}\right)$.

Proof. Let $u \in \mathrm{D}\left(S^{*-1}\right)=\mathrm{R}\left(S^{*}\right) ; u=S^{*} g$ for some $g \in \mathrm{D}\left(S^{*}\right)$. For any $v \in \mathrm{D}(T) \subset \mathrm{D}(S)$, we have then $(u, v)=\left(S^{*} g, v\right)=(g, S v)$ and so $|(u, v)| \leqq\|g\|\|S v\| \leqq\|g\|\|T v\|$. Thus $T v=0$ implies $(u, v)=0$ and $T v_{1}=T v_{2}$ implies $\left(u, v_{1}\right)=\left(u, v_{2}\right)$. Therefore, $(u, v)$ may be regarded as a function of $w=T v$ and as such it is semilinear in $w$. Since $\mathrm{R}(T)^{\perp}=\mathrm{N}\left(T^{*}\right)$ $=0$, $w$ varies over a dense linear manifold of H when $v$ varies over $\mathrm{D}(T)$. Since this semilinear form is bounded with bound $\leqq\|g\|$ as is seen from the inequality given above, it can be extended by continuity to all $w \in \mathrm{H}$. Then it can be represented in the form ( $f, w$ ) with a uniquely determined $f \in \mathrm{H}$ such that $\|f\| \leqq\|g\|$. Thus we obtain $(u, v)=(f, w)=(f, T v)$ for all $v \in \mathrm{D}(T)$, which implies that $f \in \mathrm{D}\left(T^{*}\right)$ and $u=T^{*} f$. Thus $u \in \mathrm{R}\left(T^{*}\right)$ $=\mathrm{D}\left(T^{*-1}\right)$ and $\left\|T^{*-1} u\right\|=\|f\| \leqq\|g\|=\left\|S^{*-1} u\right\|$, as we wished to show.

Example 2.31. Consider the form $\mathrm{t}[u, v]$ of Examples 1.4, 1.14, 1.24 and 2.14. Assume that all the $\alpha_{j}$ are real and nonnegative, so that $t$ is symmetric and nonnegative. Let $T=T_{t} ; T$ has been characterized in Example 2.14. It is now easy to see that $T^{1 / 2}$ is the maximal diagonal-matrix operator $\left(\alpha_{j}^{1 / 2}\right)$. Similarly, for the form $\mathrm{t}[u, v]=\int_{\mathrm{E}} f u \bar{v} d x$ of Examples 1.5, 1.15, 1.25, and 2.15, $T^{1 / 2}$ is the maximal multiplication operator by $f(x)^{1 / 2}$, provided we assume that $f(x) \geqq 0$ so that $t$ is nonnegative symmetric.

Remark 2.32. Except in simple examples such as those given above, the operator $T^{1 / 2}$ is hard to describe in elementary terms, even when $T$ can be easily described. In particular this is the case for differential operators $T$ as in Example 2.16. In this sense, the expression (2.18) is of theoretical rather than of practical interest. As we shall see later, however, there are some results of practical significance that can be deduced more easily from (2.18) than by other methods.

## 7. The polar decomposition of a closed operator

Let $T$ be a densely defined, closed operator from a Hilbert space H to another one $\mathbf{H}^{\prime}$. Consider the symmetric form $\mathfrak{b}[u, v]=(T u, T v)$. As we have seen in Example 2.13, $\mathfrak{b}$ is nonnegative and closed, with the associated selfadjoint operator $T_{\mathfrak{g}}=H=T^{*} T$. Let $G=H^{1 / 2}$. The second representation theorem gives

$$
\begin{equation*}
(T u, T v)=(G u, G v), \quad\|T u\|=\|G u\|, \quad u, v \in \mathrm{D}(T)=\mathrm{D}(G) . \tag{2.22}
\end{equation*}
$$

This implies that $G u \rightarrow T u$ defines an isometric mapping $U$ of $\mathrm{R}(G) \subset \mathrm{H}$ onto $\mathrm{R}(T) \subset \mathrm{H}^{\prime}: T u=U G u$. By continuity $U$ can be extended to an isometric operator on $\overline{\mathrm{R}(G)}$ [the closure of $\mathbf{R}(G)$ ] onto $\overline{\mathrm{R}(T) \text {. Furthermore, }}$ $U$ can be extended to an operator of $\mathscr{B}\left(\mathrm{H}, \mathrm{H}^{\prime}\right)$, which we shall denote again by $U$, by setting $U u=0$ for $u \in \mathrm{R}(G)^{\perp}=\mathrm{N}(G)$. Thus defined, $U$ is partially isometric with the initial set $\overline{R(G)}$ and the final set $\overline{R(T)}$ (see $\mathrm{V}-\S 2.2$ ), and we have

$$
\begin{equation*}
T=U G, \quad \mathrm{D}(T)=\mathrm{D}(G) . \tag{2.23}
\end{equation*}
$$

(2.23) is called the polar decomposition of $T$; here $G$ is nonnegative selfadjoint and $U$ is partially isometric. If $U$ is required as above to have initial set $\overline{R(G)}$, the decomposition (2.23) is unique. In fact it is easily seen from (2.23) that

$$
\begin{equation*}
T^{*}=G U^{*} \tag{2.24}
\end{equation*}
$$

[which implies that $\mathrm{D}\left(T^{*}\right)$ is the inverse image of $\mathrm{D}(G)$ under $U^{*}$ ], and so $T^{*} T=G U^{*} U G=G^{2}$ because $U^{*} U u=u$ for $u$ in the initial set of $U$. Thus $G$ must be a nonnegative square root of $T^{*} T$, which determines $G$ uniquely (see $V-\S 3.11$ ). Then (2.23) determines $U$ on $\mathbf{R}(G)$ and hence completely since $U=0$ on $\mathrm{R}(G)^{\perp}$ by hypothesis.

By analogy with the case of complex numbers, $G$ is called the absolute value of $T$ and is denoted by $|T|$. Thus $|T|$ is defined for any densely defined closed operator from H to $\mathrm{H}^{\prime}$ and is a nonnegative selfadjoint operator in H ; of course it should be distinguished from the scalar $\|T\|$.

Similarly, $\left|T^{*}\right|$ is a nonnegative selfadjoint operator in $\mathrm{H}^{\prime}$; it is related to $|T|$ by

$$
\begin{equation*}
\left|T^{*}\right|=U|T| U^{*} \tag{2.25}
\end{equation*}
$$

To see this set $G^{\prime}=U|T| U^{*}=U G U^{*}$. Then $G^{\prime} u=0$ for $u \in R(T) \perp$
 on $\bar{R}(T)$ it is unitarily equivalent to the part in $\overline{R(G)}$ of $G$. Hence $G^{\prime}$ is selfadjoint and nonnegative. But $G^{\prime 2}=U G U^{*} U G U^{*}=U G G U^{*}$ $=T T^{*}$. Hence $G^{\prime}$ must be equal to $\left|T^{*}\right|$ by the uniqueness of the square root.

From (2.23), (2.24), (2.25) we obtain the following relations:

$$
\begin{array}{cc}
T=U|T|=\left|T^{*}\right| U=U T^{*} U, & T^{*}=U^{*}\left|T^{*}\right|=|T| U^{*}=U^{*} T U^{*} .  \tag{2.26}\\
|T|=U^{*} T=T^{*} U=U^{*}\left|T^{*}\right| U, & \left|T^{*}\right|=U T^{*}=T U^{*}=U|T| U^{*} .
\end{array}
$$

In particular $T^{*}=U^{*}\left|T^{*}\right|$ is the polar decomposition of $T^{*}$.
Problem 2.33. $\mathrm{N}(T)=\mathrm{N}(|T|), \mathrm{R}(T)=\mathrm{R}\left(\left|T^{*}\right|\right)$.
Example 2.34. The canonical expansion of a compact operator $T \in \mathscr{B}\left(\mathrm{H}, \mathrm{H}^{\prime}\right)$ discussed in V-§ 2.3 is a special case of the polar decomposition. Let $U \varphi_{k}=\varphi_{k}^{\prime}$, $k=1,2, \ldots$ in V -(2.23). If $\left\{\varphi_{k}\right\}$ is not complete, set $U u=0$ for $u \perp \varphi_{k}, k=1$, $2, \ldots$ Then $|T|=\Sigma \alpha_{k}\left(, \varphi_{k}\right) \varphi_{k}$ [see V-(2.26)] and V-(2.23) is exactly identical with $T=U|T|$.

Let us now consider the special case in which $T=H$ is selfadjoint: $H^{*}=H$. Let $H=U|H|$ be its polar decomposition. Since $H=H^{*}$ $=U^{*}\left|H^{*}\right|=U^{*}|H|$ is the polar decomposition of the same operator, we must have $U^{*}=U$ by the uniqueness proved above. Furthermore, the initial set $\mathrm{R}(|H|)$ and the final set $\mathrm{R}(H)$ of $U$ coincide by Problem 2.33; we denote by R this common subspace of H . We have $U^{2} u=U^{*} U u=u$ for $u \in \mathrm{R}$ and $U u=0$ for $u \in \mathrm{R}^{\perp}$. Any $u \in \mathrm{R}$ can be written as $u=u_{+}+u_{-}$ where $U u_{+}=u_{+}$and $U u_{-}=-u_{-}$; it suffices to set $u_{ \pm}=(1 \pm U) u / 2$. Moreover, it is easy to see that such a decomposition is unique. Let $M_{ \pm}$ be the subspaces of R consisting of all $u$ such that $U u= \pm u$. We have thus the decomposition

$$
\begin{equation*}
H=M_{+} \oplus M_{-} \oplus M_{0}, \quad M_{0}=R^{\perp}, \tag{2.27}
\end{equation*}
$$

the three subspaces being orthogonal to one another.
It follows also from (2.26) that $U H=U^{*} H=|H|=\left|H^{*}\right|=H U^{*}$ $=H U$; hence $H$ commutes with $U$. Similarly $|H|$ commutes with $U$. From the definition of $\mathbf{R}, \mathrm{M}_{ \pm}$, it then follows that $H$ as well as $|H|$ is decomposed according to the decomposition (2.27). For $u \in M_{0}$, we have $H u=|H| u=0$, for $\mathrm{M}_{0}=\mathrm{R}(|H|)^{\perp}=\mathrm{N}(|H|)=\mathrm{N}(H)$ (see Problem 2.33). For $u \in M_{+}$we have $H u=H U u=|H| u$, and similarly $H u=-|H| u$ for $u \in \mathrm{M}^{\prime}$. Since $|H|$ is positive in R , it follows that the part of $H$ in $\mathrm{M}_{+}$ is positive and that in $M_{-}$is negative. Thus (2.27) gives a decomposition of $H$ into positive, negative and zero parts and the associated decomposition of $|H|$.

In particular it follows that $H$ and $|H|$ commute, because this is obviously true in each of the three subspaces. [By this we mean that the resolvents $R(\zeta, H)$ and $R\left(\zeta^{\prime},|H|\right)$ commute, for the commutativity of two unbounded operators has not been defined.]

## Problem 2.35. If $H$ is selfadjoint, $\mathbf{D}(H)=\mathbf{D}(|H|)$ and for $u \in \mathbf{D}(H)$

$$
\begin{align*}
& \|H u\|=\||H| u\|, \quad|(H u, u)| \leqq(|H| u, u), \\
& \|(H+\alpha) u\| \leqq\|(|H|+|\alpha|) u\|, \quad(|H+\alpha| u, u) \leqq((|H|+|\alpha|) u, u) . \tag{2.28}
\end{align*}
$$

[hint for the last inequality: V -(4.15).]

Problem 2.36. The orthogonal projections onto the three subspaces $M_{+}, M_{-}$ and $M_{0}$ are respectively given by

$$
\begin{equation*}
P_{+}=\left(U^{2}+U\right) / 2, \quad P_{-}=\left(U^{2}-U\right) / 2, \quad P_{0}=1-U^{2} . \tag{2.29}
\end{equation*}
$$

Lemma 2.37. If $A \in \mathscr{B}(\mathrm{H})$ commutes with $H$; then $A$ commutes with $|H|$ and $U$.

Proof. A commutes with the resolvent of $H$, hence also with the resolvent of $H^{2}$ in virtue of $\left(H^{2}-\zeta\right)^{-1}=\left(H-\zeta^{1 / 2}\right)^{-1}\left(H+\zeta^{1 / 2}\right)^{-1}$. Hence $A$ commutes with $|H|=\left(H^{2}\right)^{1 / 2}$ by Theorem V-3.35. To show that $A$ commutes with $U$, we note that $A U|H|=A H \subset H A$ and $U A|H| \subset U|H| A$ $=H A$. Hence $A U u=U A u$ for $u \in R$. If $u \in \mathbb{R}^{\perp}=M_{0}=N(H)$, on the other hand, we have $A U u=0=U A u$ since $H u=0$ implies $H A u$ $=A H u=0$. Hence $A U=U A$.

Lemma 2.38. The decomposition (2.27) of H into positive, negative and zero parts for $H$ is unique in the following sense. Suppose that $H$ is reduced by a subspace $\mathrm{M}^{\prime}$ and $(H u, u) \geqq 0[(H u, u) \leqq 0]$ for every $u \in \mathrm{M}^{\prime} \cap \mathrm{D}(H)$. Then $M^{\prime}$ must be a subspace of $M_{+} \oplus M_{0}=M^{\perp}\left(M_{-} \oplus M_{0}=M_{+}^{\perp}\right)$.

Proof. Let $P^{\prime}$ be the orthogonal projection on $M^{\prime}$. Since $M^{\prime}$ reduces $H, P^{\prime}$ commutes with $H$. It follows from Lemma 2.37 and (2.29) that $P^{\prime}$ commutes with $U$ and $P_{ \pm}, P_{0}$. Thus $P^{\prime} P_{-}=P_{-} P^{\prime}$ is the projection on $\mathbf{M}^{\prime} \cap \mathrm{M}^{\prime}$. But this subspace is 0 , for $u \in \mathrm{D}^{\prime} \equiv \mathrm{D}(H) \cap \mathrm{M}^{\prime} \cap \mathrm{M}^{\prime}$ implies $u=0$ [otherwise we have the contradiction that $(H u, u) \geqq 0$ and ( $H u, u)<0]$ and $\mathrm{D}^{\prime}$ is dense in $\mathrm{M}^{\prime} \cap \mathrm{M}_{-}$because the latter reduces $H$. This proves that $P^{\prime} P_{-}=P_{-} P^{\prime}=0$ and hence that $M^{\prime} \subset M_{\perp}^{\perp}$.

## § 3. Perturbation of sesquilinear forms and the associated operators

## 1. The real part of an m -sectorial operator

In this section we shall consider the perturbation of an m-sectorial operator $T$ when the associated form $t$ undergoes a small perturbation.

Lemma 3.1. Let $\mathfrak{b}$ be a densely defined, symmetric, nonnegative closed form with the associated nonnegative selfadjoint operator $H=T_{\mathfrak{b}}$. Let $\mathfrak{a}$ be a form relatively bounded with respect to $\mathfrak{h}$, such that

$$
\begin{equation*}
|\mathfrak{a}[u]| \leqq b \mathfrak{b}[u], \quad u \in \mathrm{D}(\mathfrak{b}) . \tag{3.1}
\end{equation*}
$$

Then there is an operator $C \in \mathscr{B}(\mathrm{H})$ with $\|C\| \leqq \varepsilon b$ (where $\varepsilon=1$ or 2 according as $\mathfrak{a}$ is symmetric or not) such that

$$
\begin{equation*}
\mathfrak{a}[u, v]=(C G u, G v), \quad G=H^{1 / 2}, \quad u, v \in \mathrm{D}(\mathfrak{b})=\mathrm{D}(G) . \tag{3.2}
\end{equation*}
$$

Proof. (3.1) implies that

$$
\begin{equation*}
|\mathfrak{a}[u, v]| \leqq \varepsilon b \mathfrak{b}[u]^{1 / 2} \mathfrak{h}[v]^{1 / 2}=\varepsilon b\|G u\|\|G v\|, \tag{3.3}
\end{equation*}
$$

as is seen by applying (1.15) to $\operatorname{Re} \mathfrak{a}$ and $\operatorname{Im} \mathfrak{a}$ and noting that $\mathfrak{b}[u]=\|G u\|^{2}$ by the second representation theorem. (3.3) implies that the value of $\mathfrak{a}[u, v]$ is determined by $G u, G v$, for $G u=G u^{\prime}, G v=G v^{\prime}$ implies that $\mathfrak{a}\left[u^{\prime}, v^{\prime}\right]-\mathfrak{a}[u, v]=\mathfrak{a}\left[u^{\prime}-u, v^{\prime}\right]+\mathfrak{a}\left[u, v^{\prime}-v\right]=0$. Thus $\mathfrak{a}[u, v]$ may be regarded as a bounded sesquilinear form in $x=G u, y=G v$, and it can be extended to all $x, y$ in the closure M of the range of $G$. It follows that there exists a bounded operator $C$ on $M$ to itself such that $\|C\| \leqq \varepsilon b$ and $\mathfrak{a}[u, v]=(C x, y)$. For convenience $C$ may be extended, without increasing the bound, to an operator of $\mathscr{B}(\mathrm{H})$ by setting $C x=0$ for $x \in M^{\perp}$.

As an application of this lemma, we shall deduce an expression connecting an m-sectorial operator $T$ with its real part $H$. Let $T$ be associated with a closed, densely defined sectorial form $t$ by Theorem 2.7. Let $H=T_{\mathfrak{b}}$ where the symmetric form $\mathfrak{b}=\operatorname{Ret}$ is also closed. $H$ is by definition the real part of $T, H=\operatorname{Re} T$ in symbol. It is obvious that $H=\frac{1}{2}\left(T+T^{*}\right)$ if $T$ is bounded, but this is in general not true. It follows directly from Theorem 2.5 that $\operatorname{Re} T^{*}=\operatorname{Re} T$.

Theorem 3.2. Let $T$ be an $m$-sectorial operator with a vertex 0 and semiangle $\theta$. Then $H=\operatorname{Re} T$ is nonnegative, and there is a symmetric operator $B \in \mathscr{B}(\mathrm{H})$ such that $\|B\| \leqq \tan \theta$ and

$$
\begin{equation*}
T=G(1+i B) G, \quad G=H^{1 / 2} . \tag{3.4}
\end{equation*}
$$

Proof. Let $T=T_{\mathfrak{t}}$ and $\mathfrak{b}=\operatorname{Ret}, \mathfrak{t}=\operatorname{Im} t$. Since $|\mathfrak{k}[u]| \leqq(\tan \theta) \mathfrak{b}[u]$ by hypothesis, we have $\mathfrak{f}[u, v]=(B G u, G v)$ by Lemma 3.1, where $B$ is symmetric and $\|B\| \leqq \tan \theta$. Hence

$$
\begin{equation*}
\mathfrak{t}[u, v]=(\mathfrak{h}+i \mathfrak{q})[u, v]=((1+i B) G u, G v) . \tag{3.5}
\end{equation*}
$$

Now let $u \in \mathrm{D}(T)$. We have $\mathrm{t}[u, v]=(T u, v)$ for all $v \in \mathrm{D}(\mathrm{t})=\mathrm{D}(\mathfrak{b})$ $=\mathrm{D}(G)$ by the definition of $T$. Comparing this with (3.5) and noting that $G$ is selfadjoint, we see that $G(1+i B) G u$ exists and is equal to $T u$. This shows that $T \subset G(1+i B) G$. But it is easy to see that $G(1+i B) G$ is accretive. In view of the fact that $T$ is m-accretive, we must have equality instead of inclusion. This proves (3.4).

Theorem 3.3. Let $T$ be $m$-sectorial with $H=\operatorname{Re} T$. $T$ has compact resolvent if and only if $H$ has.

Proof. We may assume without loss of generality that $T$ has a positive vertex, so that $\zeta=0$ belongs to the resolvent sets of $T$ and of $H$ [that is, $T^{-1}$ and $H^{-1}$ belong to $\mathscr{B}(\mathrm{H})$ ]. Suppose that $H$ has compact resolvent. Then the same is true of $G=H^{1 / 2}$ (see Theorem V-3.49). Since $T^{-1}=G^{-1}(1+i B)^{-1} G^{-1}$ by (3.4), it follows that $T^{-1}$ is compact, which implies that $T$ has compact resolvent. The proof of the converse
proposition is somewhat complicated. It is known that $G T^{-\alpha} \in \mathscr{B}(\mathrm{H})$ for $1 / 2<\alpha<1^{1}$ and that $T^{-(1-\alpha)}$ is compact if $T$ has compact resolvent ${ }^{2}$. Hence $G T^{-1}=G T^{-\alpha} T^{-(1-\alpha)}$ is compact and so is $G^{-1}=(1+i B) G T^{-1}$. Thus $H^{-1}=G^{-2}$ is compact, and $H$ has compact resolvent.

## 2. Perturbation of an m-sectorial operator and its resolvent

Let $\mathfrak{t}$ be a densely defined, closed sectorial form and let $T=T_{\mathrm{t}}$ be the associated m-sectorial operator. Let us ask how $T$ is changed when t is subjected to a "small" perturbation. We shall consider this problem in the case in which the perturbation of $t$ is relatively bounded.

We recall that $\mathbf{t}+\mathfrak{a}=\boldsymbol{s}$ is also sectorial and closed if $\mathfrak{a}$ is relatively bounded with respect to $t$ with relative bound smaller than 1 (Theorem 1.33). It is not easy to compare the associated operator $S=T_{8}$ directly with the unperturbed operator $T$, for $S$ and $T$ need not have the same domain. But we can compare the resolvents $R(\zeta, S)$ and $R(\zeta, T)$ and estimate their difference in terms of the relative bound of $\mathfrak{a}$ with respect to $t$.

Theorem 3.4. Let $\mathfrak{t}$ be a densely defined, closed sectorial form with $\mathfrak{b}=\operatorname{Ret} \geqq 0$ and let $T=T_{\mathfrak{t}}$ be the associated $m$-sectorial operator. Let $\mathfrak{a}$ be a form relatively bounded with respect to t , with

$$
\begin{equation*}
|\mathfrak{a}[u]| \leqq a\|u\|^{2}+b \mathfrak{b}[u], \quad u \in \mathrm{D}(\mathfrak{b})=\mathrm{D}(\mathrm{t})<\mathrm{D}(\mathfrak{a}), \tag{3.6}
\end{equation*}
$$

where $a, b$ are nonnegative constants and $b<1$. Then $\mathfrak{s}=\mathbf{t}+\mathfrak{a}$ is also sectorial and closed. Let $S=T_{\mathrm{s}}$ be the associated $m$-sectorial operator. If $b<1 / 2$, the resolvents $R(\zeta, T)$ and $R(\zeta, S)$ exist, with

$$
\begin{align*}
\| R(\zeta, S) & -R(\zeta, T) \| \leqq  \tag{3.7}\\
& \leqq \begin{cases}\frac{2 a}{(-\operatorname{Re} \zeta-2 a)(-\operatorname{Re} \zeta)} & \text { for }-\frac{a}{b}<\operatorname{Re} \zeta<-2 a, \\
\frac{2 b}{(1-2 b)(-\operatorname{Re} \zeta)} & \text { for } \operatorname{Re} \zeta \leqq-\frac{a}{b},\end{cases}
\end{align*}
$$

(if $b=0$ read $\infty$ for $a / b$ ). If $T$ has compact resolvent, the same is true of $S$.
Proof. The closedness of $\mathfrak{s}$ was proved in Theorem 1.33. Let $\varrho>0$ (to be determined later) and $\mathfrak{t}^{\prime}=\mathbf{t}+\varrho, \mathfrak{h}^{\prime}=\operatorname{Re} \mathbf{t}^{\prime}=\mathfrak{b}+\varrho$, and let $T^{\prime}=T+\varrho, H^{\prime}=H+\varrho \geqq \varrho>0$ be the associated operators. By (3.5) we have $\mathfrak{t}^{\prime}[u, v]=\left(\left(1+i B^{\prime}\right) G^{\prime} u, G^{\prime} v\right)$ with $G^{\prime}=H^{\prime 1 / 2}$ and $B^{\prime *}=B^{\prime} \in$ $\in \mathscr{B}(\mathrm{H})$. On the other hand, (3.6) can be written

$$
\begin{equation*}
|\mathfrak{a}[u]| \leqq k \mathfrak{b}^{\prime}[u] \quad \text { with } \quad k=\max (b, a / \varrho) . \tag{3.8}
\end{equation*}
$$

[^155]Hence $\mathfrak{a}[u, v]=\left(C G^{\prime} u, G^{\prime} v\right),\|C\| \leqq 2 k$, by Lemma 3.1. For the form $\mathfrak{s}^{\prime}=\mathfrak{s}+\varrho$, we have the expression $\mathfrak{s}^{\prime}[u, v]=\left(\mathbf{t}^{\prime}+\mathfrak{a}\right)[u, v]=((1+$ $\left.+i B^{\prime}+C\right) G^{\prime} u, G^{\prime} v$ ). As in the proof of (3.4), this leads to

$$
\begin{equation*}
S+\varrho=S^{\prime}=G^{\prime}\left(1+i B^{\prime}+C\right) G^{\prime}, \quad\|C\| \leqq 2 k . \tag{3.9}
\end{equation*}
$$

We now have $S-\zeta=S^{\prime}-\zeta^{\prime}=G^{\prime}\left(1-\zeta^{\prime} H^{\prime-1}+i B^{\prime}+C\right) G^{\prime}$ where $\zeta^{\prime}=\zeta+\varrho$, so that

$$
\begin{equation*}
R(\zeta, S)=R\left(\zeta^{\prime}, S^{\prime}\right)=G^{\prime-1}\left(1-\zeta^{\prime} H^{\prime-1}+i B^{\prime}+C\right)^{-1} G^{\prime-1} \tag{3.10}
\end{equation*}
$$

provided the middle factor on the right exists and belongs to $\mathscr{B}(\mathrm{H})$. But ( $\left.1-\zeta^{\prime} H^{\prime-1}+i B^{\prime}\right)^{-1} \in \mathscr{B}(\mathrm{H})$ exists and has norm $\leqq 1$ if $\varrho$ is chosen so that $\operatorname{Re} \zeta^{\prime}=\operatorname{Re} \zeta+\varrho \leqq 0$, for then $1-\zeta^{\prime} H^{\prime-1}+i B^{\prime} \in \mathscr{B}(\mathrm{H})$ has numerical range in the half-plane $\operatorname{Re} z \geqq 1$. It follows [see I-(4.24)] that the factor in question exists and

$$
\begin{gather*}
\left\|\left(1-\zeta^{\prime} H^{\prime-1}+i B^{\prime}+C\right)^{-1}-\left(1-\zeta^{\prime} H^{\prime-1}+i B\right)^{-1}\right\| \leqq  \tag{3.11}\\
\leqq 2 k(1-2 k)^{-1}
\end{gather*}
$$

if $2 k<1$. Then we see from (3.10) and a similar expression for $R(\zeta, T)$ obtained by setting $C=0$ in (3.10) that

$$
\begin{equation*}
\|R(\zeta, S)-R(\zeta, T)\| \leqq 2 k(1-2 k)^{-1} \varrho^{-1} \tag{3.12}
\end{equation*}
$$

where we have also used the fact that $\left\|G^{\prime-1}\right\| \leqq \varrho^{-1 / 2}$. If we set $\varrho=-\operatorname{Re} \zeta$, (3.12) gives the desired result (3.7), by the definition (3.8) of $k$.

If $T$ has compact resolvent, the same is true of $H, H^{\prime}$ and $G^{\prime}$ by Theorems 3.3 and V-3.49. Hence $G^{\prime-1}$ is compact and so is $R(\zeta, S)$ by (3.10).

Remark 3.5. Theorem 3.4 shows that $\|R(\zeta, S)-R(\zeta, T)\|$ is small if $a, b$ are sufficiently small. (3.7) shows this explicitly only for $\zeta$ with $\operatorname{Re} \zeta<0$. According to Remark IV-3.13, however, it is true for any $\zeta \in \mathrm{P}(T)$; an explicit formula estimating $R(\zeta, S)-R(\zeta, T)$ could be obtained by using IV-(3.10), though we shall not write it down. Such a formula will be given in the next paragraph in the special case of a symmetric $T$, since it is then particularly simple.

Theorem 3.6. Let $\mathfrak{t}$ be a densely defined, closable sectorial form, and let $\left\{\mathrm{t}_{n}\right\}$ be a sequence of forms with $\mathrm{D}\left(\mathrm{t}_{n}\right)=\mathrm{D}(\mathrm{t})$ such that

$$
\begin{equation*}
\left|\left(\mathbf{t}-\mathbf{t}_{n}\right)[u]\right| \leqq a_{n}\|u\|^{2}+b_{n} \mathfrak{b}[u], \quad u \in \mathrm{D}(\mathbf{t}), \tag{3.13}
\end{equation*}
$$

where $\mathfrak{b}=\operatorname{Ret}$ and the constants $a_{n}, b_{n}>0$ tend to zero as $n \rightarrow \infty$. Then the $\mathfrak{t}_{n}$ are also sectorial and closable for sufficiently large $n$. Let $\mathfrak{f}, \mathfrak{f}_{n}$ be respectively the closures of $\mathfrak{t}, \mathrm{t}_{n}$ and let $T, T_{n}$ be the associated $m$-sectorial operators. Then $\left\{T_{n}\right\}$ converges to $T$ in the generalized sense (of IV-§ 2.4). If $T$ has compact resolvent, the same is true of $T_{n}$ for sufficiently large $n$.

Proof. That $\mathrm{t}_{n}$ is sectorial and closable follows from Theorem 1.33. We note also that (3.13) holds with $\mathfrak{t}, \mathfrak{t}_{n}$ replaced by $\mathfrak{f}, \mathfrak{F}_{n}$ respectively.

We may assume without loss of generality that $\mathfrak{b} \geqq 0$; otherwise we need only to add a common constant to $\mathfrak{t}$ and $\mathfrak{t}_{n}$. We may further assume that $a_{n}=b_{n}$; otherwise it suffices to replace $a_{n}$ and $b_{n}$ by the common constant $\max \left(a_{n}, b_{n}\right)$. Then it follows from (3.7) that $\| R\left(-1, T_{n}\right)-$ $-R(-1, T) \| \leqq 2 a_{n}\left(1-2 a_{n}\right)^{-1} \rightarrow 0$, which proves that $T_{n}$ converges to $T$ in the generalized sense. The last assertion of the theorem also follows from Theorem 3.4.

Remark 3.7. Theorem 3.6 gives a convenient criterion for a sequence of operators $T_{n}$ to converge to $T$ in the generalized sense. Compare a similar criterion, related to a relatively bounded perturbation of an operator, given by Theorem IV-2.24.

Remark 3.8. All the results pertaining to a sequence of operators converging in the generalized sense can be applied to the $T_{n}$ of Theorem 3.6. For instance, we note that the spectrum of $T$ does not expand suddenly and, in particular, any finite system of eigenvalues is stable when $T$ is changed to $T_{n}$ (see IV-§ 3.5).

## 3. Symmetric unperturbed operators

Theorem 3.9. Let $\mathfrak{b}$ be a densely defined, closed symmetric form bounded from below and let a be a (not necessarily symmetric) form relatively bounded with respect to $\mathfrak{b}$, so that $\mathrm{D}(\mathfrak{a}) \supset \mathrm{D}(\mathfrak{b})$ and

$$
\begin{equation*}
|\mathfrak{a}[u]| \leqq a\|u\|^{2}+b \mathfrak{b}[u], \tag{3.14}
\end{equation*}
$$

where $0 \leqq b<1$ but a may be positive, negative or zero. Then $\mathfrak{s}=\mathfrak{b}+\mathfrak{a}$ is sectorial and closed. Let $H, S$ be the operators associated with $\mathfrak{b}, \mathfrak{s}$, respectively. If $\zeta \in \mathrm{P}(H)$ and

$$
\begin{equation*}
\varepsilon\|(a+b H) R(\zeta, H)\|<1, \tag{3.15}
\end{equation*}
$$

then $\zeta \in \mathrm{P}(S)$ and

$$
\begin{equation*}
\|R(\zeta, S)-R(\zeta, H)\| \leqq \frac{4 \varepsilon\|(a+b H) R(\zeta, H)\|}{(1-\varepsilon\|(a+b H) R(\zeta, H)\|)^{2}}\|R(\zeta, H)\| . \tag{3.16}
\end{equation*}
$$

Here $\varepsilon=1$ or 2 according as $\mathfrak{a}$ is symmetric or not.
Proof. First we assume that $b>0$ and set $\mathfrak{b}^{\prime}=\mathfrak{b}+a b^{-1}+\delta$, $\mathfrak{s}^{\prime}=\mathfrak{s}+a b^{-1}+\delta$ with a $\delta>0$ to be determined later. $\mathfrak{s}^{\prime}$ is closed as well as $\mathfrak{s}$ by Theorem 1.33. The operators associated with $\mathfrak{b}^{\prime}$ and $\mathfrak{s}^{\prime}$ are respectively $H^{\prime}=H+a b^{-1}+\delta$ and $S^{\prime}=S+a b^{-1}+\delta$.

We have $\mathfrak{b}+a b^{-1} \geqq 0$ by (3.14) so that $\mathfrak{b}^{\prime} \geqq \delta$. (3.14) implies also $|\mathfrak{a}[u]| \leqq b \mathfrak{b}^{\prime}[u]$. We can now apply the same argument that was used in the proof of Theorem 3.4; we note that $\mathfrak{a}[u, v]$ may be written
in the form $\left(C G^{\prime} u, G^{\prime} v\right)$ with $\|C\| \leqq \varepsilon b$, where $\varepsilon=1$ or 2 according as $\mathfrak{a}$ is symmetric or not (see Lemma 3.1), and that $G^{\prime} \geqq \delta^{1 / 2}$ or $\left\|G^{\prime-1}\right\| \leqq$ $\leqq \delta^{-1 / 2}$. In this way we obtain

$$
\begin{equation*}
\|R(\zeta, S)-R(\zeta, H)\| \leqq \varepsilon b M^{2}(1-\varepsilon b M)^{-1} \delta^{-1} \quad \text { if } \quad \varepsilon b M<1, \tag{3.17}
\end{equation*}
$$

where $M=\left\|\left(1-\zeta^{\prime} H^{\prime-1}\right)^{-1}\right\|$ for $\zeta^{\prime}=\zeta+a b^{-1}+\delta$ (note that here $B^{\prime}$ $=0$ because $T=H$ is symmetric). Thus

$$
\begin{gather*}
M=\|\left(H^{\prime}\left(H^{\prime}-\zeta^{\prime}\right)^{-1}\|=\|\left(H+a b^{-1}+\delta\right)(H-\zeta)^{-1} \| \leqq\right.  \tag{3.18}\\
\leqq b^{-1}\|(a+b H) R(\zeta, H)\|+\delta\|R(\zeta, H)\| .
\end{gather*}
$$

The desired inequality (3.16) follows from (3.17) by substituting for $M$ from (3.18) and setting $\delta=\alpha(1-\alpha)(1+\alpha)^{-1} \beta^{-1}$, where $\alpha=\varepsilon \|(a+$ $+b H) R(\zeta, H) \|$ and $\beta=\varepsilon b\|R(\zeta, H)\|$; note that $1-\varepsilon b M=(1-\alpha)$. $\cdot(1+\alpha)^{-1}>0$ if $\alpha<1$.

The case $b=0$ can be dealt with by going to the limit $b \rightarrow 0$.
Remark 3.10. The condition (3.15) for $\zeta \in \mathrm{P}(S)$ is fairly satisfactory, but the estimate (3.16) is not very sharp, as is seen by considering the special case $b=0$; in this case one has a sharper estimate with the right member $\varepsilon a\|R\|^{2}(1-\varepsilon a\|R\|)^{-1}$ by I-(4.24) $(R=R(\zeta, H)$ ), for $|\mathfrak{a}[u]|=|(\mathfrak{s}-\mathfrak{b})[u]| \leqq a\|u\|^{2}$ implies $|\mathfrak{a}[u, v]| \leqq \varepsilon a\|u\|\|v\|$ so that $\mathfrak{a}[u, v]=(C u, v), S=H+C$ with $\|C\| \leqq \varepsilon a$. But the merit of Theorem 3.9 lies rather in the fact that $a$ may be negative. A more satisfactory result could be obtained by using the lower bound $\gamma \geqq 0$ of $a+b H$ explicitly in the estimate.

## 4. Pseudo-Friedrichs extensions

The Friedrichs extension was defined for a densely defined, sectorial operator; it is thus inherently connected with sectorial boundedness. We shall now introduce a new kind of extension, similar to the Friedrichs extension, which can be applied to a not necessarily sectorial operator and which produces a selfadjoint operator when applied to a symmetric operator ${ }^{1}$.

Theorem 3.11. Let $H$ be a selfadjoint operator and let $A$ be an operator such that $\mathrm{D}=\mathrm{D}(A) \subset \mathrm{D}(H)$ and

$$
\begin{equation*}
|(A u, u)| \leqq a\|u\|^{2}+b(|H| u, u), \quad u \in \mathrm{D}(A), \tag{3.19}
\end{equation*}
$$

where $0 \leqq b<1$ or $0 \leqq b<1 / 2$ according as $A$ is symmetric or not. If $\mathrm{D}(A)$ is a core of $|H|^{1 / 2}$, there is a unique closed extension $T$ of $H+A$

[^156]such that $\mathrm{D}(T) \subset \mathrm{D}\left(|H|^{1 / 2}\right), \mathrm{D}\left(T^{*}\right) \subset \mathrm{D}\left(|H|^{1 / 2}\right)$ and $i \eta \in \mathrm{P}(T)$ for all real $\eta$ with sufficiently large $|\eta|$. $T$ is selfadjoint if $A$ is symmetric. ( $T$ will be called the pseudo-Friedrichs extension of $H+A$.)

Proof. Recall that $|H|=\left(H^{2}\right)^{1 / 2}$ is selfadjoint with $\mathrm{D}(|H|)=\mathrm{D}(H)$ and commutes with $H$ in the sense stated in § $2 . \mathbf{7}^{1}$.

We may assume $b>0$ without loss of generality. Set $H^{\prime}=|H|+$ $+a b^{-1}+\delta$ with a $\delta>0$. (3.19) implies $|(A u, u)| \leqq b\left(H^{\prime} u, u\right)=$ $=b\left\|G^{\prime} u\right\|^{2}$, where $G^{\prime}=H^{\prime 1 / 2}$. Since $\mathrm{D}(A)$ is a core of $|H|^{1 / 2}, \mathrm{D}(A)$ is also a core of $G^{\prime}$ and the last inequality implies that ( $A u, v$ ) can be extended to a form $\mathfrak{a}[u, v]$ with $\mathrm{D}(\mathfrak{a})=\mathrm{D}\left(G^{\prime}\right)$ such that $|\mathfrak{a}[u, v]| \leqq$ $\leqq \varepsilon b\left\|G^{\prime} u\right\|\left\|G^{\prime} v\right\|$, where $\varepsilon=1$ or 2 according as $\mathfrak{a}$ is symmetric or not (see the preceding paragraph). This gives (see par. 1)

$$
\begin{equation*}
\mathfrak{a}[u, v]=\left(C G^{\prime} u, G^{\prime} v\right), \quad C \in \mathscr{B}(\mathrm{H}), \quad\|C\| \leqq \varepsilon b . \tag{3.20}
\end{equation*}
$$

We now claim that the operator $T$ defined by

$$
\begin{equation*}
T=G^{\prime}\left(H H^{\prime-1}+C\right) G^{\prime} \tag{3.21}
\end{equation*}
$$

has the properties stated in the theorem. It is clear that $\mathrm{D}(T) \subset \mathrm{D}\left(G^{\prime}\right)$ $=\mathrm{D}\left(|H|^{1 / 2}\right)$. Let $u \in \mathrm{D}(A)$. Then $G^{\prime} H H^{\prime-1} G^{\prime} u$ exists and equals $H u$ since $H^{\prime}=G^{\prime 2}$ and $G^{\prime-1}$ and $H$ commute. Since, furthermore, $(A u, v)$ $=\mathfrak{a}[u, v]=\left(C G^{\prime} u, G^{\prime} v\right)$ for all $v \in \mathrm{D}(A)$ where $\mathrm{D}(A)$ is a core of $G^{\prime}$, $G^{\prime} C G^{\prime} u$ exists and equals $A u$. Thus $T u$ exists and equals $(H+A) u$, that is, $T \supset H+A$.

Let $\zeta \in \mathrm{P}(H)$. Then $T-\zeta=G^{\prime}\left[(H-\zeta) H^{\prime-1}+C\right] G^{\prime}$ since $1 \supset$ $\supset G^{\prime} H^{\prime-1} G^{\prime}$, so that

$$
\begin{equation*}
(T-\zeta)^{-1}=G^{\prime-1}\left[(H-\zeta) H^{\prime-1}+C\right]^{-1} G^{\prime-1} \tag{3.22}
\end{equation*}
$$

provided $(H-\zeta) H^{\prime-1}+C$ has an inverse in $\mathscr{B}(\mathrm{H})$. This is true if $C\left[(H-\zeta) H^{\prime-1}\right]^{-1}=C H^{\prime}(H-\zeta)^{-1}$ has norm less than 1 (the Neumann series), or if

$$
\begin{equation*}
\|C\|\left\|\left(|H|+a b^{-1}+\delta\right)(H-\zeta)^{-1}\right\|<1 \tag{3.23}
\end{equation*}
$$

Recalling that $\|C\| \leqq \varepsilon b$, we see that this condition is satisfied if

$$
\begin{equation*}
\varepsilon\left\|(a+b|H|+b \delta)(H-\zeta)^{-1}\right\|<1 \tag{3.24}
\end{equation*}
$$

Since $|a+b \delta|\left\|(H-i \eta)^{-1}\right\|$ can be made arbitrarily small and $\left\||H|(H-i \eta)^{-1}\right\|=\left\|H(H-i \eta)^{-1}\right\| \leqq 1$ by choosing $\eta$ real and very large, $(T-i \eta)^{-1} \in \mathscr{B}(\mathrm{H})$ exists if $\varepsilon b<1$ and $|\eta|$ is sufficiently large. Thus $T$ is closed with non-empty $\mathrm{P}(T)$.

If $A$ is symmetric, then $C$ is symmetric and so is $T$ (note that $H H^{\prime-1}$ is symmetric). Hence $T$ must be selfadjoint.

[^157]It follows from (3.22) that $\left(T^{*}-\bar{\zeta}\right)^{-1}=G^{-1}\left[(H-\bar{\zeta}) H^{\prime-1}+\right.$ $\left.+C^{*}\right]^{-1} G^{\prime-1}$; note that $\left[(H-\bar{\zeta}) H^{\prime-1}+C^{*}\right]^{-1}$ exists as above in virtue of $\left\|C^{*}\right\|=\|C\|$. It follows that $\mathrm{D}\left(T^{*}\right)=\mathrm{R}\left(\left(T^{*}-\bar{\zeta}\right)^{-1}\right) \subset \mathbf{R}\left(G^{\prime-1}\right)=\mathrm{D}\left(G^{\prime}\right)$ and

$$
\begin{equation*}
T^{*}=G^{\prime}\left(H H^{\prime-1}+C^{*}\right) G^{\prime} \tag{3.25}
\end{equation*}
$$

Finally we prove the uniqueness of $T$. Suppose $T_{1}$ is a closed extension of $H+A$ with the properties stated in the theorem. Let $u \in \mathrm{D}\left(T_{1}^{*}\right)$ and $v \in \mathrm{D}(A)$. Then $u \in \mathrm{D}\left(G^{\prime}\right)$ and $\left(T_{1}^{*} u, v\right)=\left(u, T_{1} v\right)=(u,(H+A) v)$ $=(u, T v)=\left(u, G^{\prime}\left(H H^{\prime-1}+C\right) G^{\prime} v\right)=\left(\left(H H^{\prime-1}+C^{*}\right) G^{\prime} u, G^{\prime} v\right)$. Since this is true for all $v \in \mathrm{D}(A)$ and since $\mathrm{D}(A)$ is a core of $G^{\prime}, T^{*} u=$ $=G^{\prime}\left(H H^{\prime-1}+C^{*}\right) G^{\prime} u$ exists and is equal to $T_{1}^{*} u$. This shows that $T_{1}^{*} \subset T^{*}$, hence $T_{1} \supset T$ and $T_{1}-\zeta \supset T-\zeta$. But since $\zeta=i \eta$ belongs to both $\mathrm{P}(T)$ and $\mathrm{P}\left(T_{1}\right)$ for sufficiently large $|\eta|$, we must have $T_{1}-\zeta$ $=T-\zeta$ or $T_{1}=T$.

Corollary 3.12. Let $H$ be selfadjoint and let $A_{n}, n=1,2, \ldots$, satisfy (3.19) for $A$ with constants $a, b$ replaced by $a_{n}, b_{n}$ such that $a_{n} \rightarrow 0, b_{n} \rightarrow 0$, $n \rightarrow \infty$, where it is assumed that $\mathrm{D}\left(A_{n}\right) \subset \mathrm{D}(H)$ is a core of $|H|^{1 / 2}$ for each $n$. Then the pseudo-Friedrichs extension $T_{n}$ of $H+A_{n}$ is defined for sufficiently large $n$ and $T_{n} \rightarrow H$ in the generalized sense.

Proof. First we note that we may assume $a_{n}=b_{n}>0$. We can apply the proof of Theorem 3.11 with $H^{\prime}=|H|+1$ (set $\delta=0$ ). (3.24) is true for any $\zeta \in \mathrm{P}(H)$ if $a, b$ are replaced by $a_{n}, b_{n}$ and $n$ is sufficiently large. For such $n$ the resolvent $\left(T_{n}-\zeta\right)^{-1}$ exists and converges to $(H-\zeta)^{-1}$ in norm, for

$$
\left[(H-\zeta) H^{\prime-1}+C_{n}\right]^{-1} \rightarrow\left[(H-\zeta) H^{\prime-1}\right]^{-1}
$$

by $\left\|C_{n}\right\| \rightarrow 0$ (with the obvious definition of $C_{n}$ ). Thus $T_{n} \rightarrow H$ in the generalized sense (see Theorem IV-2.25).

Remark 3.13. Since $\mathrm{D}(|H|)=\mathrm{D}(H)$ and $|(H u, u)| \leqq(|H| u, u)$ by (2.28), (3.19) is satisfied if

$$
\begin{equation*}
|(A u, u)| \leqq a\|u\|^{2}+b|(H u, u)|, \quad u \in \mathrm{D}(A) . \tag{3.26}
\end{equation*}
$$

Problem 3.14. Let $H$ be selfadjoint and $A$ symmetric with $\mathrm{D}(A)=\mathrm{D}(H)$. If $A$ is $H$-bounded with $\|A u\|^{2} \leqq a^{2}\|u\|^{2}+b^{2}\|H u\|^{2}$, then $A$ satisfies (3.19). [hint: Note that $\|A u\| \leqq\|(a+b|H|) u\|$ and use Theorem V-4.12.]

## §4. Quadratic forms and the Schrödinger operators

## 1. Ordinary differential operators

Since the simple types of regular differential operators have been dealt with in several examples above (see Examples 2.16, 2.17), we
consider here a singular differential operator of the form ${ }^{1}$

$$
\begin{equation*}
L=-d^{2} / d x^{2}+q(x), \quad 0<x<\infty . \tag{4.1}
\end{equation*}
$$

For simplicity we assume that $q(x)$ is real-valued, though this is not necessary. For the moment we further assume that $q(x) \geqq 0$ and that $q(x)$ is locally integrable on the open interval $(0, \infty)$.

As in V-§ 5, we are mainly interested in constructing from the formal differential operator $L$ a selfadjoint operator acting in $H=L^{2}(0, \infty)$. It should be remarked at this point that, under the rather weak assumption made on $q(x)$, the "minimal" operator such as the $\dot{T}$ of III- $\$ 2.3$ or V-§ 5.1 cannot be defined, for $L u$ need not belong to $L^{2}$ for $u \in C_{0}^{\infty}$ [because $q(x)$ is not assumed to be locally $\mathrm{L}^{2}$ ].

Instead we consider the sesquilinear form

$$
\begin{equation*}
\mathfrak{b}=\mathfrak{b}_{\mathbf{0}}+\mathfrak{b}^{\prime}, \tag{4.2}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathfrak{b}_{0}[u, v]=\int_{0}^{\infty} u^{\prime} \overline{v^{\prime}} d x=\left(u^{\prime}, v^{\prime}\right), \quad u(0)=v(0)=0, \tag{4.3}
\end{equation*}
$$

$$
\begin{equation*}
\mathfrak{b}^{\prime}[u, v]=\int_{0}^{\infty} q(x) u \bar{v} d x . \tag{4.4}
\end{equation*}
$$

$\mathrm{D}\left(\mathfrak{b}_{0}\right)$ is by definition the set of all $u \in \mathrm{H}$ such that $u(x)$ is absolutely continuous, $u^{\prime} \in \mathrm{H}$ and $u(0)=0$. As before (cf. Example 1.36) $\mathfrak{b}_{0}$ is symmetric, nonnegative and closed. $\mathrm{D}\left(\mathfrak{b}^{\prime}\right)$ is the set of all $u \in \mathrm{H}$ such that $\int q(x)|u|^{2} d x<\infty ; \mathfrak{b}$ is also symmetric, nonnegative and closed (Example 1.15). Thus $\mathfrak{b}=\mathfrak{b}_{0}+\mathfrak{b}^{\prime}$ is symmetric, nonnegative and closed by Theorem 1.31. Moreover, $\mathfrak{b}$ is densely defined since $\mathrm{C}_{0}^{\infty}(0, \infty) \subset \mathrm{D}(\mathfrak{b})=\mathrm{D}\left(\mathfrak{h}_{0}\right) \cap$ $\cap \mathrm{D}\left(\mathrm{b}^{\prime}\right)$.

According to the representation theorem, there is a nonnegative selfadjoint operator $H=T_{\mathfrak{b}}$ associated with the form $\mathfrak{b}$. As in Example 2.16, $H$ can be described as follows: $u \in \mathrm{D}(H)$ is characterized by the conditions that i) $u$ and $u^{\prime}$ are absolutely continuous on $(0, \infty)$ and belong to H , ii) $u(0)=0$, iii) $\int_{0}^{\infty} q|u|^{2} d x<\infty$, and iv) $L u=-u^{\prime \prime}+q u \in \mathrm{H}$; for such $u$ we have $H u=L u$. In deducing this result, one should note the following points. In the proof of the necessity of the conditions i) to iv), we consider an identity similar to (2.12) in which $v \in \mathrm{C}_{0}^{\infty}$ and the boundary terms are absent and in which an indefinite integral $z$ of $w-q u$ is used (set $r=s=0$ ); note that $w-q u$ is locally integrable because $w=H u \in$ $\in \mathbf{L}^{2}, u \in \mathbf{D}(H) \subset \mathbf{D}(\mathfrak{b})$ is continuous and $q$ is locally integrable. In the

[^158]proof of the sufficiency part, we note that if $u$ satisfies the stated conditions i) to iv), then $u \in D(\mathfrak{b})$ and for any $v \in D(\mathfrak{b})$,
\[

$$
\begin{align*}
\mathfrak{y}[u, v] & =\lim _{a \rightarrow 0, b \rightarrow \infty} \int_{a}^{b} u^{\prime} \overline{v^{\prime}} d x+\int_{a}^{b} q u \bar{v} d x  \tag{4.5}\\
& =-\lim _{a \rightarrow 0} u^{\prime}(a) \overline{v(a)}+\lim _{b \rightarrow \infty} u^{\prime}(b) \overline{v(b)}+\int_{0}^{\infty}\left(-u^{\prime \prime}+q u\right) \bar{v} d x .
\end{align*}
$$
\]

If the first two terms on the right are zero, we have $\mathfrak{b}[u, v]=\left(-u^{\prime \prime}+\right.$ $+q u, v)$ and we obtain $u \in \mathrm{D}(H), H u=-u^{\prime \prime}+q u$ by Theorem 2.1, iii). Now (4.5) implies the existence of the limits $\lim u^{\prime}(x) \overline{v(x)}$ for $x \rightarrow 0$ and $x \rightarrow \infty$. Then $\lim _{x \rightarrow \infty} u^{\prime}(x) \overline{v(x)}$ must be zero since $u^{\prime} \bar{v}$ is integrable on $(0, \infty)$, both $u^{\prime}$ and $v$ being in H . $\lim _{x \rightarrow 0} u^{\prime} \bar{v}=0$ follows in the same way from the fact that $v / x$ is square-integrable near $x=0$ while $1 / x$ is not integrable. In fact, we have the inequality ${ }^{1}$

$$
\begin{equation*}
\int_{0}^{\infty} x^{-2}|u(x)|^{2} d x \leqq 4 \int_{0}^{\infty}\left|u^{\prime}(x)\right|^{2} d x=4 \mathfrak{b}_{0}[u], \quad u \in \mathrm{D}\left(\mathfrak{b}_{0}\right) . \tag{4.6}
\end{equation*}
$$

Remark 4.1. $H u=-u^{\prime \prime}+q u$ belongs to $\mathrm{H}=\mathrm{L}^{2}$ for $u \in \mathrm{D}(H)$, but $u^{\prime \prime}$ and $q u$ need not belong separately to $L^{2}$, even locally. But they do belong separately to $L^{1}$ locally ${ }^{2}$.

We shall now weaken the assumption $q(x) \geqq 0$ made above. Suppose that

$$
\begin{equation*}
q=q_{1}+q_{2}+q_{3}, \quad q_{1}(x) \geqq 0, \tag{4.7}
\end{equation*}
$$

where $q_{1}(x)$ is locally integrable while $q_{2}(x)$ is locally uniformly integrable (though not necessarily nonnegative) and $q_{3}(x)$ satisfies the inequality

$$
\begin{equation*}
\left|q_{3}(x)\right| \leqq \alpha / 4 x^{2}, \quad \alpha<1 . \tag{4.8}
\end{equation*}
$$

That $q_{2}(x)$ is locally uniformly integrable means that

$$
\begin{equation*}
\int_{a}^{a+1}\left|q_{2}(x)\right| d x \leqq M<\infty, \quad a \geqq 0, \tag{4.9}
\end{equation*}
$$

with $M$ independent of $a$.

[^159]We now define the forms $\mathfrak{h}_{j}^{\prime}, j=1,2,3$, by (4.4) with $q$ replaced by $q_{j} . \mathfrak{b}_{2}^{\prime}$ is $\mathfrak{h}_{0}$-bounded with relative bound 0 . To see this we use the inequality

$$
\begin{equation*}
|u(x)|^{2} \leqq \varepsilon \int_{x}^{x+1}\left|u^{\prime}(y)\right|^{2} d y+\delta \int_{x}^{x+1}|u(y)|^{2} d y, \tag{4.10}
\end{equation*}
$$

which follows from IV-(1.19) with $p=2$; here $\varepsilon>0$ may be taken arbitrarily small if $\delta$ is chosen large enough. (4.9) and (4.10) give [set $q_{2}(x)=0$ for $\left.x<0\right]$

$$
\begin{align*}
\int_{0}^{\infty}\left|q_{2}(x)\right||u(x)|^{2} d x & \leqq \int_{0}^{\infty}\left(\varepsilon\left|u^{\prime}(y)\right|^{2}+\delta|u(y)|^{2}\right) d y \int_{y-1}^{y}\left|q_{2}(x)\right| d x \leqq  \tag{4.11}\\
& \leqq M\left(\varepsilon \mathfrak{b}_{0}[u]+\delta\|u\|^{2}\right) .
\end{align*}
$$

On the other hand, $\mathfrak{h}_{3}^{\prime}$ is $\mathfrak{b}_{0}$-bounded with relative bound $\alpha<1$, as is seen from (4.6) and (4.8). Hence $\mathfrak{b}_{3}^{\prime}$ is also ( $\mathfrak{h}_{0}+\mathfrak{h}_{2}^{\prime}$ )-bounded with relative bound $\alpha$ (cf. Problem. IV-1.2, a similar proposition holds for forms in place of operators). Since $\mathfrak{b}_{0}$ is closed, it follows that $\mathfrak{b}_{0}+\mathfrak{h}_{2}^{\prime}$ and then $\mathfrak{b}_{0}+\mathfrak{b}_{2}^{\prime}+\mathfrak{b}_{3}^{\prime}$ are bounded from below and closed (see Theorem 1.33).

Since $\mathfrak{b}_{1}^{\prime}$ is nonnegative and closed as before, the sum $\mathfrak{b}=\left(\mathfrak{h}_{0}+\mathfrak{b}_{2}^{\prime}+\right.$ $\left.+\mathfrak{h}_{3}^{\prime}\right)+\mathfrak{b}_{1}^{\prime}=\mathfrak{b}_{0}+\mathfrak{b}^{\prime}$ is closed by Theorem 1.31. The characterization of the associated operator $H=T_{\mathfrak{b}}$ can be obtained exactly in the same way as above. In this way we have proved

Theorem 4.2. Let $q(x)=q_{1}+q_{2}+q_{3}$, where all the $q_{j}$ are real, $q_{1}$ is nonnegative and locally integrable, $q_{2}$ is uniformly locally integrable, and $q_{3}$ satisfies the inequality (4.8). Let the operator $H$ be defined by $H u=-u^{\prime \prime}+$ $+q(x) u$, with $\mathrm{D}(H)$ consisting of all $u \in \mathrm{H}=\mathrm{L}^{2}(0, \infty)$ such that i) $u$ and $u^{\prime}$ are absolutely continuous on $(0, \infty)$ and $u^{\prime} \in \mathrm{H}$, ii) $u(0)=0$, iii) $q_{1}^{1 / 2} u \in \mathrm{H}$, and iv) $-u^{\prime \prime}+q u \in \mathrm{H}$. Then $H$ is selfadjoint in H and bounded from below.

Remark 4.3. Note that Theorem 4.2 is stated without any reference to the theory of forms. It could be proved without using the theory of forms, but the proof would not be very simple.

Remark 4.4. It can be shown that $\mathbf{C}_{0}^{\infty}$ is a core of $\mathfrak{b}$. If one knows this, one can dispense with the consideration of the integrated terms in (4.5), for $v$ may be restricted to functions in $\dot{\mathbf{C}}_{0}^{\infty}$ and no such terms appear.

## 2. The Dirichlet form and the Laplace operator

We now consider the Dirichlet form

$$
\begin{align*}
\mathfrak{b}[u, v] & =(\operatorname{grad} u, \operatorname{grad} v)  \tag{4.12}\\
& =\int_{\mathrm{R}^{2}}\left(\frac{\partial u}{\partial x_{1}} \frac{\partial \bar{v}}{\partial x_{1}}+\frac{\partial u}{\partial x_{2}} \frac{\partial \bar{v}}{\partial x_{2}}+\frac{\partial u}{\partial x_{3}} \frac{\partial \bar{v}}{\partial x_{3}}\right) d x
\end{align*}
$$

in the 3-dimensional space $\mathrm{R}^{\mathbf{3}}$. The dimension $\mathbf{3}$ is not essential; most of the following results are valid in the $m$-dimensional space. We regard $\mathfrak{b}$ as a sesquilinear form defined in the basic Hilbert space $H=L^{2}\left(R^{3}\right)$. For the moment the domain $D(\mathfrak{b})$ is assumed to consist of all functions $u=u(x)$ with continuous first derivatives such that $\mathfrak{b}[u]$ is finite. Obviously $\mathfrak{b}$ is densely defined, symmetric and nonnegative.
$\mathfrak{b}$ is closable. This can be proved in various ways. For instance, (4.12) may be written as $\mathfrak{b}[u, v]=(T u, T v)$ where $T u=\operatorname{grad} u$ is a linear operator from $H$ to $H^{\prime}=\left(L^{2}\left(\mathrm{R}^{3}\right)\right)^{3}$ consisting of all vector-valued functions with 3 components each belonging to $\mathrm{L}^{2}\left(\mathrm{R}^{3}\right)$. [The notation (grad $u$, $\operatorname{grad} v$ ) in (4.12) corresponds exactly to this interpretation.] The adjoint $T^{*}$ of $T$ exists and is formally given by $T^{*} u^{\prime}=-\operatorname{div} u^{\prime}$. In fact we have $\left(\operatorname{grad} u, u^{\prime}\right)=-\left(u, \operatorname{div} u^{\prime}\right)$ at least if the vector-valued function $u^{\prime}(x)$ is continuously differentiable and has compact support. Since such functions form a dense set in $\mathrm{H}^{\prime}, T^{*}$ is densely defined and hence $T$ is closable (see V-§ 3.1). Hence $\mathfrak{b}$ is closable by Example 1.23.

Another way to deal with the form $\mathfrak{b}$ is to introduce the Fourier transforms $\hat{u}(k), \hat{v}(k)$ of $u(x), v(x)$ (see Example V-2.7). Then (4.12) can be written

$$
\begin{equation*}
\mathfrak{b}[u, v]=\int|k|^{2} \hat{u}(k) \overline{\hat{v}(k)} d k, \quad|k|^{2}=k_{1}^{2}+k_{2}^{2}+k_{3}^{2} . \tag{4.13}
\end{equation*}
$$

(4.13) defines a closed form $\mathfrak{b}$ if its domain consists of all $u \in H$ such that $\int|k|^{2}|\hat{u}(k)|^{2} d k$ is finite (see Example 1.15), for the map $u \rightarrow \hat{u}$ is unitary. Actually our definition of $D(\mathfrak{b})$ as originally given is not as wide as that, but this shows at least that $\mathfrak{b}$ is closable. Furthermore, the closed form just mentioned is equal to the closure of the original $\mathfrak{b}$; this can be proved as in V-§ 5.2 where we proved the essential selfadjointness of the Laplace operator. In fact we could have restricted $D(\mathfrak{b})$ to $C_{0}^{\infty}\left(R^{3}\right)$ without affecting the result.

An immediate consequence is that the operator $H=T_{\tilde{b}}$ associated with the closure $\mathfrak{b}$ of $\mathfrak{b}$ is given by (see Example 2.15)

$$
\begin{equation*}
(H u)^{\wedge}(k)=|k|^{2} \hat{u}(k), \tag{4.14}
\end{equation*}
$$

with domain $\mathrm{D}(H)$ consisting of all $u \in \mathrm{H}$ such that $|k|^{2} \hat{u}(k) \in \mathrm{L}^{2}\left(\mathrm{R}^{3}\right)$. Thus $H$ is identical with the closure of the negative Laplacian - $\Delta$ considered before (V-§ 5.2).

In particular we have

$$
\begin{equation*}
\mathfrak{b}[u, v]=(-\Delta u, v) \tag{4.15}
\end{equation*}
$$

for any $v \in \mathrm{D}(\mathfrak{b})$ if, for instance, $u(x)$ has continuous second derivatives and $u, \Delta u \in \mathrm{H}$. (4.15) is even true for all $u \in \mathrm{D}(H)$ and $v \in \mathrm{D}(\tilde{\mathfrak{b}})$ if $\mathfrak{b}$ is replaced by $\tilde{\mathfrak{b}}$ and the differentiation in $\Delta u$ is interpreted in the generalized sense (cf. Remark V-5.2).

## 3. The Schrödinger operators in $\mathbf{R}^{\mathbf{3}}$

Let us consider the Schrödinger operator

$$
\begin{equation*}
L=-\Delta+q(x) \tag{4.16}
\end{equation*}
$$

in the whole space $\mathrm{R}^{3}$, where $q(x)$ is assumed to be real-valued. Here we do not assume that $q$ is square-integrable even locally. Thus the "minimal" operator such as $\dot{S}$ of V -§ 5.1 does not in general exist as an operator in $\mathbf{H}=\mathbf{L}^{2}\left(\mathbf{R}^{3}\right)$, since $L u$ need not belong to $H$ for $u \in \mathrm{C}_{0}^{\infty}\left(\mathbf{R}^{3}\right)$.

But we shall assume that $q$ is locally integrable on $\mathrm{R}^{3}$. Then we can construct the form $\mathfrak{b}=\mathfrak{h}_{0}+\mathfrak{b}^{\prime}$, where $\mathfrak{h}_{0}[u]=\|\operatorname{grad} u\|^{2}$ is the closed Dirichlet form (the closure of the $\mathfrak{b}$ considered in the preceding par.) and where

$$
\begin{equation*}
\mathfrak{b}^{\prime}[u, v]=\int_{\mathbf{R}^{\bullet}} q(x) u(x) \overline{v(x)} d x . \tag{4.17}
\end{equation*}
$$

Since $\mathfrak{h}^{\prime}$ need not be semibounded, it is convenient to write

$$
\begin{equation*}
q=q_{1}+q_{2} \quad \text { where } \quad q_{1} \geqq 0, \quad q_{2} \leqq 0, \tag{4.17a}
\end{equation*}
$$

$q_{1}, q_{2}$ being locally integrable, and set

$$
\begin{equation*}
\mathfrak{b}^{\prime}=\mathfrak{h}_{1}^{\prime}+\mathfrak{b}_{2}^{\prime}, \quad \mathfrak{h}_{j}^{\prime}[u, v]=\int q_{j} u \bar{v} d x, \quad j=1,2, \tag{4.17b}
\end{equation*}
$$

$\mathrm{D}\left(\mathfrak{h}_{j}\right)$ being by definition the set of all $u \in \mathrm{H}$ with $\int\left|q_{j}\right||u|^{2} d x<\infty$.
$\mathfrak{h}_{1}^{\prime}$ is a nonnegative, symmetric closed form, so that $\mathfrak{b}_{0}+\mathfrak{b}_{1}^{\prime}$ is (densely defined and) nonnegative and closed by Theorem $1.31 . \mathfrak{b}_{2}^{\prime}$ is not necessarily bounded from below, but we shall assume that
(4.17c) $\quad \mathfrak{b}_{2}^{\prime}$ is $\mathfrak{b}_{0}$-bounded with $\mathfrak{b}_{0}$-bound smaller than 1.

Later we shall give several sufficient conditions for (4.17c) to be true.
Under condition (4.17c), $\mathfrak{b}_{2}^{\prime}$ is a fortiori bounded relative to $\mathfrak{b}_{0}+\mathfrak{b}_{1}^{\prime}$ with relative bound smaller than 1. It follows from Theorem 1.33 that $\mathfrak{b}=\left(\mathfrak{b}_{0}+\mathfrak{b}_{1}^{\prime}\right)+\mathfrak{b}_{2}^{\prime}$ is (densely defined and) bounded from below and closed. Let $H$ be the selfadjoint operator associated with $\mathfrak{b}$ by Theorem 2.1. We shall show that $H$ is a restriction of $L$ in a generalized sense. Suppose $u \in \mathrm{D}(H)$ and $v \in \mathrm{C}_{0}^{\infty}\left(\mathrm{R}^{3}\right)$. Then

$$
\begin{equation*}
(H u, v)=\mathfrak{b}[u, v]=\mathfrak{h}_{0}[u, v]+\mathfrak{h}^{\prime}[u, v]=(u,-\Delta v)+\int q u \bar{v} d x \tag{4.18}
\end{equation*}
$$

by (2.1) and (4.15). Hence

$$
\begin{equation*}
(u,-\Delta v)=\int(H u-q u) \bar{v} d x . \tag{4.19}
\end{equation*}
$$

Here $H u \in \mathbf{H}=\mathbf{L}^{\mathbf{2}}\left(\mathrm{R}^{3}\right)$ and $q u$ is locally integrable, since $2|q u| \leqq$ $\left.q|+|q|| u\right|^{2}$ and both $|q|$ and $|q||u|^{2}$ are locally integrable (note that
$\left.u \in \mathrm{D}\left(\mathfrak{h}_{1}^{\prime}\right) \cap \mathrm{D}\left(\mathfrak{h}_{2}^{\prime}\right)\right)$. Hence $H u-q u$ is locally integrable, and (4.19) implies

$$
\begin{equation*}
-\Delta u=H u-q u \text { or } H u=-\Delta u+q u=L u \text {, } \tag{4.20}
\end{equation*}
$$

the differentiation $\Delta u$ being interpreted in the generalized sense ${ }^{1}$.
This shows that $H$ is indeed a restriction of $L$. But we want to go one step further and obtain a characterization of $\mathbf{D}(H)$. The result is given by the following theorem.

Theorem 4.6a. Let $q=q_{1}+q_{2}$ be as above. Let D be the set of all $u \in \mathrm{H}$ such that i) the generalized derivative grad $u$ belongs to $\mathrm{H}^{\prime}=\left(\mathrm{L}^{2}\left(\mathrm{R}^{3}\right)\right)^{3}$, ii) $\int q_{1}(x)|u|^{2} d x<\infty$, and iii) the generalized derivative $\Delta u$ exists and $L u=-\Delta u+q u$ belongs to $H$. Define the operator $H$ by $H u=L u$ with $\mathrm{D}(H)=\mathrm{D}$. Then $H$ is selfadjoint in H and is bounded from below. (Note that ii) implies that $q u \in \mathrm{~L}_{\mathrm{loc}}^{1}\left(\mathrm{R}^{3}\right)$ as shown above.)

The operator $H$ we have constructed above was already shown to satisfy $\mathbf{D}(H) \subset \mathbf{D}$. Thus it only remains to show that $\mathbf{D} \subset \mathbf{D}(H)$. To this end let $u \in \mathrm{D}$. Then $u \in \mathrm{D}\left(\mathfrak{h}_{0}\right) \subset \mathrm{D}\left(\mathfrak{h}_{2}^{\prime}\right)$ by i) and $u \in \mathrm{D}\left(\mathfrak{b}_{1}^{\prime}\right)$ by ii). Hence $u \in \mathrm{D}(\mathfrak{b})$ and we have for each $v \in \mathrm{C}_{0}^{\infty}\left(\mathrm{R}^{3}\right)$

$$
\begin{gather*}
\mathfrak{b}[u, v]=\mathfrak{h}_{0}[u, v]+\mathfrak{h}^{\prime}[u, v]  \tag{4.22}\\
=(u,-\Delta v)+\int q u \bar{v} d x=(L u, v)
\end{gather*}
$$

since $L u$ exists and belongs to H . According to Theorem 2.1, (4.22) implies that $u \in \mathrm{D}(H)$ with $H u=L u$ provided we know that $\mathrm{C}_{0}^{\infty}\left(\mathrm{R}^{3}\right)$ is a core of $\mathfrak{b}$. Thus the proof is reduced to

Lemma 4.6b. $\mathrm{C}_{0}^{\infty}\left(\mathrm{R}^{3}\right)$ is a core of $\mathfrak{b}$.
Proof. Since $\mathfrak{b}=\left(\mathfrak{b}_{0}+\mathfrak{h}_{1}^{\prime}\right)+\mathfrak{b}_{2}^{\prime}$ in which the second term is bounded relative to the first term, a simple consideration reduces Lemma 4.6 b to

Lemma 4.6c $C_{0}^{\infty}\left(\mathrm{R}^{3}\right)$ is a core of $\mathfrak{b}_{0}+\mathfrak{b}_{1}^{\prime}$.
Proof. $\mathfrak{b}_{\mathbf{0}}+\mathfrak{h}_{1}^{\prime}$ is nonnegative and closed as shown above. Hence it suffices to show that $C_{0}^{\infty}$ is dense in the Hilbert space $D\left(\mathfrak{h}_{0}+\mathfrak{b}_{1}^{\prime}\right)=$ $D\left(\mathfrak{b}_{0}\right) \cap D\left(\mathfrak{h}_{1}\right)$ equipped with the inner product $\left(\mathfrak{h}_{0}+\mathfrak{b}_{1}^{\prime}+1\right)[u, v]$ (see Theorem 1.21). Suppose that $u$ is orthogonal to $\mathrm{C}_{0}^{\infty}$ in this space:

$$
\begin{equation*}
\left(\mathfrak{h}_{0}+\mathfrak{h}_{1}^{\prime}+1\right)[u, v]=0 \quad \text { for all } \quad v \in \mathrm{C}_{0}^{\infty}\left(\mathrm{R}^{3}\right) ; \tag{4.22a}
\end{equation*}
$$

we have to show that $u=0$.
An argument similar to the one used to deduce (4.20) from (4.18) shows that (4.22a) implies

$$
\begin{equation*}
\Delta u=\left(q_{1}+1\right) u \tag{4.22b}
\end{equation*}
$$

${ }^{1}$ This is exactly the definition of $\Delta$ in the generalized sense; see e.g. Yosida 【1】.
in the generalized sense, where $q_{1} u$ is locally integrable. Now it can be shown that the only function $u \in \mathrm{H}$ that satisfies (4.22b) is $u=0$. This is a nontrivial result in partial differential equations, and we shall not prove it here ${ }^{1}$.

Remark 4.7a. Although we have characterized $\mathbf{D}(H)$, the question remains whether or not there are other restrictions of $L$ that are selfadjoint. It is known that if $q_{2}$ is bounded, then there are no selfadjoint restrictions of $L$ other than $H$. To see this we may assume $q_{2}=0$ (by changing $L$ into $L+$ const. if necessary). It suffices to show that if $u \in \mathrm{H}$ and if $L u$ exists (by which is implied that $q u$ is locally integrable) and belongs to H , then $u \in \mathrm{D}(H)$. Let $v=(H+1)^{-1}(L+1) u \in \mathrm{D}(H)$. Since $\mathrm{H} \subset L$, it follows that $(L+1)(u-v)=0$. Thus $u-v \in \mathrm{H}$ satisfies (4.22b) and hence must vanish as above. This shows that $u=v \in \mathrm{D}(H)$, as required. It can be shown that the same result holds if $q_{2}$ is locally square-integrable with local square-integrals not growing too rapidly at infinity.

We shall now give several sufficient conditions for (4.17c) to be met. A simple potential satisfying (4.17c) is given by

$$
\begin{equation*}
q_{2}(x)=\sum_{j} e_{j}\left|x-a_{j}\right|^{-2} \quad \text { with } \quad \sum e_{j}>-1 / 4 \tag{4.23a}
\end{equation*}
$$

where the $a_{j}$ are fixed points in $\mathrm{R}^{3}$. (Here it suffices to consider only negative $e_{j}$, for the terms with positive $e_{j}$ can be absorbed into $q_{1}$.) (4.23a) implies ( 4.17 c ) by the well-known inequality

$$
\begin{equation*}
\int|x-a|^{-2}|u(x)|^{2} d x \leqq 4 \int|\operatorname{grad} u|^{2} d x \leqq 4 \mathfrak{h}_{0}[u], \tag{4.24}
\end{equation*}
$$

which can be proved in the same way as (4.6) (use the polar coordinates with origin at $x=a$ ).

Another sufficient condition for (4.17c) is given in terms of the function

$$
\begin{equation*}
M_{q_{\mathbf{2}}}(x ; r)=\int_{|x-y|<r}|x-y|^{-1}\left|q_{2}(y)\right| d y . \tag{4.25a}
\end{equation*}
$$

Lemma 4.8a. Assume that $M_{q_{2}}(x ; r) \rightarrow 0$ as $r \rightarrow 0$, uniformly in $x \in \mathrm{R}^{3}$. Then ( 4.17 c ) is true.

Proof. We have to show that $\left\|\left|q_{2}\right|^{1 / 2} u\right\|^{2}=\left|\mathfrak{b}_{2}^{\prime}[u]\right| \leqq b\left(\mathfrak{b}_{0}[u]+k^{2}\|u\|^{2}\right)$ $=b\left\|\left(H_{0}+k^{2}\right)^{1 / 2} u\right\|^{2}$ for an arbitrarily small $b>0$ if $k^{2}$ is chosen appropriately. Thus it suffices to show that
(4.25b) $\quad\left\|T_{k}\right\| \rightarrow 0 \quad$ as $k \rightarrow \infty$, where $T_{k}=\left|q_{2}\right|^{1 / 2}\left(H_{0}+k^{2}\right)^{-1 / 2}$.

[^160]Since $\left\|T_{k}\right\|=\left\|T_{k} T_{k}^{*}\right\|{ }^{1 / 2}$, it suffices in turn to show that $\left\|T_{k} T_{k}^{*}\right\| \rightarrow 0$ as $k \rightarrow \infty$. But $T_{k} T_{k}^{*} \supset\left|q_{2}\right|^{1 / 2}\left(H_{0}+k^{2}\right)^{-1}\left|q_{2}\right|^{1 / 2}$, where $\left(H_{0}+k^{2}\right)^{-1}$ is an integral operator with the kernel

$$
\begin{equation*}
g(y, x ; k)=e^{-k|y-x|} / 4 \pi|y-x| \tag{4.25c}
\end{equation*}
$$

[see IX-(1.67)]. Let us estimate $\left\|T_{k} T_{k}^{*} v\right\|$. If $v \in \mathrm{D}\left(\left|q_{2}\right|^{1 / 2}\right)$ and $w=\left(H_{0}+k^{2}\right)^{-1}\left|q_{2}\right|^{1 / 2} v$, we have

$$
w(y)=\int g(y, x ; k)\left|q_{2}(x)\right|^{1 / 2} v(x) d x .
$$

By the Schwarz inequality we obtain

$$
|w(y)|^{2} \leqq c_{k} \int g(y, x ; k)|v(x)|^{2} d x,
$$

where

$$
\begin{equation*}
c_{k}=\sup _{y \in \mathbb{R}^{\mathbf{0}}} \int g(y, x ; k)\left|q_{2}(x)\right| d x . \tag{4.25d}
\end{equation*}
$$

Since $T_{k} T_{k}^{*} v=\left|q_{2}\right|^{1 / 2} w$, we have (anticipating that it is in H )

$$
\begin{gathered}
\left\|T_{k} T_{k}^{*} v\right\|^{2}=\left\|\left|q_{2}\right|^{1 / 2} w\right\|^{2} \leqq c_{k} \iint\left|q_{2}(y)\right| g(y, x ; k) \|\left. v(x)\right|^{2} d x d y \\
\leqq c_{k}^{2} \int|v(x)|^{2} d x=c_{k}^{2}\|v\|^{2} .
\end{gathered}
$$

Hence $\left\|T_{k} T_{k}^{*}\right\| \leqq c_{k}$. Thus the lemma will be proved if we show that $c_{k} \rightarrow 0$ as $k \rightarrow \infty$.

To this end, let $\varepsilon>0$ and choose $r>0$ so small that the integral in (4.25d) taken on $|x-y|<r$ is smaller than $\varepsilon$; this is possible by the assumption that $M_{q_{\mathbf{e}}}(x ; r) \rightarrow 0$ as $r \rightarrow 0$ uniformly in $x$. The remaining part of the integral can be made smaller than $\varepsilon$ by choosing $k$ sufficiently large, uniformly in $y$. We may leave the detail to the reader.

Lemma 4.8 b . ( 4.17 c ) is true if $q_{2} \in \mathrm{~L}^{\mathbf{3 / 2}}\left(\mathrm{R}^{3}\right)$.
Proof. We may assume that the $L^{3 / 2}$-norm of $q_{2}$ is as small as we please, since $q_{2}$ may be approximated in $L^{3 / 2}$-norm by a bounded function, which contributes to $\mathfrak{b}_{2}^{\prime}$ only a bounded form. Then the desired result follows from the Sobolev embedding theorem ${ }^{1}$, which shows that $u \in \mathrm{D}\left(\mathfrak{b}_{0}\right)$ implies $u \in \mathrm{~L}^{6}\left(\mathrm{R}^{3}\right)$ with $\|u\|_{\mathrm{L}^{2}}^{2} \leqq$ const. $\mathfrak{b}_{0}[u]$, combined with the Hölder inequality

$$
\int\left|q_{2}\right||u|^{2} d x \leqq \text { const. }\left\|q_{2}\right\|_{\text {Lof } / 2}\|u\|_{L_{0}}^{2} .
$$

Remark 4.9a. Theorem 4.6a and the lemmas given above can be extended without essential change to the case of Schrödinger operators in $\mathrm{R}^{m}$ with $m>3$. The only changes required are to replace: $-1 / 4$ in

[^161](4.23a) by $-(m-2)^{2} / 4,4$ in (4.24) by $4 /(m-2)^{2},|x-y|^{-1}$ in (4.25a) by $|x-y|^{m-2}$, and $\mathrm{L}^{3 / 2}\left(\mathrm{R}^{3}\right)$ in Lemma 4.8 b by $\mathrm{L}^{m / 2}\left(\mathrm{R}^{m}\right)$. Lemma 4.8 a is still true for $m=2$ if in the definition of $M_{q_{2}}(x ; r),|x-y|^{-1}$ is replaced by $-\log |x-y|$.

## 4. Bounded regions

If the region $E$ of $R^{3}$ or $R^{m}$ in which the differential operator (4.16) is to be considered is bounded, there are complications arising from the possibility of imposing various boundary conditions. To simplify the matter, let us assume that $\mathbf{E}$ is open and has a smooth boundary $\partial \mathrm{E}$ and that $q(x)$ is a smooth function in the closed region $\overline{\mathrm{E}}$. Then the minimum operator $\dot{S}$ in $H=L^{2}(E)$ can be defined as in V-§ 5.1, and it would seem that one need not invoke the theory of forms in constructing selfadjoint operators from $L$. Nevertheless considering a form $\mathfrak{b}=\mathfrak{b}_{0}+\mathfrak{b}^{\prime}$, such as the one discussed in the preceding paragraph (the integrations should now be taken over E ), is a convenient way to obtain various selfadjoint extensions of $\dot{S}$.

First let us assume that $D(\mathfrak{b})=C_{0}^{\infty}(E)$, the set of infinitely differentiable functions with compact supports in $E$; as before it can be shown that $\mathfrak{b}$ is densely defined, symmetric, bounded from below and closable. We denote this form by $\mathfrak{b}_{1}$ and set $H_{1}=T_{\mathfrak{b}}^{\mathfrak{n}}$. Next we extend the domain of $\mathfrak{b}$ and include in $\mathrm{D}(\mathfrak{b})$ all functions continuously differentiable in the closed region $E$; the resulting form, which we denote by $\mathfrak{b}_{2}$, is densely defined, symmetric, bounded from below and closable. We set $H_{2}=T \tilde{\mathfrak{h}}_{2}$. Obviously $\mathfrak{b}_{1} \subset \mathfrak{b}_{2}$ and so $\tilde{\mathfrak{b}}_{1} \subset \tilde{\mathfrak{h}}_{2}$. According to the definition of the order relation for selfadjoint operators given in § 2.5 , this implies that $\tilde{\mathfrak{h}}_{1} \geqq \tilde{\mathfrak{b}}_{2}$ and $H_{1} \geqq H_{2}$.

We define a third form $\mathfrak{b}_{\mathbf{3}}$ by

$$
\begin{equation*}
\mathfrak{h}_{3}[u, v]=\mathfrak{b}_{2}[u, v]+\int_{\partial \mathrm{E}} \sigma u \bar{v} d \mathrm{~S}, \quad \mathrm{D}\left(\mathfrak{b}_{3}\right)=\mathrm{D}\left(\mathfrak{b}_{2}\right), \tag{4.35}
\end{equation*}
$$

where the integral is taken on the boundary $\partial \mathrm{E}$ and $\sigma$ is a given smooth function defined on $\partial \mathrm{E}$. It can be shown that the additional term in (4.35) is relatively bounded with respect to $\mathfrak{b}_{2}$ with relative bound 0 . The proof is omitted, but the assertion corresponds to the fact, in Example 1.36, that $t_{3}$ is $t_{1}$-bounded.

We set $H_{3}=T \tilde{b}_{3}$. Note that $\mathfrak{h}_{3} \supset \mathfrak{h}_{1}$ and so $\tilde{\mathfrak{h}}_{3} \supset \tilde{\mathfrak{h}}_{1}$, for the boundary term in (4.35) vanishes for $u \in \mathrm{D}\left(\mathfrak{b}_{1}\right)$. Again this implies that $\tilde{\mathfrak{h}}_{3} \leqq \tilde{\mathfrak{b}}_{1}$ and $H_{3} \leqq H_{1}$.

It can now be shown that $H_{1}, H_{2}, H_{3}$ are all selfadjoint extensions of the minimal operator $\dot{S}$ and restrictions of the maximal operator $\dot{S}^{*}$. Roughly speaking, these are the formal differential operator $L=-\Delta+q(x)$ with the following boundary conditions on $\partial \mathrm{E}$ :

$$
\begin{align*}
& u=0 \text { for } H_{1}, \\
& \partial u / \partial n=0 \text { for } H_{2},  \tag{4.36}\\
& \partial u / \partial n-\sigma u=0 \text { for } H_{3},
\end{align*}
$$

where $\partial / \partial n$ denotes the inward normal derivative, as is suggested by comparison with ordinary differential operators (see Example 2.16). But this statement needs some comments. A function $u$ in the domain of any of these operators need not be differentiable in the ordinary sense, and the operator $L u$ must be interpreted in a generalized sense; also the boundary conditions (4.36) must be interpreted accordingly. In any case it is easily seen that a function $u$ with continuous second derivatives in $\overline{\mathrm{E}}$ and satisfying the boundary condition $\partial u / \partial n=0$ belongs to $\mathrm{D}\left(H_{2}\right)$
and $H_{2} u=L u$. For this we need only to verify that $\mathfrak{b}_{2}[u, v]=(L u, v)$ for all $v \in D\left(b_{2}\right)$ (see Theorem 2.1); here we are dealing only with smooth functions and there is no difficulty.

These results can be generalized to the form

$$
\begin{equation*}
\mathfrak{b}[u, v]=\int_{\mathrm{E}} \sum_{j, k=1}^{3}\left[p_{j k}(x) \frac{\partial u}{\partial x_{j}} \frac{\partial \bar{v}}{\partial x_{k}}+q(x) u \bar{v}\right] d x+\int_{\partial \mathrm{E}} \sigma u \bar{v} d S, \tag{4.37}
\end{equation*}
$$

where $\left(p_{j k}(x)\right)$ is a symmetric $3 \times 3$ matrix whose elements are real-valued smooth functions of $x$, and it is assumed that the matrix is uniformly positive definite; this means that there exist constants $\alpha, \beta>0$ such that

$$
\begin{equation*}
\alpha \Sigma\left|\xi_{j}\right|^{2} \leqq \sum_{j, k} p_{j k}(x) \xi_{j} \bar{\xi}_{k} \leqq \beta \Sigma\left|\xi_{j}\right|^{2} \tag{4.38}
\end{equation*}
$$

for all complex vectors $\left(\xi_{1}, \xi_{2}, \xi_{3}\right)$. (4.38) is equivalent to the condition that the eigenvalues of the symmetric matrix ( $p_{j k}(x)$ ) lie between $\alpha$ and $\beta$. Incidentally, these eigenvalues are continuous functions of $x$; this is a consequence of the perturbation theory for symmetric operators (see II-§ 5.5).
(4.38) implies that the $\mathfrak{b}$ of (4.37) is comparable with the old $\mathfrak{b}$ in the sense that the two are relatively bounded with respect to each other, so that the two have the same domain as do their closures. (As before we have to distinguish three different forms $\mathfrak{b}_{n}, n=1,2,3$.) Thus we are led to the selfadjoint operators $H_{n}$, $n=1,2,3$, which are formally the same differential operator

$$
\begin{equation*}
L u=-\sum_{j, k} \frac{\partial}{\partial x_{j}} p_{j k}(x) \frac{\partial u}{\partial x_{k}}+q(x) u \tag{4.39}
\end{equation*}
$$

but with distinct boundary conditions. These are similar to (4.36) but differ in that $\partial / \partial n$ means differentiation in the direction of the conormal, which is determined by ( $p_{j k}(x)$ ).

The fact stated above - that the domain of the closure of $\mathfrak{b}_{\boldsymbol{n}}$ is identical with that of the special case $p_{j k}(x)=\delta_{j k}$ and so independent of the coefficients $p_{j k}(x)$, $q(x)$ and $\sigma(x)$ as long as ( $\left.p_{j_{k}}(x)\right)$ is uniformly positive definite and $q(x), \sigma(x)$ are smooth - is one of the merits in considering the forms $\mathfrak{b}_{\boldsymbol{n}}$. There are in general no simple relationships between the domains of the $H_{n}$ for different choices of coefficients.

A deeper theory of differential operators ${ }^{1}$ shows, however, that the dependence of the domain of $H_{n}$ on $p_{j k}(x)$ etc. is due exclusively to the change of the boundary condition. The interior properties of functions $u$ of $D\left(H_{n}\right)$ are the same for all $n$ and independent of $p_{j k}(x)$; the main point is that $u$ should have generalized derivatives of second order that belong to $L^{2}$. Among the various boundary conditions considered above, the Dirichlet condition ( $u=0$ on $\partial \mathrm{E}$ ) is independent of $p_{j k}(x)$ and $q(x)$. Hence it follows that $\mathbf{D}\left(H_{1}\right)$ is independent of the coefficients $p_{j k}(x)$ and $q(x)$.

## § 5. The spectral theorem and perturbation of spectral families

## 1. Spectral families

Let $H$ be a Hilbert space, and suppose there is a nondecreasing family $\{M(\lambda)\}$ of closed subspaces of $H$ depending on a real parameter $\lambda$, $-\infty<\lambda<+\infty$, such that the intersection of all the $M(\lambda)$ is 0 and their

[^162]union is dense in $H$. By "nondecreasing" we mean that $M\left(\lambda^{\prime}\right) \subset M\left(\lambda^{\prime \prime}\right)$ for $\lambda^{\prime}<\lambda^{\prime \prime}$.

For any fixed $\lambda$, then, the intersection $M(\lambda+0)$ of all $M\left(\lambda^{\prime}\right)$ with $\lambda^{\prime}>\lambda$ contains $M(\lambda)$. Similarly we have $M(\lambda)>M(\lambda-0)$, where $M(\lambda-0)$ is the closure of the union of all $M\left(\lambda^{\prime}\right)$ with $\lambda^{\prime}<\lambda$. We shall say that the family $\{M(\lambda)\}$ is right continuous at $\lambda$ if $M(\lambda+0)=M(\lambda)$, left continuous if $M(\lambda-0)=M(\lambda)$ and continuous if it is right as well as left continuous. As is easily seen, $\{M(\lambda+0)\}$ has the same properties as those required of $\{M(\lambda)\}$ above and, moreover, it is everywhere right continuous.

These properties can be translated into properties of the associated family $\{E(\lambda)\}$ of orthogonal projections on $M(\lambda)$. We have:

$$
\begin{gather*}
E(\lambda) \text { is nondecreasing: } E\left(\lambda^{\prime}\right) \leqq E\left(\lambda^{\prime \prime}\right) \text { for } \lambda^{\prime}<\lambda^{\prime \prime} .  \tag{5.1}\\
\underset{\substack{\text { s-lim } \\
\lambda \rightarrow-\infty}}{ } E(\lambda)=0, \underset{\lambda \rightarrow+\infty}{\substack{ \\
\lambda \rightarrow+\lim _{\infty}}} E(\lambda)=1 . \tag{5.2}
\end{gather*}
$$

(5.1) is equivalent to

$$
\begin{equation*}
E(\lambda) E(\mu)=E(\mu) E(\lambda)=E(\min (\lambda, \mu)) . \tag{5.3}
\end{equation*}
$$

A family $\{E(\lambda)\}$ of orthogonal projections with the properties (5.1), (5.2) is called a spectral family or a resolution of the identity.

The projections $E(\lambda \pm 0)$ on $M(\lambda \pm 0)$ are given by

$$
\begin{equation*}
E(\lambda \pm 0)=\operatorname{s-lim}_{\varepsilon \rightarrow+0} E(\lambda \pm \varepsilon) . \tag{5.4}
\end{equation*}
$$

Thus $\{M(\lambda)\}$ is right (left) continuous if and only if $\{E(\lambda)\}$ is strongly right(left) continuous. Usually a spectral family is assumed to be right continuous everywhere:

$$
\begin{equation*}
E(\lambda+0)=E(\lambda), \quad-\infty<\lambda<+\infty, \tag{5.5}
\end{equation*}
$$

and we shall follow this convention. In any case the family $\{E(\lambda+0)\}$ is right continuous everywhere.
$\{E(\lambda)\}$ will be said to be bounded from below if $E(\mu)=0$ for some finite $\mu$ [then $E(\lambda)=0$ for $\lambda<\mu$ a fortiori]; the least upper bound of such $\mu$ is the lower bound of $\{E(\lambda)\}$. Similarly, $\{E(\lambda)\}$ is bounded from above if $E(\mu)=1$ for some finite $\mu$ and the upper bound is defined accordingly. Note that $E(\lambda)$ need not be zero when $\lambda$ is equal to the lower bound, while $E(\lambda)=1$ if $\lambda$ is equal to the upper bound; this is due to the convention (5.5).

For any semiclosed interval $I=\left(\lambda^{\prime}, \lambda^{\prime \prime}\right]$ of the real line we set

$$
\begin{equation*}
E(\mathrm{I})=E\left(\lambda^{\prime \prime}\right)-E\left(\lambda^{\prime}\right) ; \tag{5.6}
\end{equation*}
$$

$E(I)$ is the projection on the subspace $M(I)=M\left(\lambda^{\prime \prime}\right) \ominus M\left(\lambda^{\prime}\right)^{1}$. If two such intervals $I_{1}, I_{2}$ have no point in common, $M\left(I_{1}\right)$ and $M\left(I_{2}\right)$ are

[^163]orthogonal; for, if $I_{1}$ is to the left of $I_{2}, M\left(I_{2}\right)=M\left(\lambda_{2}^{\prime \prime}\right) \ominus M\left(\lambda_{2}^{\prime}\right) \perp$ $\perp M\left(\lambda_{2}^{\prime}\right) \supset M\left(\lambda_{1}^{\prime \prime}\right) \supset M\left(I_{1}\right)$. The corresponding relation for the projections is
\[

$$
\begin{equation*}
E\left(\mathrm{I}_{1}\right) E\left(\mathrm{I}_{2}\right)=E\left(\mathrm{I}_{2}\right) E\left(\mathrm{I}_{1}\right)=0 \quad \text { for disjoint } \quad \mathrm{I}_{1}, \mathrm{I}_{2}, \tag{5.7}
\end{equation*}
$$

\]

which can also be verified directly by using (5.3)
The projection on $M(\lambda) \ominus M(\lambda-0)$ is

$$
\begin{equation*}
P(\lambda)=E(\lambda)-E(\lambda-0) . \tag{5.8}
\end{equation*}
$$

As above we have

$$
\begin{equation*}
P(\lambda) P(\mu)=P(\mu) P(\lambda)=0 \quad \text { for } \quad \lambda \neq \mu . \tag{5.9}
\end{equation*}
$$

$P(\lambda) \neq 0$ if and only if $E(\lambda)$ is discontinuous at $\lambda$. If H is separable, an orthogonal set of nonzero projections is at most countable. Hence there are at most countably many points of discontinuity of $E(\lambda)$ in a separable space.

If $S$ is the union of a finite number of intervals (open, closed or semiclosed) on the real line, S can be expressed as the union of disjoint sets of the form I or $\{\lambda\}$ stated above. If we define $E(\mathrm{~S})$ as the sum of the corresponding $E(\mathrm{I})$ or $P(\lambda)$, it is easily seen that $E(\mathrm{~S})$ has the property that $E\left(\mathrm{~S}^{\prime}\right) E\left(\mathrm{~S}^{\prime \prime}\right)=E\left(\mathrm{~S}^{\prime} \cap \mathrm{S}^{\prime \prime}\right) . E(\mathrm{~S})$ is called a spectral measure on the class of all sets S of the kind described. This measure $E(\mathrm{~S})$ can then be extended to the class of all Borel sets $S$ of the real line by a standard measure-theoretic construction.

For any $u \in \mathrm{H},(E(\lambda) u, u)$ is a nonnegative, nondecreasing function of $\lambda$ and tends to zero for $\lambda \rightarrow-\infty$ and to $\|u\|^{2}$ for $\lambda \rightarrow+\infty$. For any $u, v \in H$, the polar form $(E(\lambda) u, v)$ can be written as a linear combination of functions of the form $(E(\lambda) w, w)$ by I-(6.26). Hence the complexvalued function $(E(\lambda) u, v)$ of $\lambda$ is of bounded variation. This can be seen more directly as follows. For any $\mathrm{I}=\left(\lambda^{\prime}, \lambda^{\prime \prime}\right]$ we have

$$
\begin{align*}
\mid\left(E\left(\lambda^{\prime \prime}\right) u, v\right) & -\left(E\left(\lambda^{\prime}\right) u, v\right)|=|(E(\mathrm{I}) u, v)|  \tag{5.10}\\
& =|(E(\mathrm{I}) u, E(\mathrm{I}) v)| \leqq\|E(\mathrm{I}) u\|\|E(\mathrm{I}) v\| .
\end{align*}
$$

If $\mathrm{I}_{1}, \ldots, \mathrm{I}_{n}$ is a set of disjoint intervals of the above form, we have

$$
\begin{align*}
& \sum_{j} \mid\left(E\left(\mathrm{I}_{j}\right) u, v\right) \mid \leqq \Sigma\left\|E\left(\mathrm{I}_{j}\right) u\right\|\left\|E\left(\mathrm{I}_{j}\right) v\right\| \leqq  \tag{5.11}\\
& \leqq\left(\Sigma\left\|E\left(\mathrm{I}_{j}\right) u\right\|^{2}\right)^{1 / 2}\left(\Sigma\left\|E\left(\mathrm{I}_{j}\right) v\right\|^{2}\right)^{1 / 2} \\
& \quad=\left[\Sigma\left(E\left(\mathrm{I}_{j}\right) u, u\right)\right]^{1 / 2}\left[\Sigma\left(E\left(\mathrm{I}_{j}\right) v, v\right)\right]^{1 / 2} \\
&=\left(\Sigma E\left(\mathrm{I}_{j}\right) u, u\right)^{1 / 2}\left(\Sigma E\left(\mathrm{I}_{j}\right) v, v\right)^{1 / 2} \leqq\|u\|\|v\| .
\end{align*}
$$

Thus the total variation of $(E(\lambda) u, v)$ does not exceed $\|u\|\|v\|$.
$\lambda=\alpha$ is called a point of constancy with respect to $\{E(\lambda)\}$ if $E(\lambda)$ is constant in a neighborhood of $\alpha: E(\alpha+\varepsilon)=E(\alpha-\varepsilon), \varepsilon>0 . \alpha$ is then
an internal point of a maximal interval in which $E(\lambda)$ is constant. The set of all points which are not points of constancy is called the support of $\{E(\lambda)\}$ [or of the spectral measure $E(\mathrm{~S})] .\{E(\lambda)\}$ is bounded from below (above) if and only if the support of $E(\lambda)$ is.

## 2. The selfadjoint operator associated with a spectral family

To any spectral family $\{E(\lambda)\}$, there is associated a selfadjoint operator $H$ expressed by

$$
\begin{equation*}
H=\int_{-\infty}^{+\infty} \lambda d E(\lambda) . \tag{5.12}
\end{equation*}
$$

$\mathbf{D}(H)$ is the set of all $u \in \mathbf{H}$ such that ${ }^{1}$

$$
\begin{equation*}
\int_{-\infty}^{+\infty} \lambda^{2} d(E(\lambda) u, u)<\infty . \tag{5.13}
\end{equation*}
$$

For such $u,(H u, v)$ is given by

$$
\begin{equation*}
(H u, v)=\int_{-\infty}^{+\infty} \lambda d(E(\lambda) u, v), \quad v \in \mathrm{H} . \tag{5.14}
\end{equation*}
$$

The convergence of the integral in (5.14) follows from the estimate (5.10), which may be written $|d(E(\lambda) u, v)| \leqq[d(E(\lambda) u, u) d(E(\lambda) v, v)]^{1 / 2}$, and from (5.13) by means of the Schwarz inequality. That $H$ is symmetric is obvious. The selfadjointness of $H$ will be proved below. We note that

$$
\begin{align*}
\|H u\|^{2} & =(H u, H u)=\int_{-\infty}^{+\infty} \lambda d(E(\lambda) u, H u)  \tag{5.15}\\
& =\int_{-\infty}^{+\infty} \lambda d_{\lambda} \int_{-\infty}^{+\infty} \mu d_{\mu}(E(\lambda) u, E(\mu) u) \\
& =\int_{-\infty}^{+\infty} \lambda d_{\lambda} \int_{-\infty}^{\lambda} \mu d(E(\mu) u, u)=\int_{-\infty}^{+\infty} \lambda^{2} d(E(\lambda) u, u)
\end{align*}
$$

for $u \in \mathbf{D}(H)$, where (5.3) has been used.
More generally, we can define the operators

$$
\begin{equation*}
\phi(H)=\int_{-\infty}^{+\infty} \phi(\lambda) d E(\lambda) \tag{5.16}
\end{equation*}
$$

in a similar way. (5.14) corresponds to the special case $\phi(\lambda)=\lambda . \phi(\lambda)$ may be any complex-valued, continuous function ${ }^{2}$. If $\phi(\lambda)$ is bounded on the support $\Sigma$ of $\{E(\lambda)\}$, the condition corresponding to (5.13) is

[^164]always fulfilled, so that $\mathrm{D}(\phi(H))=\mathrm{H}$ and $\phi(H)$ is bounded [cf. (5.15)]:
\[

$$
\begin{equation*}
\|\phi(H)\| \leqq \sup _{\lambda \in \Sigma}|\phi(\lambda)| . \tag{5.17}
\end{equation*}
$$

\]

Thus $\phi(H)$ belongs to $\mathscr{B}(\mathrm{H})$. Furthermore it is normal. This follows from the general relations

$$
\begin{align*}
\phi(H)^{*} & =\bar{\phi}(H) \quad \text { if } \quad \bar{\phi}(\lambda)=\overline{\phi(\lambda)},  \tag{5.18}\\
\phi(H) & =\phi_{1}(H) \phi_{2}(H) \quad \text { if } \quad \phi(\lambda)=\phi_{1}(\lambda) \phi_{2}(\lambda),  \tag{5.19}\\
\phi(H) & =\alpha_{1} \phi_{1}(H)+\alpha_{2} \phi_{2}(H) \quad \text { if } \quad \phi(\lambda)=\alpha_{1} \phi_{1}(\lambda)+\alpha_{2} \phi_{2}(\lambda), \tag{5.20}
\end{align*}
$$

where $\phi, \phi_{1}$ and $\phi_{2}$ are assumed to be bounded on $\Sigma$. The proofs of (5.18) and (5.20) are simple. (5.19) can be proved by a calculation similar to that given in (5.15). These relations justify the notation $\phi(H)$ for the operator (5.16).

An important special case is $\phi(\lambda)=(\lambda-\zeta)^{-1}$ for a nonreal constant $\zeta$. The corresponding $\phi(H)$ is seen to be the resolvent $(H-\zeta)^{-1}$, which shows that $H$ is selfadjoint. To prove this, we first note that $\phi(H)(H-\zeta) u$ $=u$ for all $u \in \mathrm{D}(H)$; again this is easily proved by a calculation similar to (5.15). This implies that $\phi(H) \supset(H-\zeta)^{-1}$. On the other hand, any $u \in R(\phi(H))$ satisfies the condition (5.13); this is due to the fact that $\lambda(\lambda-\zeta)^{-1}$ is a bounded function [again a calculation similar to (5.15) is to be used here]. It follows that $(H-\zeta)^{-1}=\phi(H)$ as we wished to show.
$(H-\zeta)^{-1}=\int(\lambda-\zeta)^{-1} d E(\lambda)$ is defined and belongs to $\mathscr{B}(\mathrm{H})$ not only for nonreal $\zeta$ but also for any real $\zeta$ which is a point of constancy for $E(\lambda)$, for $(\lambda-\zeta)^{-\mathbf{1}}$ is bounded for $\lambda \in \Sigma$. Hence such a $\zeta$ belongs to the resolvent set $\mathrm{P}(H)$. This implies that $\Sigma(H) \subset \Sigma$. Actually we have $\Sigma(H)$ $=\Sigma$. To show this we note that

$$
\begin{equation*}
\|(H-\mu) u\|^{2}=\int_{-\infty}^{+\infty}(\lambda-\mu)^{2} d(E(\lambda) u, u), u \in \mathrm{D}(H) \tag{5.21}
\end{equation*}
$$

as is seen by applying (5.15) to $H-\mu$. If $\mu \in \Sigma, E^{\prime}=E(\mu+\varepsilon)-$ $-E(\mu-\varepsilon) \neq 0$ for any $\varepsilon>0$. Hence there is a $u \neq 0$ such that $E^{\prime} u=u$, which implies $E(\mu-\varepsilon) u=0$ and $E(\mu+\varepsilon) u=u$. Then it follows from (5.21) that $\|(H-\mu) u\|^{2}=\int_{\mu-\varepsilon}^{\mu+\varepsilon} \leqq \varepsilon^{2}\|u\|^{2}$. Since such a $u$ exists for each $\varepsilon>0, \mu$ does not belong to $\mathrm{P}(H)$. This implies $\Sigma \subset \Sigma(H)$ and hence $\Sigma=\Sigma(H)$.

It follows also from (5.21) that $(H-\mu) u=0$ if and only if $(E(\lambda) u, u)$ is constant except for a discontinuity at $\lambda=\mu$ so that $E(\mu) u=u$, $E(\mu-0) u=0$. Hence $\mu$ is an eigenvalue of $H$ if and only if $P(\mu) \neq 0$, and $u$ is an associated eigenvector if and only if $P(\mu) u=u$.

An operational calculus can be developed for the operators $\phi(H)$. $\phi(H)$ is in general unbounded if $\phi(\lambda)$ is unbounded; $\mathrm{D}(\phi(H))$ is the set of all $u \in \mathrm{H}$ such that $\int|\phi(\lambda)|^{2} d(E(\lambda) u, u)<\infty$. When $\phi$ or $\phi_{1}$, $\phi_{2}$ are unbounded, it can be shown that (5.18) is still true but (5.19), (5.20) must be replaced in general by

$$
\begin{equation*}
\phi(H) \supset \phi_{1}(H) \phi_{2}(H), \quad \phi(H) \supset \alpha_{1} \phi_{1}(H)+\alpha_{2} \phi_{2}(H), \tag{5.22}
\end{equation*}
$$

respectively. But (5.19) remains true if both $\phi_{2}$ and $\phi_{1} \phi_{2}=\phi$ are bounded on $\Sigma$.

Problem 5.1. All the $E(\lambda)$ and $E(\lambda-0)$ commute with $H$. Equivalently, all the $M(\lambda)$ and $M(\lambda-0)$ reduce $H$.

Problem 5.2. The union of the ranges $M(\mu) \Theta M(\lambda)$ of $E(\mu)-E(\lambda)$ for all $\lambda$, $\mu$ with $-\infty<\lambda<\mu<\infty$ is a core of $H$.

Problem 5.3. $H \geqq \gamma$ if and only if $E(\gamma-0)=0$.
Problem 5.4. If $H \geqq 0$, then $H^{1 / 2}=\int_{0}^{\infty} \lambda^{1 / 2} d E(\lambda)$.
Problem 5.5. If $H_{1} \geqq H_{2}$ in the sense of $\S 2.5$, then $\operatorname{dim} E_{1}(\lambda) \leqq \operatorname{dim} E_{2}(\lambda)$ (a generalization of Theorem I-6.44) ${ }^{1}$.

We have shown that any spectral family $\{E(\lambda)\}$ determines a selfadjoint operator $H$ by (5.12). We shall now show that different spectral families lead to different selfadjoint operators. To this end, it suffices to give an explicit formula for determining $E(\lambda)$ from $H$.

Define the operator

$$
\begin{equation*}
|H|=\int_{-\infty}^{+\infty}|\lambda| d E(\lambda)=\int_{0 \mid}^{+\infty} \lambda d E(\lambda)-\int_{-\infty}^{0} \lambda d E(\lambda) . \tag{5.23}
\end{equation*}
$$

$\mathrm{D}(|H|)$ is the same as $\mathrm{D}(H)$. It is easily seen that $|H|$ is selfadjoint and nonnegative, and that $\mathrm{N}(|H|)=\mathrm{N}(H)=\mathrm{R}(P(0))$. Also it is easy to see that $|H| u=H u$ if $E(0) u=0$ and $|H| u=-H u$ if $u=E(-0) u$. Hence

$$
\begin{equation*}
H=[1-E(0)-E(-0)]|H| . \tag{5.24}
\end{equation*}
$$

But $U=1-E(0)-E(-0)$ has the properties that $U u=0$ for $u \in \mathrm{~N}(H)=\mathrm{R}(P(0))$ and $\|U u\|=\|u\|$ if $P(0) u=0$. Thus (5.24) is exactly the polar decomposition of $H$ (see § 2.7), which determines $|H|$ and $U$ uniquely from $H$.

Applying the same argument to $H$ replaced by $H-\lambda$, we see that

$$
\begin{equation*}
U(\lambda) \equiv 1-E(\lambda)-E(\lambda-0) \tag{5.25}
\end{equation*}
$$

is the unique partially isometric operator that appears in the polar decomposition $H-\lambda=U(\lambda)|H-\lambda|$ of $H-\lambda$. Since (5.25) implies

$$
\begin{equation*}
E(\lambda)=1-\frac{1}{2}\left[U(\lambda)+U(\lambda)^{2}\right], \tag{5.26}
\end{equation*}
$$

$E(\lambda)$ is determined by $H$.

[^165]The determination of $U(\lambda)$ given above is not explicit, however. An explicit formula is given by

## Lemma 5.6. We have

where

$$
\begin{align*}
U_{\delta, e}(\lambda) & =\frac{1}{\pi}\left[\int_{-e}^{-\delta}+\int_{\delta}^{e}\right](H-\lambda-i \eta)^{-1} d \eta  \tag{5.28}\\
& =\frac{2}{\pi} \int_{\delta}^{e}(H-\lambda)\left[(H-\lambda)^{2}+\eta^{2}\right]^{-1} d \eta .
\end{align*}
$$

Proof. (5.27) is obviously true if applied to any $u \in \mathrm{R}(P(\lambda))=\mathrm{N}(H-\lambda)$, for then $U_{\delta, e}(\lambda) u=0$ identically and $(1-E(\lambda)-E(\lambda-0)) u=0$. Thus it suffices to prove that (5.27) is true when applied to any $u \in M(\lambda-0)$ or $u \in M(\lambda)^{\perp}$. Since the two cases can be treated similarly, we may assume $u \in M(\lambda) \perp$, that is, $E(\lambda) u=0$, and prove

$$
\begin{equation*}
U_{\delta, e}(\lambda) u \rightarrow u=(1-E(\lambda)-E(\lambda-0)) u . \tag{5.29}
\end{equation*}
$$

Now it is easy to see that

$$
\begin{equation*}
U_{\delta, \varrho}(\lambda)=\phi_{\delta, \varrho, \lambda}(H), \tag{5.30}
\end{equation*}
$$

where

$$
\begin{align*}
\phi_{\delta, \mathrm{e}, \lambda}(\mu) & =\frac{2}{\pi} \int_{\delta}^{\varrho} \frac{\mu-\lambda}{(\mu-\lambda)^{2}+\eta^{2}} d \eta  \tag{5.31}\\
& =\frac{2}{\pi}\left[\arctan \frac{\eta}{\mu-\lambda}\right]_{\eta=\delta}^{\eta=e} \text { for } \mu \neq \lambda .
\end{align*}
$$

Thus $\left|\phi_{\delta, \varrho, \lambda}(\mu)\right| \leqq 1$, which implies $\left\|U_{\delta, \ell}(\lambda)\right\| \leqq 1$. To prove (5.29) for $E(\lambda) u=0$, it is therefore sufficient to prove it for any $u$ such that $E(\lambda+\varepsilon) u=0$ for some $\varepsilon>0$ [such $u$ form a dense subset of $M(\lambda) \perp$ ]. We have

$$
\begin{aligned}
\left(U_{\delta, e}(\lambda) u, u\right) & =\int_{\lambda+\varepsilon}^{\infty} \phi_{\delta, e, \lambda}(\mu) d(E(\mu) u, u) \rightarrow \\
& \rightarrow \int_{\lambda+\varepsilon}^{\infty} d(E(\mu) u, u)=(u, u), \quad \delta \rightarrow 0, \varrho \rightarrow \infty,
\end{aligned}
$$

since $\phi_{\delta, \mathrm{e}, \lambda}(\mu) \rightarrow 1$ uniformly for $\mu \geqq \lambda+\varepsilon$. Hence $\left\|U_{\delta, \mathrm{e}}(\lambda) u-u\right\|^{2}$ $=\left\|U_{\delta, \mathrm{e}}(\lambda) u\right\|^{2}+\|u\|^{2}-2 \operatorname{Re}\left(U_{\delta, \mathrm{e}}(\lambda) u, u\right) \leqq 2\|u\|^{2}-2 \operatorname{Re}\left(U_{\delta, \mathrm{e}}(\lambda) u, u\right) \rightarrow$ $\rightarrow 0$, which proves (5.29).

Problem 5.7. For any real $\lambda$ and $\mu$ such that $\lambda<\mu$, we have

$$
\begin{equation*}
\frac{1}{2}[E(\mu)+E(\mu-0)]-\frac{1}{2}[E(\lambda)+E(\lambda-0)]=\operatorname{sil}_{\varepsilon \rightarrow+0} \frac{-1}{2 \pi i} \int_{\Gamma_{\varepsilon}}(H-\zeta)^{-1} d \zeta \tag{5.32}
\end{equation*}
$$

where $\Gamma_{\varepsilon}$ is the union of the two rectifiable curves $\Gamma_{s}^{+}$and $\Gamma_{\varepsilon}^{-}$defined in the following way: $\Gamma_{\varepsilon}^{+}$is any curve in the upper half-plane beginning at $\mu+i \varepsilon$ and ending at $\lambda+i \varepsilon$, and $\Gamma_{\varepsilon}^{-}$is any curve in the lower half-plane beginning at $\lambda-i \varepsilon$ and ending at $\mu-i \varepsilon$.

Problem 5.8. $A \in \mathscr{B}(\mathrm{H})$ commutes with $H$. if and only if $A$ commutes with $E(\lambda)$ for all $\lambda$. In particular a subspace $M$ of H reduces $H$ if and only if the orthogonal projection $P$ on $M$ commutes with all $E(\lambda)$. This is in turn true if and only if $M$ is invariant under all $E(\lambda)$.

Problem 5.9. Let $H=\int \lambda d E(\lambda) . \lambda \in \mathrm{P}(H)$ if and only if $E(\lambda+\varepsilon)-E(\lambda-\varepsilon)$ $=0$ for some $\varepsilon>0$, and $\lambda \in \Sigma(H)$ if and only if $E(\lambda+\varepsilon)-E(\lambda-\varepsilon) \neq 0$ for any $\varepsilon>0$.

## 3. The spectral theorem

We have shown above that every spectral family $\{E(\lambda)\}$ determines a selfadjoint operator by (5.12). The spectral theorem asserts that every selfadjoint operator $H$ admits an expression (5.12) by means of a spectral family $\{E(\lambda)\}$ which is uniquely determined by $H$.

A natural proof of the spectral theorem is obtained by reversing the order of the argument given in the preceding paragraph. We define $E(\lambda)$ by (5.26), where $U(\lambda)$ is the partially isometric operator that appears in the polar decomposition $H-\lambda=U(\lambda)|H-\lambda|$ of $H-\lambda$. We have to show that the $E(\lambda)$ form a spectral family and that the $H$ determined by (5.12) coincides with the given $H$.

First we note that $E(\lambda)=1-P_{+}(\lambda)=P_{-}(\lambda)+P_{0}(\lambda)$, where $P_{ \pm}(\lambda)$, $P_{0}(\lambda)$ are the $P_{ \pm}, P_{0}$ of (2.29) corresponding to $H$ replaced by $H-\lambda$. Hence $((H-\lambda) u, u) \leqq 0$ for $u \in \mathrm{D}(H) \cap \mathrm{M}(\lambda)$ where $\mathrm{M}(\lambda)=\mathrm{R}(E(\lambda))$. If $\mu>\lambda$, $((H-\mu) u, u) \leqq 0$ a fortiori for such a $u$. Since $M(\lambda)$ reduces $H$ (see §2.7), it follows from Lemma 2.38 that $M(\lambda) \subset M(\mu)$. This is equivalent to (5.1).

Since $\{E(\lambda)\}$ is thus a monotonic family of projections, the strong limits $E( \pm \infty)=\underset{\lambda \rightarrow \pm \infty}{s-\lim _{\lambda} E(\lambda) \text { exist [cf. (5.4)]. Since all the } M(\lambda) \text { reduce }}$ $H, \mathrm{M}( \pm \infty)=\mathrm{R}(E( \pm \infty))$ also reduce $H$ and $\mathrm{D}(H) \cap \mathrm{M}( \pm \infty)$ is dense in $M( \pm \infty)$. Let $u \in D(H) \cap M(-\infty)$. Then $u \in M(\lambda)$ for all $\lambda$ and so $((H-\lambda) u, u) \leqq 0$ for all $\lambda<0$. Hence $(u, u) \leqq \lambda^{-1}(H u, u)$ for all $\lambda<0$ and $u$ must be 0 . This proves $\mathrm{M}(-\infty)=0$ or $E(-\infty)=0$. Similarly we can prove $E(\infty)=1$.

Thus $\{E(\lambda)\}$ has been shown to form a spectral family. It remains to show that $E(\lambda)$ is right continuous. $E(\lambda+0)$ is the projection on $M(\lambda+0)$, which is the intersection of all the $M(\mu)$ for $\mu>\lambda$. Since the $\mathrm{M}(\mu)$ reduce $H$, the same is true of $\mathbf{M}(\lambda+0)$. For every $u \in \mathrm{D}(H) \cap$ $\cap M(\lambda+0)$, we have $(H u, u) \leqq \mu(u, u)$ for all $\mu>\lambda$ so that $(H u, u) \leqq$ $\leqq \lambda(u, u)$. It follows from Lemma 2.38 that $M(\lambda+0) \subset M(\lambda)$. This shows that $E(\lambda+0) \leqq E(\lambda)$. Since the opposite inequality is true, it follows that $E(\lambda+0)=E(\lambda)$.

Finally we have to show that the selfadjoint operator $H^{\prime}=\int \lambda d E(\lambda)$ coincides with $H$. Since both $H$ and $H^{\prime}$ are selfadjoint and since the union of the ranges $M(\lambda, \mu)=M(\mu) \ominus M(\lambda)$ of $E(\mu)-E(\lambda)$ is a core of $H^{\prime}$ (see Problem 5.2), it suffices to prove that $M(\lambda, \mu) \subset \mathrm{D}(H)$ and $H u=H^{\prime} u$ for $u \in M(\lambda, \mu)$.

To this end we first note that $M(\lambda, \mu)$ reduces $H$ and that $\lambda(u, u) \leqq$ $\leqq(H u, u) \leqq \mu(u, u)$ for $u$ in $\mathrm{D}^{\prime}=\mathrm{M}(\lambda, \mu) \cap \mathrm{D}(H)$. Thus $H$ is bounded in the latter subset and, since $D^{\prime}$ is dense in $M(\lambda, \mu), D^{\prime}$ must coincide with $M(\lambda, \mu)$ by the closedness of $H$. In other words, we have $M(\lambda, \mu) \subset$ $\subset \mathrm{D}(H)$. Since $H$ has upper bound $\mu$ and lower bound $\lambda$ in $M(\lambda, \mu)$, $H-(\lambda+\mu) / 2$ has bound $(\mu-\lambda) / 2$.

Now divide the interval $\mathrm{I}=(\lambda, \mu]$ into $n$ equal subintervals $\mathrm{I}_{1}$, $\ldots, \mathrm{I}_{n}$ and let $\lambda_{k}$ be the middle point of $\mathrm{I}_{k}, k=1, \ldots, n$. Define $E\left(\mathrm{I}_{k}\right)$ as in (5.6) and set $u_{k}=E\left(\mathrm{I}_{k}\right) u$. We have $u=u_{1}+\cdots+u_{n}$ and the $u_{k}$ are mutually orthogonal. Since each $E\left(\mathrm{I}_{k}\right) \mathrm{H}$ reduces $H, H u_{k}$ belongs to $E\left(\mathrm{I}_{k}\right) \mathrm{H}$ and so the vectors $\left(H-\lambda_{k}\right) u_{k}$ are also mutually orthogonal. Furthermore, we have $\left\|\left(H-\lambda_{k}\right) u_{k}\right\| \leqq(\mu-\lambda)\left\|u_{k}\right\| / 2 n$ by the remark given above. Thus

$$
\begin{align*}
& \left\|H u-\sum_{k} \lambda_{k} u_{k}\right\|^{2}=\left\|\sum_{k}\left(H-\lambda_{k}\right) u_{k}\right\|^{2}  \tag{5.33}\\
& \quad=\sum_{k}\left\|\left(H-\lambda_{k}\right) u_{k}\right\|^{2} \leqq \frac{(\mu-\lambda)^{2}}{4 n^{2}} \sum_{k}\left\|u_{k}\right\|^{2}=\frac{(\mu-\lambda)^{2}}{4 n^{2}}\|u\|^{2} .
\end{align*}
$$

On letting $n \rightarrow \infty$ we obtain $\lim \sum_{k} \lambda_{k} E\left(\mathrm{I}_{k}\right) u=H u$. This implies that $\left(H^{\prime} u, v\right)=\int \lambda(d E(\lambda) u, v)=\lim \sum_{k} \lambda_{k}\left(E\left(\mathrm{I}_{k}\right) u, v\right)=(H u, v)$ for every $v \in \mathrm{H}$, hence $H^{\prime} u=H u$ as we wished to show.

## 4. Stability theorems for the spectral family

Since the spectral family $\{E(\lambda)\}$ associated with a given selfadjoint operator $H$ is a very important quantity, a question suggests itself whether $E(\lambda)$ depends on $H$ continuously in some sense or other ${ }^{1}$. It is clear that in general the answer is no; for even when the underlying space H is finite-dimensional, $E_{\varkappa}(\lambda)$ for the operator $H_{\varkappa}=H+\varkappa$ will be discontinuous at a value of $\varkappa$ for which $H+\varkappa$ has an eigenvalue $\lambda$.

But this kind of discontinuity of $E(\lambda)$ as a function of $H$ is inherently related to the discontinuity of $E(\lambda)$ as a function of $\lambda$. It is reasonable to expect that $E(\lambda)$ will change continuously with $H$ if $\lambda$ is a point of continuity of $E(\lambda)$. It turns out that this may or may not be true according to the meaning of "continuously" ${ }^{2}$.

[^166]The simplest result of this kind is obtained when we consider the case in which $\Sigma(H)$ has gaps at $\lambda=\alpha$ and $\lambda=\beta, \alpha<\beta$ (see V-§ 3.5). Then $\alpha$ and $\beta$ are points of constancy with respect to $\{E(\lambda)\}$. It follows from (5.32) that

$$
\begin{equation*}
E(\beta)-E(\alpha)=-\frac{1}{2 \pi i} \int_{\Gamma}(H-\zeta)^{-1} d \zeta, \tag{5.34}
\end{equation*}
$$

where $\Gamma$ is, say, a closed, positively oriented circle with a diameter connecting $\alpha, \beta$. (5.34) is exactly the orthogonal projection $P$ on the subspace $\mathrm{M}^{\prime}$ corresponding to the part $\Sigma^{\prime}$ of $\Sigma(H)$ enclosed in $\Gamma$ [see V -(3.18)]. We know that such a part $\Sigma^{\prime}$ of the spectrum is upper-semicontinuous and that $P$ changes continuously if $H$ changes continuously in the sense of generalized convergence (see Theorem IV-3.16). Thus we have

Theorem 5.10. Let $H$ be selfadjoint and let $\Sigma(H)$ have gaps at $\alpha$, $\beta(\alpha<\beta)$. Then there is a $\delta>0$ such that for any selfadjoint operator $H^{\prime}$ with $\hat{\delta}\left(H^{\prime}, H\right)<\delta, \Sigma\left(H^{\prime}\right)$ has gaps at $\alpha, \beta$ and

$$
\begin{equation*}
\left\|\left[E^{\prime}(\beta)-E^{\prime}(\alpha)\right]-[E(\beta)-E(\alpha)]\right\| \rightarrow 0 \tag{5.35}
\end{equation*}
$$

if $\hat{\delta}\left(H^{\prime}, H\right) \rightarrow 0$.
Remark 5.11. $\hat{\delta}\left(H^{\prime}, H\right)$ will be small if $H^{\prime}=H+A$ where $A$ is symmetric and $H$-bounded with small coefficients $a, b$ in V-(4.1) (see Theorem IV-2.14). In this case, furthermore, $H^{\prime}$ is bounded from below if $H$ is (see Theorem V-4.11) and the lower bound of $H^{\prime}$ tends to that of $H$ when $a, b \rightarrow 0$. If $\alpha$ is chosen sufficiently small (algebraically), therefore, we have $E^{\prime}(\alpha)=E(\alpha)=0$ in (5.35). Thus $\left\|E^{\prime}(\beta)-E(\beta)\right\| \rightarrow 0, a, b \rightarrow 0$, if $\Sigma(H)$ has a gap at $\beta$. It is a remarkable fact, however, that this is true even if $H$ is not semibounded. We have namely

Theorem 5.12. ${ }^{1}$ Let $H$ be selfadjoint and let $A_{n}$ be symmetric and $H$-bounded: $\left\|A_{n} u\right\| \leqq a_{n}\|u\|+b_{n}\|H u\|, u \in \mathrm{D}(H) \subset \mathrm{D}\left(A_{n}\right)$, where $a_{n} \rightarrow 0$, $b_{n} \rightarrow 0$ as $n \rightarrow \infty$. Then $H_{n}=H+A_{n}$ is selfadjoint for sufficiently large $n$ and $H_{n} \rightarrow H$ in the generalized sense. If $\Sigma(H)$ has a gap at $\beta$, then $\Sigma\left(H_{n}\right)$ has a gap at $\beta$ for sufficiently large $n$ and $\left\|E_{n}(\beta)-E(\beta)\right\| \rightarrow 0, n \rightarrow \infty$.

This theorem can further be generalized to ${ }^{2}$
Theorem 5.13. Let $H$ be selfadjoint, and let $A_{n}$ be symmetric with $\mathrm{D}\left(A_{n}\right) \subset \mathrm{D}(H)$. Assume that

$$
\begin{equation*}
\left|\left(A_{n} u, u\right)\right| \leqq a_{n}(u, u)+b_{n}(|H| u, u), \quad u \in \mathrm{D}\left(A_{n}\right), \tag{5.36}
\end{equation*}
$$

where $a_{n} \rightarrow 0, b_{n} \rightarrow 0$. If $\mathrm{D}\left(A_{n}\right)$ is a core of $|H|^{1 / 2}$ for each $n$, the pseudoFriedrichs extension $H_{n}$ of $H+A_{n}$ is defined for sufficiently large $n$ and

[^167]$H_{n} \rightarrow H$ in the generalized sense. If $\Sigma(H)$ has a gap at $\beta$, then $\Sigma\left(H_{n}\right)$ has a gap at $\beta$ for sufficiently large $n$ and $\left\|E_{n}(\beta)-E(\beta)\right\| \rightarrow 0, n \rightarrow \infty$.

Proof. It was proved in Corollary 3.12 that the $H_{n}$ exist and $H_{n} \rightarrow H$ in the generalized sense.

To simplify the proof, we note that the $|H|$ on the right of (5.36) may be replaced by $|H-\beta|$, with a possible change of $a_{n}, b_{n}$, for $(|H| u, u) \leqq|\beta|(u, u)+(|H-\beta| u, u)$ by (2.28). This means that we may assume $\beta=0$ without loss of generality. Then $|H|$ has a positive lower bound, so that we may further assume that $a_{n}=0$, with a change of $b_{n}$ if necessary. Then we can set $\delta=0$ in the construction of the pseudo-Friedrichs extension given in the proof of Theorem 3.11, for $\delta$ was introduced to make $H^{\prime}$ have a positive lower bound. With these simplifications, we shall use the notations of the proof of Theorem 3.11; in particular we have $H^{\prime}=|H|$.

Now (3.22) gives

$$
\begin{align*}
R_{n}(\zeta) & =G^{\prime-1} H^{\prime} R(\zeta)\left[1+C_{n} H^{\prime} R(\zeta)\right]^{-1} G^{\prime-1}  \tag{5.37}\\
& =R(\zeta)+G^{\prime-1} K(\zeta) \sum_{p=1}^{\infty}\left[-C_{n} K(\zeta)\right]^{p} G^{\prime-1},
\end{align*}
$$

where

$$
\begin{equation*}
K(\zeta)=H^{\prime} R(\zeta)=|H|(H-\zeta)^{-1} \tag{5.38}
\end{equation*}
$$

The generalized convergence $H_{n} \rightarrow H$ already implies that $\Sigma\left(H_{n}\right)$ has a gap at $\beta$ (see Theorem IV-2.25). Thus we have by Lemma 5.6

$$
1-2 E_{n}(0)=U_{n}(0)={\mathrm{s}-\lim _{e \rightarrow \infty}} \frac{1}{\pi} \int_{-e}^{e} R_{n}(i \eta) d \eta
$$

and a similar expression for $1-2 E(0)$. In virtue of (5.37), we have for any $u, v \in \mathrm{H}$

$$
\begin{align*}
& -2 \pi\left(\left[E_{n}(0)-E(0)\right] u, v\right)=\lim _{e \rightarrow \infty} \int_{-\varrho}^{\varrho}\left(\left[R_{n}(i \eta)-R(i \eta)\right] u, v\right) d \eta  \tag{5.39}\\
& =\lim _{e \rightarrow \infty} \int_{-\varrho}^{\ell}\left(G^{\prime-1} K(i \eta) \sum_{p=1}^{\infty}\left[-C_{n} K(i \eta)\right]^{p} G^{\prime-1} u, v\right) d \eta .
\end{align*}
$$

Let us estimate the last integral. We have $\|K(i \eta)\|=\left\||H|(H-i \eta)^{-1}\right\| \leqq 1$. Since $\left\|C_{n}\right\| \leqq b_{n}$ by (3.20), the integrand on the right of (5.39) is majorized by the series

$$
\begin{aligned}
& \sum_{p=1}^{\infty} b_{n}^{p}\left\|K(i \eta) G^{\prime-1} u\right\|\left\|K(i \eta)^{*} G^{\prime-1} v\right\| \\
&=\frac{b_{n}}{1-b_{n}}\left\|G^{\prime} R(i \eta) u\right\|\left\|G^{\prime} R(i \eta)^{*} v\right\|
\end{aligned}
$$

(note that $|H|=H^{\prime}=G^{\prime 2}$ ).

Hence the integral in (5.39) is majorized by

$$
\frac{b_{n}}{1-b_{n}}\left(\int_{-\infty}^{\infty}\left\|G^{\prime} R(i \eta) u\right\|^{2} d \eta\right)^{1 / 2}\left(\int_{-\infty}^{\infty}\left\|G^{\prime} R(-i \eta) v\right\|^{2} d \eta\right)^{1 / 2} .
$$

But

$$
\begin{gathered}
\left\|G^{\prime} R(i \eta) u\right\|^{2}=\left(G^{\prime 2} R(i \eta) R(-i \eta) u, u\right)=\left(|H|\left(H^{2}+\eta^{2}\right)^{-1} u, u\right), \\
\int_{-\infty}^{\infty}\left\|G^{\prime} R(i \eta) u\right\|^{2} d \eta=\int_{0}^{\infty}\left(\left(H^{2}+\lambda\right)^{-1} u,|H| u\right) \lambda^{-1 / 2} d \lambda \\
=\pi\left(\left(H^{2}\right)^{-1 / 2} u,|H| u\right)=\pi\left(|H|^{-1} u,|H| u\right)=\pi\|u\|^{2}
\end{gathered}
$$

[see V-(3.43) and note that $|H|=\left(H^{2}\right)^{1 / 2}$ by definition]. It follows that

$$
\begin{gathered}
2 \pi\left|\left(\left[E_{n}(0)-E(0)\right] u, v\right)\right| \leqq \frac{b_{n}}{1-b_{n}} \pi\|u\|\|v\|, \quad \text { or } \\
\left\|E_{n}(\beta)-E(\beta)\right\| \leqq \frac{b_{n}}{2\left(1-b_{n}\right)} \rightarrow 0, \quad n \rightarrow \infty .
\end{gathered}
$$

Remark 5.14. $\left\|E_{n}(\beta)-E(\beta)\right\| \rightarrow 0$ is not necessarily true when $H_{n} \rightarrow H$ in the generalized sense. A counter-example is given by Example V-4.14, where $T(\varkappa)$ is selfadjoint for real $\varkappa$ and $\operatorname{dim} E_{\chi}(0)=1$ for $0<$ $<x<1$ [because $T(x)$ has one negative eigenvalue] but $E_{0}(0)=0$ [because $T(0)$ is positive].

## Chapter Seven

## Analytic perturbation theory

The theory of analytic perturbation is historically the first subject discussed in perturbation theory. It is mainly concerned with the behavior of isolated eigenvalues and eigenvectors (or eigenprojections) of an operator depending on a parameter holomorphically.

We have already studied this problem in the special case in which the basic space is finite-dimensional. Formally there is very little that is new in the general case discussed in this chapter. Once the notion of holomorphic dependence of an (in general unbounded) operator on a parameter is introduced, it is rather straightforward to show that the results obtained in the finite-dimensional case can be extended, at least for isolated eigenvalues, without essential modification.

Thus the main problems in this chapter are the definition of holomorphic families of operators and various sufficient conditions for a given family to be holomorphic. A general definition can be obtained in a natural way from the theory of generalized convergence discussed in Chapter IV. There are several useful criteria for a given family to be holomorphic. We thus consider different types of holomorphic families: (A), (B), ( $\mathrm{B}_{0}$ ), and (C). Type (A) is defined by the relative boundedness of the perturbation with respect to the unperturbed operator. Type (B) is defined in a Hilbert
space in terms of a holomorphic family of sesquilinear forms, where the perturbing form is relatively bounded with respect to the unperturbed form. Type ( $\mathrm{B}_{0}$ ) is a special case of $(\mathrm{B})$ and is related to the notion of Friedrichs extension. Type (C) is formally similar to ( $\mathrm{B}_{0}$ ) but differs from it in many respects. It is a matter of course that each of these special types has its own special properties.

## § 1. Analytic families of operators

## 1. Analyticity of vector- and operator-valued functions

In what follows we are concerned with a family $u(x)$ of vectors in a Banach space $X$ or a family $T(x)$ of operators from $X$ to another Banach space $Y$, and we are particularly interested in the case in which $u(\varkappa)$ or $T(x)$ is holomorphic in $x$ in a domain D of the complex plane. We have already defined $u(x)$ to be holomorphic if it is differentiable at each $x \in \mathrm{D}$; it is immaterial whether the differentiation is taken in the strong or weak sense (see III-§ 1.6). Thus $u(x)$ is holomorphic if and only if $(u(x), f)$ is holomorphic in $\varkappa$ for every $f \in X^{*}$. For applications, the following criterion is often convenient: $u(x)$ is holomorphic in $x$ if and only if each $x \in \mathrm{D}$ has a neighborhood in which $\|u(x)\|$ is bounded and ( $u(x), f$ ) is holomorphic for all $f$ in a fundamental subset of X* (see Remark III-1.38).

Sometimes we consider a family $u(x)$ depending on a real parameter $\varkappa$, $a<x<b . u(x)$ is real-holomorphic if $u(x)$ admits a Taylor expansion at each $x$. In such a case $u(x)$ can be extended by the Taylor series to complex values of $x$ in some neighborhood D of the real axis. The extended $u(x)$ is a holomorphic family for $x \in \mathrm{D}$.

Example 1.1. Let $\mathrm{X}=\mathrm{L}^{p}(0, \infty), 1 \leqq p<\infty$, and let $u(x)=u(x ; x)=e^{-x x}$. In order that $u(x) \in X, x$ must be restricted to the half-plane $\operatorname{Re} x>0$. Since $d u(x) \mid d x=-x u(x) \in \mathrm{X}, u(x)$ is holomorphic for $\operatorname{Re} x>0$. If we take $\mathrm{X}=\mathrm{L}^{p}(a, b)$ for a finite interval $(a, b), u(x)=e^{-x x}$ is holomorphic for all $x$. Next set $u(x)$ $=u(x ; x)=(x-x)^{-1}$ and $\mathrm{X}=\mathrm{L}^{p}(a, b),(a, b)$ being finite or infinite. $u(x)$ is holomorphic in the domain obtained from the whole plane by removing the points $a \leqq x \leqq b$ on the real axis.

In considering an operator-valued holomorphic function $T(x)$, we first restrict ourselves to the case $T(\varkappa) \in \mathscr{B}(\mathrm{X}, \mathrm{Y}) . T(\varkappa)$ is holomorphic if it is differentiable in norm for all $x$ in a complex domain. Again we have the criterion: $T(x) \in \mathscr{B}(\mathrm{X}, \mathrm{Y})$ is holomorphic if and only if each $x$ has a neighborhood in which $T(\varkappa)$ is bounded and $(T(\varkappa) u, g)$ is holomorphic for every $u$ in a fundamental subset of X and every $g$ in a fundamental subset of $\mathrm{Y}^{*}$ (see III-§ 3.1).

We note also that if $T(x) \in \mathscr{B}(\mathrm{X}, \mathrm{Y})$ is holomorphic and $T\left(x_{0}\right)^{-1} \in$ $\in \mathscr{B}(\mathrm{Y}, \mathrm{X})$ exists, then $T(x)^{-1}$ exists, belongs to $\mathscr{B}(\mathrm{Y}, \mathrm{X})$ and is holomorphic for sufficiently small $\left|x-x_{0}\right|$. This is a consequence of the stability theorem for bounded invertibility (see the Neumann series
expansion of the inverse in Theorem IV-1.16); we have $(d / d x) T(x)^{-1}$ $=-T(x)^{-1}(d T(x) / d x) T(\varkappa)^{-1}$ by I-(4.28).

A real-holomorphic family $T(\varkappa)$ can be defined as in the case of a vector-valued, real-holomorphic family $u(x) ; T(x)$ can be extended to a holomorphic family on some domain D of the complex•plane.

## 2. Analyticity of a family of unbounded operators

For applications it is not sufficient to consider bounded operators only, and the notion of analytic dependence of a family of operators on a parameter needs to be generalized to unbounded operators. In order to distinguish the current sense of holomorphy from the extended sense to be introduced in a moment, we shall say $T(x)$ is bounded-holomorphic if $T(x) \in \mathscr{B}(\mathrm{X}, \mathrm{Y})$ and $T(x)$ is holomorphic in the sense so far considered.

The extension to unbounded operators is suggested by the notion of generalized convergence introduced in IV-§ 2.4. A family of operators $T(\varkappa) \in \mathscr{C}(\mathrm{X}, \mathrm{Y})$ defined in a neighborhood of $\varkappa=0$ is said to be holomorphic at $x=0$ (in the generalized sense) if there is a third Banach space $\mathbf{Z}$ and two families of operators $U(x) \in \mathscr{B}(\mathbf{Z}, \mathbf{X})$ and $V(\varkappa) \in \mathscr{B}(\mathrm{Z}, \mathrm{Y})$ which are bounded-holomorphic at $\varkappa=0$ such that $U(\varkappa)$ maps $\mathbf{Z}$ onto $\mathrm{D}(T(x))$ one to one and

$$
\begin{equation*}
T(x) U(x)=V(x)^{1} . \tag{1.1}
\end{equation*}
$$

$T(\varkappa)$ is holomorphic in a domain D of the complex plane if it is holomorphic at every $\varkappa$ of D. If $T(x)$ is holomorphic, then it is continuous in $\varkappa$ in the generalized sense: $T(\varkappa) \rightarrow T\left(\varkappa_{0}\right)$ in the generalized sense if $\varkappa \rightarrow \varkappa_{0}$, as is seen from Theorem IV-2.29.

The new notion is a generalization of the old one: $T(x) \in \mathscr{B}(\mathrm{X}, \mathrm{Y})$ is holomorphic in the new sense if and only if it is bounded-holomorphic. To prove the "only if" part, it suffices to note that the $U(x)$ of (1.1) maps Z onto X so that $U(\varkappa)^{-1} \in \mathscr{B}(\mathrm{Y}, \mathrm{X})$ (see Problem III-5.21). Then $U(x)^{-1}$ is bounded-holomorphic (see par. 1), and the same is true of $T(x)$ $=V(x) U(x)^{-1}$.

We note also that if $T(\varkappa)$ is holomorphic and $T\left(\varkappa_{0}\right) \in \mathscr{B}(\mathrm{X}, \mathrm{Y})$, then $T(\varkappa) \in \mathscr{B}(\mathrm{X}, \mathrm{Y})$ for sufficiently small $\left|\varkappa-x_{0}\right|$ [so that $T(\varkappa)$ is boundedholomorphic for such $\varkappa$ ]. This is a consequence of Theorem IV-2.23, for $T(x)$ is continuous in $x$ in the sense of generalized convergence.

The notion of a real-holomorphic family $T(x)$ could be defined in the same way by requiring only that $U(x), V(\varkappa)$ be real-holomorphic.

[^168]But it is in general impossible to extend a real-holomorphic family to a complex-holomorphic family. It is true that $U(x)$ and $V(x)$ can be extended to complex $\varkappa$, but $U(\varkappa)$ may not be a one-to-one mapping for nonreal $\boldsymbol{\kappa}^{1}$.

Problem 1.2. If $T(x)$ is holomorphic and $A(x)$ is bounded-holomorphic, $T(x)+$ $+A(x)$ is holomorphic.

Theorem 1.3. ${ }^{2}$ Let $T(x) \in \mathscr{C}(\mathrm{X})$ be defined in a neighborhood of $\varkappa=0$ and let $\zeta \in \mathrm{P}(T(0))$. Then $T(x)$ is holomorphic at $x=0$ if and only if $\zeta \in \mathrm{P}(T(x))$ and the resolvent $R(\zeta, x)=(T(x)-\zeta)^{-1}$ is bounded-holomorphic for sufficiently small $|x| \cdot R(\zeta, x)$ is even bounded-holomorphic in the two variables on the set of all $\zeta, x$ such that $\zeta \in \mathrm{P}(T(0))$ and $|\varkappa|$ is sufficiently small (depending on $\zeta$ ).

Proof. The proof is similar to the corresponding one for generalized convergence (see IV-§ 2.6). Suppose $T(x)$ is holomorphic and let $U(x)$, $V(x)$ be as in (1.1). We have $(T(x)-\zeta) U(x)=V(x)-\zeta U(x)$, and $V(0)-\zeta U(0)$ maps $\mathbf{Z}$ onto $\mathbf{X}$ one to one. Therefore its inverse belongs to $\mathscr{B}(\mathrm{X}, \mathrm{Z})$ and $[V(\varkappa)-\zeta U(x)]^{-1}$ is bounded-holomorphic near $\varkappa=0$ (see a similar argument above). Thus $(T(x)-\zeta)^{-1}=U(x)[V(x)-$ $-\zeta U(x)]^{-1}$ is bounded-holomorphic. Conversely, suppose that $R(\zeta, x)$ is bounded-holomorphic in $x$. We need only to set $\mathbf{Z}=\mathrm{X}, U(x)=R(\zeta, x)$, $V(x)=1+\zeta U(x)$ to satisfy (1.1). That $R(\zeta, x)$ is holomorphic in the two variables follows from Theorem IV-3.12, according to which $R(\zeta, \chi)$ is holomorphic in $\zeta$ and $R\left(\zeta_{0}, x\right)$.

The holomorphy of $T(\varkappa)$ as defined here is peculiar in that a $T(\varkappa)$ may be holomorphic for all complex $\varkappa$, including $\varkappa=\infty^{3}$, without being constant. An example is given by

Example 1.4. Let $T(x)$ be the ordinary differential operator on the interval $(0,1)$ given by $T(x) u=-u^{\prime \prime}$ with the boundary condition $u(0)=0, u^{\prime}(1)+x u(1)$ $=0 . T(x)$ depends on $x$ only through the boundary condition at $x=1$. It is defined even for $x=\infty$; then the boundary condition is $u(1)=0$ by definition. The resolvent $R(\zeta, x)$ is an integral operator with kernel (the Green function) $g(y, x ; \zeta, x)$ given by

$$
\begin{equation*}
g(y, x ; \zeta, x)=\frac{\sin \zeta^{\frac{1}{2}} y\left[\cos \zeta^{\frac{1}{2}}(1-x)+x \zeta^{-\frac{1}{2}} \sin \zeta^{\frac{1}{2}}(1-x)\right]}{\zeta^{\frac{1}{2}} \cos \zeta^{\frac{1}{2}}+x \sin \zeta^{\frac{1}{2}}} \tag{1.2}
\end{equation*}
$$

[^169]for $0 \leqq y \leqq x \leqq 1$, with $x, y$ exchanged if $x \leqq y$. For a fixed $\zeta$, (1.2) is holomorphic in $x$ with the single exception of a pole at $x=-\zeta^{1 / 2} \cot \zeta^{1 / 2}$. For any given $\varkappa_{0}$, a $\zeta$ can be found such that $x$ is not a pole if it is near enough to $\varkappa_{0}$. According to Theorem 1.3, therefore, $T(x)$ is holomorphic in the whole complex plane including $x=\infty$.

Example 1.5. Similarly, let $T(x)$ be the operator $T(x) u=-u^{\prime \prime}$ with the boundary condition $u(0)=0, x u^{\prime}(1)-u(1)=0 . T(x)$ is identical with the $T\left(-x^{-1}\right)$ of Example 1.4 and is holomorphic for all $x . R(\zeta, x)$ is given by the Green function V-(4.16).

Remark 1.6. Does the holomorphic function $T(x)$ defined above possess the unique continuation property? In other words, let $T_{1}(x)$ and $T_{2}(x)$ be holomorphic in a (connected) domain D and let $T_{1}\left(\varkappa_{n}\right)=T_{2}\left(\varkappa_{n}\right)$ for a sequence $\left\{\varkappa_{n}\right\}$ converging to a point $\varkappa_{0} \in D$ different from any of the $\varkappa_{n}$. Then is it true that $T_{1}(x)=T_{2}(x)$ for all $\varkappa \in \mathrm{D}$ ? It is not clear whether this is true in general. But it is if $\mathrm{Y}=\mathrm{X}$ and $T_{1}(x), T_{2}(x)$ have nonempty resolvent sets for every $x \in \mathrm{D}$.

To see this, we first note that $T_{1}\left(\varkappa_{n}\right)=T_{2}\left(\varkappa_{n}\right)=T_{n}$ implies $T_{1}\left(\varkappa_{0}\right)$ $=T_{2}\left(\varkappa_{0}\right) \equiv T_{0}$ in virtue of the uniqueness of the generalized limit. Let $\zeta_{0} \in \mathrm{P}\left(T_{0}\right)$; then $R\left(\zeta_{0}, T_{1}(x)\right)$ and $R\left(\zeta_{0}, T_{2}(x)\right)$ exist and are boundedholomorphic in a neighborhood of $\varkappa_{0}$ by Theorem 1.3. Since the unique continuation theorem holds for bounded-holomorphic functions just as for numerical functions [it is sufficient to consider the function $\left(R\left(\zeta_{0}, T_{1}(x)\right) u, f\right)$ for fixed $u \in X$ and $\left.f \in X^{*}\right]$, we conclude that $R\left(\zeta_{0}, T_{1}(x)\right)=R\left(\zeta_{0}, T_{2}(x)\right)$, and therefore $T_{1}(x)=T_{2}(x)$, in this neighborhood.

It is now easy to show that $T_{1}(x)=T_{2}(x)$ holds for all $x \in \mathrm{D}$. This extension of the domain of validity of $T_{1}(x)=T_{2}(x)$ from a neighborhood to the whole D follows the standard pattern ${ }^{1}$ and may be omitted.

## 3. Separation of the spectrum and finite systems of eigenvalues

Theorem 1.7. If a family $T(\varkappa) \in \mathscr{C}(\mathrm{X})$ depending on $\varkappa$ holomorphically has a spectrum consisting of two separated parts, the subspaces of X corresponding to the separated parts also depend on $x$ holomorphically.

Comment and proof. To be precise, this theorem means the following. Let $T(\varkappa)$ be holomorphic in $\varkappa$ near $\varkappa=0$ and let $\Sigma(0)=\Sigma(T(0))$ be separated into two parts $\Sigma^{\prime}(0), \Sigma^{\prime \prime}(0)$ by a closed curve $\Gamma$ in the manner described in III-§ 6.4. Since $T(x)$ converges to $T(0)$ as $\varkappa \rightarrow 0$ in the generalized sense, it follows from Theorem IV-3.16 that $\Gamma \subset \mathrm{P}(x)$ $=\mathrm{P}(T(x))$ for sufficiently small $|x|$ and $\Sigma(x)=\Sigma(T(x))$ is likewise separated by $\Gamma$ into two parts $\Sigma^{\prime}(x), \Sigma^{\prime \prime}(x)$ with the associated decomposition $X=M^{\prime}(x) \oplus M^{\prime \prime}(x)$ of the space. The projection on $M^{\prime}(\varkappa)$ along

[^170]$M^{\prime \prime}(\boldsymbol{\chi})$ is given by
\[

$$
\begin{equation*}
P(x)=-\frac{1}{2 \pi i} \int_{\Gamma} R(\zeta, \chi) d \zeta \tag{1.3}
\end{equation*}
$$

\]

by IV-(3.11). Since $R(\zeta, x)$ is bounded-holomorphic in $\zeta$ and $x$ jointly by Theorem 1.3, it follows from (1.3) that $P(\varkappa)$ is bounded-holomorphic near $\varkappa=0$. This is what is meant by saying that the subspaces $\mathrm{M}^{\prime}(x)$, $M^{\prime \prime}(x)$ depend on $\varkappa$ holomorphically.

When $\Sigma(\varkappa)$ is separated as in Theorem 1.7, the eigenvalue problem for $T(x)$ is reduced to the eigenvalue problems for the parts of $T(x)$ in the two subspaces $M^{\prime}(x), M^{\prime \prime}(x)$. But it is somewhat inconvenient that these subspaces depend on $x$. This inconvenience can be avoided by the following device.

Since the projection $P(x)$ on $\mathrm{M}^{\prime}(x)$ is holomorphic in $x$, there exists a transformation function $U(x) \in \mathscr{B}(\mathrm{X})$ which is bounded-holomorphic together with its inverse $U(\varkappa)^{-1} \in \mathscr{B}(\mathrm{X})$ and which transforms $P(0)$ into $P(x)$ :

$$
\begin{equation*}
P(x)=U(x) P(0) U(x)^{-1} ; \tag{1.4}
\end{equation*}
$$

see II-§ 4.2, the results of which are valid in a Banach space X as well. Since $T(\varkappa)$ commutes with $P(\varkappa)$ (see III-§ 6.4), it follows that the operator

$$
\begin{equation*}
\check{T}(x)=U(x)^{-1} T(x) U(x) \tag{1.5}
\end{equation*}
$$

commutes with $P(0)$. Thus the pair $\mathrm{M}^{\prime}(0)=P(0) \mathrm{X}$ and $\mathrm{M}^{\prime \prime}(0)=(1-$ $-P(0)) \times$ decomposes $\check{T}(\varkappa)$ for all $\varkappa$. But the eigenvalue problem for the part of $T(x)$ in $\mathrm{M}^{\prime}(x)$ is equivalent to that for the part of $\check{Y}(x)$ in $\mathrm{M}^{\prime}(0)$, for the eigenvalues (if any) are the same for the two parts and the eigenprojections and eigennilpotents for them are related with each other through transformation by $U(x)$.

Let us describe this relationship in more detail under the assumption that $\Sigma^{\prime}(0)$ consists of a finite system of eigenvalues (III-§ 6.5). Then $M^{\prime}(0)$ is finite-dimensional and the same is true of $M^{\prime}(\varkappa)$ by (1.4). Let

$$
\begin{equation*}
\check{T}(x) \check{P}_{h}(x)=\lambda_{h}(x) \check{P}_{h}(x)+\check{D}_{h}(x), \quad h=1, \ldots, s, \tag{1.6}
\end{equation*}
$$

be the solution of the eigenvalue problem for the part of $\check{T}(x)$ in $\mathrm{M}^{\prime}(0)$, where

$$
\begin{align*}
& \check{P}_{h}(\varkappa) P(0)=P(0) \check{P}_{h}(\varkappa)=\check{P}_{h}(\varkappa), \\
& \check{D}_{h}(\varkappa) P(0)=P(0) \check{D}_{h}(\varkappa)=\check{D}_{h}(\varkappa) \tag{1.7}
\end{align*}
$$

[see I-(5.35)]. Then the solution for $T(x)$ in $\mathrm{M}^{\prime}(x)$ is given by

$$
\begin{equation*}
T(\varkappa) P_{h}(x)=\lambda_{h}(\varkappa) P_{h}(x)+D_{h}(\varkappa), \quad h=1, \ldots, s, \tag{1.8}
\end{equation*}
$$

with

$$
\begin{equation*}
P_{h}(x)=U(x) \check{P}_{h}(x) U(x)^{-1}, \quad D_{h}(x)=U(x) \check{D}_{h}(x) U(x)^{-1} . \tag{1.9}
\end{equation*}
$$

Now all the results of Chapter II on the analytic perturbation theory in a finite-dimensional space can be applied to the eigenvalue problem for $\check{T}(\boldsymbol{x})$ in the fixed subspace $M^{\prime}(0)$. In this way the study of a finite system of eigenvalues for $T(\varkappa)$ has been reduced to that of a problem in a finite-dimensional space. Note that the part of $\check{T}(\boldsymbol{\chi})$ in $M^{\prime}(0)$ is equal to the part in $\mathrm{M}^{\prime}(0)$ of the bounded-holomorphic function $\check{T}(\varkappa) P(0)$ $=U(x)^{-1} T(x) P(x) U(x) ; T(x) P(x)$ is bounded-holomorphic as is seen from III-(6.24).

Recalling the results of II-§ 1.8, we have thus proved
Theorem 1.8. ${ }^{1}$ If $T(x)$ is holomorphic in $x$ near $x=0$, any finite system of eigenvalues $\lambda_{h}(x)$ of $T(x)$ consists of branches of one or several analytic functions which have at most algebraic singularities near $x=0$. The same is true of the corresponding eigenprojections $P_{h}(\varkappa)$ and eigennilpotents $D_{h}(\varkappa)$.

More detailed properties of these functions can be read from the results of II-§ 1, all of which are valid as long as we are concerned with a finite system of eigenvalues.

As an application, let us prove some theorems on "nonlinear eigenvalue problems" ${ }^{2}$.

Theorem 1.9. Let $T(x)$ be a family of compact operators in X holomorphic for $\varkappa \in \mathrm{D}_{0}$. Call $\varkappa$ a singular point if 1 is ${ }^{3}$ an eigenvalue of $T(\varkappa)$. Then either ${ }^{4}$ all $x \in D_{0}$ are singular points or there are only a finite number of singular points in each compact subset of $\mathrm{D}_{0}$.

Proof. Let $x_{0} \in \mathrm{D}_{0}$. If $x_{0}$ is not singular, $1 \in \mathrm{P}\left(T\left(x_{0}\right)\right)$ since $T\left(x_{0}\right)$ is compact. Then $1 \in \mathrm{P}(T(x))$ for sufficiently small $\left|x-x_{0}\right|$, by Theorem 1.3. If $x_{0}$ is singular, 1 is an isolated eigenvalue of $T\left(x_{0}\right)$ with finite multiplicity (see III-§ 6.7). It follows from Theorem 1.8 that $T(\varkappa)$ has only a finite system of eigenvalues in some neighborhood of 1 if $\left|x-x_{0}\right|$ is small and that these eigenvalues have at most an algebraic singularity at $\boldsymbol{x}=\boldsymbol{x}_{0}$. If some of these eigenvalues are identically equal to 1 , all the $\boldsymbol{x}$ near $x_{0}$ are singular. Otherwise there is no singular point $\varkappa \neq x_{0}$ if $\left|x-x_{0}\right|$ is sufficiently small.

[^171]Summing up, for each $x_{0} \in D_{0}$ there is a neighborhood $D$ such that either every $x \in \mathrm{D}$ is singular or no $x \in \mathrm{D}$ is singular except $x_{0}$. The result follows immediately.

Theorem 1.10. Let $T(\varkappa) \in \mathscr{C}(\mathrm{X})$ be a holomorphic family for $x \in \mathrm{D}_{0}$ and let $T(\varkappa)$ have compact resolvent for each $\kappa$. Call $\varkappa$ a singular point if 0 is $^{1}$ an eigenvalue of $T(x)$. Then the same result holds as in Theorem 1.9.

Proof. For each $x_{0}$, there is a nonzero $\zeta_{0} \in \mathrm{P}\left(T\left(x_{0}\right)\right)$ and $\zeta_{0} R\left(\zeta_{0}, x\right)$ is compact and holomorphic in $\varkappa$ near $\varkappa_{0}$. A singular point $\varkappa$ is a singular point for the compact family $-\zeta_{0} R\left(\zeta_{0}, x\right)$ in the sense of Theorem 1.9. Hence the result follows at least in some neighborhood of $\boldsymbol{\varkappa}_{0}$. But since $x_{0} \in D_{0}$ is arbitrary, the same is true in the whole of $D_{0}$.

## 4. Remarks on infinite systems of eigenvalues

When an infinite number of eigenvalues of $T(x)$ are considered simultaneously, various complications arise ${ }^{2}$. To make the situation simpler, suppose that $T(x)$ has compact resolvent for each $\varkappa \in \mathrm{D}_{0}$. For convenience assume that $x=0$ belongs to $\mathrm{D}_{0}$. Then each eigenvalue $\lambda(0)$ of $T(0)$ is isolated with finite multiplicity and can be continued to one or several eigenvalues $\lambda(x)$ of $T(\varkappa)$, each of which is analytic in a certain domain $\mathrm{D}^{\prime} \subset \mathrm{D}_{\mathbf{0}}$. $\mathrm{D}^{\prime}$ may be large for some $\lambda(\kappa)$ and small for others. Furthermore, these $\lambda(x)$ need not exhaust all the eigenvalues of $T(x)$, no matter how small $|x|$ is. In an extreme case $T(0)$ may have no eigenvalue at all (empty spectrum) while $T(x)$ for $\varkappa \neq 0$ has an infinite number of eigenvalues. Thus it is in general impossible to speak of "the set of all eigenvalues of $T(x)$ as analytic functions of $x$."

Example 1.11. Consider the family $T(x)$ of Example 1.5. Here $T(x)$ is holomorphic in the whole extended complex plane and has compact resolvent. For a fixed $\varkappa$, the eigenvalues of $T(x)$ are given as the zeros of the entire function

$$
\zeta^{-1 / 2} \sin \zeta^{1 / 2}-x \cos \zeta^{1 / 2}
$$

that appears in V -(4.16) as the denominator of the (ireen function. The eigenvalues for $\boldsymbol{\varkappa}=0$ are $\lambda_{n}=n^{2} \pi^{2}, n=1,2, \ldots$ and the associated eigenfunctions $\sqrt{2} \sin n \pi x$ form a complete orthonormal family in $H=L^{2}(0,1)$. Since each of these eigenvalues is simple, the corresponding eigenvalue $\lambda_{n}(x)$ of $T(x)$ is holomorphic in a neighborhood of $x=0$. For real $x$, it is evident from Fig. 1 (see p. 292) that $\lambda_{n}(x)-\lambda_{n}$ grows with $n$ for fixed $\varkappa$, suggesting that the convergence of the power series of $\lambda_{n}(x)$ becomes worse with increasing $n$.

There is another peculiarity in this example. It is easily verified that the $\lambda_{n}(x)$ are the only eigenvalues of $T(x)$ for $x \leqq 0$, but another eigenvalue $\lambda_{0}(x)$ exists for $x>0$. If $0<x<1, \lambda_{0}(x)$ is given by $\lambda_{0}(x)=-\varrho(x)^{2}$ where $\varrho(x)$ is determined as the unique positive root of the equation $\tanh \varrho=\varkappa \varrho . \lambda_{0}(x)$ is holomorphic on and

[^172]near the positive real axis, and $\lambda_{0}(x) \rightarrow-\infty$ when $\varkappa \searrow 0$; it cannot be continued to $x<0$ as long as $x$ is confined to a real neighborhood of $x=0^{1}$.

If complex values of $x$ are considered, it turns out that all the $\lambda_{n}(x)$, including $n=0$, have analytic continuations and constitute a single analytic function $\lambda(x)$, which is exactly the inverse function of the meromorphic function $\zeta^{-1 / 2} \tan \zeta^{1 / 2}$. This analytic function $\lambda(x)$ behaves in a very complicated way near $\varkappa=0$; there are branch points which accumulate at $\varkappa=0$. This explains the absence of the graph of $\lambda_{0}(x)$ for $\varkappa<0$; within any neighborhood of $\varkappa=0$, it is possible to go from the branch $\lambda_{0}(x)$ to any $\lambda_{n}(x)$ with sufficiently large $n$ by circling around an appropriate branch point.

The convergence radii of the series expansion of the $\lambda_{n}(x)$ could be determined if these branch points were computed.

Example 1.12. As a simpler example than the preceding one, consider the first order differential operator $T(x)=-i d / d x, 0 \leqq x \leqq 1$, with the boundary condition $(1+i \varkappa) u(0)=(1-i \varkappa) u(1)$. As in the preceding example, it is easily seen that $T(x)$ is holomorphic for all complex $x$ including $x=\infty$. The eigenvalues of $T(x)$ are

$$
\begin{equation*}
\lambda_{n}(x)=2 \arctan x+2 n \pi, n=0, \pm 1, \pm 2, \ldots \tag{1.10}
\end{equation*}
$$

$T(\varkappa)$ is selfadjoint for real $\varkappa$ if considered in the Hilbert space $L^{2}(0,1)$, and the eigenvalues $\lambda_{n}(x)$ are real for real $\varkappa$. It is seen from (1.10) that the Taylor series for each $\lambda_{n}(x)$ has the convergence radius 1 . If $x$ is unrestricted, all the $\lambda_{n}(x)$ form a single analytic function $2 \arctan \varkappa$, which has logarithmic singularities at $x= \pm i$.

It is instructive to inquire what these singularities mean with respect to $T(x)$. The answer is that $T( \pm i)$ have no eigenvalues at all: their spectra are empty. If $T(i)$ is regarded as the unperturbed operator with the perturbation parameter $\varkappa^{\prime}=\varkappa-i$, there is no perturbation series for $T(\varkappa)=T\left(i+\varkappa^{\prime}\right)$ to be considered (hence there is no contradiction to the general result that the perturbation series for simple eigenvalues are convergent Taylor series).

Remark 1.13. In the above examples, $T(x)$ is holomorphic but $\mathrm{D}(T(x))$ varies with $x$. Better behavior may be expected of the eigenvalues in the case where $T(x)$ has a constant domain. We shall discuss this question later (see §§ 3.5, 4.7).

## 5. Perturbation series

The formal series in powers of $\varkappa$ for the eigenvalues etc. of $T(x)$ in a finite system, as considered in par. 3, can be obtained by the method of II-§§ 2, 3 applied to the operator

$$
\begin{equation*}
T_{r}(\varkappa)=T(\varkappa) P(\varkappa)=T_{r}+\varkappa T_{r}^{(1)}+\varkappa^{2} T_{r}^{(2)}+\cdots, \tag{1.11}
\end{equation*}
$$

which is bounded-holomorphic in $\varkappa$. The following remarks should be added.

[^173]a) The transformation function $U(x)$ used in par. 3 need not be introduced explicitly; it suffices to apply the results of II-§§ 2, 3 directly to (1.11).
b) If one is interested only in the $\lambda$-group eigenvalues (see II-§ 1.2), where $\lambda$ is an isolated eigenvalue of $T=T(0)$, it is convenient to choose as $\Gamma$ a circle enclosing the single eigenvalue $\lambda$ of $T$; then $P(\varkappa)$ coincides with the $P(x)$ of II-§§ 2, 3. It should be noted that the series II-(2.1) is now meaningless because $T(\varkappa)$ need not be bounded-holomorphic. Thus the coefficients $T^{(n)}$ should be replaced by the coefficients of (1.11). For the operator $S$ [see II-(2.11)], the $S$ given by III-(6.31) should be used. The definition of $P_{j}^{(1)}, S_{j}^{(1)}$ etc. is exactly as before.
c) The traces of various operators, for instance $\operatorname{tr} T(x) P(\varkappa)$ used in II-(2.5), are also defined in the present case and obey the rules of calculation with the trace. This is due to the fact that at least one factor in each expression under the trace sign is a degenerate operator in the present situation, whereas the remaining factors belong to $\mathscr{B}(\mathrm{X})$ (see the theory of trace given in III-§ 4.3). For example, the operators $P(x), P, D, P_{j}^{(1)}$, $S_{j}^{(1)}$ are all degenerate with rank $\leqq m, m$ being the multiplicity of $\lambda$. Moreover, the coefficients $T_{r}^{(n)}$ of (1.11), which should replace the $T^{(n)}$ of the finite-dimensional case according to the remark above, are also degenerate; this follows from Lemma II-2.12, for $T_{r}(\varkappa)=T_{r}(\varkappa) P(\varkappa)$ where $T_{r}(\varkappa)$ is bounded-holomorphic and $P=P(0)$ is degenerate.

## 6. A holomorphic family related to a degenerate perturbation

Let $T(x) \in \mathscr{C}(\mathrm{X})$ be defined for $\varkappa$ near $\varkappa=0$ and suppose that there are two operators $T_{0}, T^{0}$ in $\mathscr{C}(\mathrm{X})$ such that

$$
\begin{equation*}
T_{0} \subset T(x) \subset T^{0},\left[T(\varkappa) / T_{0}\right]=\left[T^{0} / T(\varkappa)\right]=m<\infty . \tag{1.12}
\end{equation*}
$$

In other words, $T(x)$ is an extension of finite order $m$ of a fixed "minimal operator" $T_{0}$ and at the same time a restriction of order $m$ of a fixed "maximal operator" $T^{0}$. (Such a situation occurs very often with ordinary differential operators, as will be seen from Example 1.15 below.) Furthermore, we assume that the resolvents $R(\zeta, \varkappa)=(T(x)-\zeta)^{-1}$ exist for some $\zeta$ for all $x$.

We now ask under what conditions $T(x)$ is holomorphic in $\varkappa$. To answer this question, we first note that

$$
\begin{equation*}
A(\zeta, x)=R(\zeta, \varkappa)-R(\zeta, 0) \tag{1.13}
\end{equation*}
$$

is degenerate and can be expressed as

$$
\begin{equation*}
A(\zeta, x) u=\sum_{j, k=1}^{m} a_{j k}(\zeta, x)\left(u, f_{j}\right) w_{k} \tag{1.14}
\end{equation*}
$$

where $w_{k}, k=1, \ldots, m$, form a fixed basis of $\mathrm{N}\left(T^{0}-\zeta\right)$ and $f_{j}, j=1$, $\ldots, m$, form a fixed basis of $\mathrm{R}\left(T_{0}-\zeta\right)^{\perp}$ (see Lemma III-6.36).

Let $u_{j}, j=1, \ldots, m$, be $m$ vectors of X linearly independent modulo $\mathrm{R}\left(T_{0}-\zeta\right)$ and constituting a biorthogonal set with $\left\{f_{j}\right\}$. On setting $u=u_{j}$ in (1.14) and substituting (1.13), we obtain

$$
\begin{equation*}
R(\zeta, x) u_{j}-R(\zeta, 0) u_{j}=\sum_{k=1}^{m} a_{j k}(\zeta, x) w_{k} . \tag{1.15}
\end{equation*}
$$

Let $e_{j}, j=1, \ldots, m$, be any $m$ linearly independent linear forms defined on $\mathrm{D}\left(T^{0}\right)$ such that $\operatorname{det}\left(e_{i}\left[w_{k}\right]\right) \neq 0$. Application of $e_{i}$ to (1.15) gives

$$
\begin{gather*}
e_{i}\left[R(\zeta, x) u_{j}\right]-e_{i}\left[R(\zeta, 0) u_{j}\right]=\sum_{k=1}^{m} a_{j k}(\zeta, x) e_{i}\left[w_{k}\right]  \tag{1.16}\\
i, j=1, \ldots, m .
\end{gather*}
$$

(1.16) determines the coefficients $a_{j k}(\zeta, x)$, so that these coefficients are holomorphic in $x$ if

$$
\begin{equation*}
e_{i}\left[R(\zeta, x) u_{j}\right], \quad i, j=1, \ldots, m, \tag{1.17}
\end{equation*}
$$

are holomorphic in $\varkappa$. Returning to (1.14) and then to (1.13), we see that $R(\zeta, x)$ is then holomorphic in $x$. Thus we have proved

Theorem 1.14. Under the above assumptions, $T(x)$ is holomorphic if the $m^{2}$ functions (1.17) are holomorphic in $x$.

Example 1.15. Consider the ordinary differential operator

$$
\begin{equation*}
L u=p_{0}(x) u^{\prime \prime}+p_{1}(x) u^{\prime}+p_{2}(x) u \tag{1.18}
\end{equation*}
$$

on a finite interval $(a, b)$, with the boundary condition

$$
\begin{equation*}
u^{\prime}(a)-h_{a} u(a)=0, u^{\prime}(b)+h_{b} u(b)=0 \tag{1.19}
\end{equation*}
$$

Suppose that $h_{a}$ and $h_{b}$ are holomorphic functions of $\varkappa$. Then the operators $T(x)$ defined from $L$ in $X=L^{p}(a, b)$ or $\mathrm{X}=\mathrm{C}[a, b]$ with the boundary condition (1.19) (as the $T_{3}$ of III-§ 2.3) form a holomorphic family. To see this we can apply Theorem 1.14 with the "minimal" operator $T_{0}$ and the "maximal" operator $T^{0}=T$ (see III-§ 2.3). Here $m=2$, and $w_{k} \in \mathrm{~N}(T-\zeta)$ and $f_{j} \in \mathrm{R}\left(T_{0}-\zeta\right) \perp=\mathrm{N}\left(T_{0}^{*}-\zeta\right)$ may be any two linearly independent solutions of the equation $(L-\zeta) w=0$ and the formal adjoint equation $(M-\bar{\xi}) f=0$, respectively. As the linear forms $e_{i}$ we may choose, for example, $e_{i}\left[w_{k}\right]=w_{k}\left(c_{i}\right)$, where $c_{1}, c_{2}$ are any two points of (a,b) such that $\operatorname{det}\left(w_{k}\left(c_{i}\right)\right) \neq 0$. Then the functions (1.17) are holomorphic and Theorem 1.14 is applicable. In fact, for any $u \in \mathrm{X}, v=R(\zeta, x) u$ is the unique solution of $(L-\zeta) v=u$ under the boundary condition (1.19), and it is easily seen that $v(x)$ for any fixed $x$ is a holomorphic function of $\varkappa$ if $h_{a}, h_{b}$ are holomorphic in $\varkappa$, unless $\zeta$ happens to be one of the eigenvalues of $T(x)$.

In this way we see that a boundary condition holomorphic in the parameter gives rise to a holomorphic family of operators. It should be remarked that under "holomorphic" boundary conditions, we may even allow conditions of the form

$$
\begin{equation*}
l_{a} u^{\prime}(a)-h_{a} u(a)=0, \quad l_{b} u^{\prime}(b)+h_{b} u(b)=0 \tag{1.20}
\end{equation*}
$$

where $l_{a}, h_{a}, l_{b}, h_{b}$ are holomorphic in $\varkappa$ with nonvanishing determinant. This implies that, in the original form (1.19) of the boundary condition, $h_{a}(x)$ and $h_{b}(x)$ may take the value $\infty$. This is the case if, for example, $h_{a}, h_{b}$ are linear in $\varkappa$. Thus it is possible that $T(x)$ is holomorphic for all $\varkappa$ of the complex plane including $\varkappa=\infty$ (cf. Examples 1.4, 1.5).

## § 2. Holomorphic families of type (A)

## 1. Definition

An important special case of a holomorphic family $T(x)$ of operators is furnished by what we shall call a holomorphic family of type (A) ${ }^{\mathbf{1}}$. A family $T(x) \in \mathscr{C}(\mathrm{X}, \mathrm{Y})$, defined for $\varkappa$ in a domain $\mathrm{D}_{0}$ of the complex plane, is said to be holomorphic of type (A) if i) $\mathrm{D}(T(x))=\mathrm{D}$ is independent of $x$ and ii) $T(x) u$ is holomorphic for $x \in \mathrm{D}_{0}$ for every $u \in \mathrm{D}$.

In this case $T(x) u$ has a Taylor expansion at each $x \in \mathrm{D}_{0}$. If, for example, $x=0$ belongs to $\mathrm{D}_{0}$, we can write

$$
\begin{equation*}
T(\varkappa) u=T u+\varkappa T^{(1)} u+\varkappa^{2} T^{(2)} u+\cdots, \quad u \in \mathrm{D}, \tag{2.1}
\end{equation*}
$$

which converges in a disk $|x|<r$ independent of $u . T=T(0)$ and the $T^{(n)}$ are linear operators from X to Y with domain D [their linearity follows from the uniqueness of the expansion (2.1) and the linearity of $T(x)]$.

That a holomorphic family $T(x)$ of type (A) is actually holomorphic in the sense of $\S 1.2$ can be seen as follows. Fix an arbitrary point of $D_{0}$, which may be assumed to be $x=0$ without loss of generality. Since $T=T(0)$ is closed, $\mathrm{D}=\mathrm{D}(T)$ is converted into a Banach space Z by introducing the new norm $\|u\|\|=\| u\|+\| T u \|$ (see Remark IV-1.4). Denote by $U$ the operator that sends each $u \in \mathbf{Z}$ to $u \in \mathbf{X} ; U$ is bounded since $\|u\| \leqq\|u\| \|$. Each $T(\boldsymbol{x})$ may be regarded as an operator from $\mathbf{Z}$ into Y ; when thus interpreted it will be denoted by $V(x)$. The closedness of $T(x)$ implies the same of $V(x)$ in virtue of $\|u\| \leqq\|u\|$. But since $V(x)$ is defined everywhere on $\mathbf{Z}, V(x)$ is bounded and belongs to $\mathscr{B}(\mathbf{Z}, \mathbf{Y})$ (Theorem III-5.20). Since $V(x) u=T(x) u$ is holomorphic for each $u \in \mathbf{Z}, V(\varkappa)$ is bounded-holomorphic (see Theorem III-3.12). Since $U$ maps $\mathbf{Z}$ onto D one to one and $T(x) U=V(x)$, this proves that $T(x)$ is holomorphic.

Incidentally, that $V(x)$ is bounded-holomorphic implies that $(\|u\|+$ $\left.+\left\|V\left(x_{1}\right) u\right\|\right) /\left(\|u\|+\left\|V\left(x_{2}\right) u\right\|\right)$ is bounded when $x_{1}$ and $x_{2}$ vary over a

[^174]compact subset D of $\mathrm{D}_{0}$ and $u$ varies over Z . Since $V(x) u=T(x) u$, we have
\[

$$
\begin{equation*}
\left(\|u\|+\left\|T\left(x_{1}\right) u\right\|\right) /\left(\|u\|+\left\|T\left(\varkappa_{2}\right) u\right\|\right) \leqq M, \varkappa_{1}, x_{2} \in \mathrm{D}, u \in \mathrm{D} . \tag{2.2}
\end{equation*}
$$

\]

Furthermore we have $T^{\prime}(x) u=V^{\prime}(x) u$, where the operator $T^{\prime}(x)$ with domain D is defined by $T^{\prime}(x) u=d T(x) u / d x$. But since $\left\|V^{\prime}(x) u\right\| /(\|u\|+$ $+\|V(x) u\|)$ is bounded for $x \in \mathrm{D}$ and $u \in \mathbf{Z}$, we have an inequality of the form

$$
\begin{equation*}
\left\|T^{\prime}(x) u\right\| \leqq a^{\prime}\|u\|+b^{\prime}\|T(x) u\|, \quad x \in \mathrm{D}, \quad u \in \mathrm{D} . \tag{2.3}
\end{equation*}
$$

Note, however, that $T^{\prime}(\varkappa)$ (with domain D ) may not be closed; hence it need not be a holomorphic family.

Similarly it can be shown that, for any $\varepsilon>0$, there is a $\delta>0$ such that

$$
\begin{equation*}
\left\|T\left(\varkappa_{1}\right) u-T\left(\varkappa_{2}\right) u\right\| \leqq \varepsilon(\|u\|+\|T(x) u\|), \quad\left|x_{1}-x_{2}\right|<\delta, \tag{2.4}
\end{equation*}
$$

as long as $x_{1}, x_{2}$ and $x$ belong to D . These results may be expressed roughly by saying that any $T(x)$ is relatively bounded with respect to any other and $T(\varkappa)$ is relatively continuous.

Example 2.1. In what follows we shall encounter many holomorphic families of type (A). Here we give an almost trivial example. Let $T \in \mathscr{C}(X)$ and let $T(\varkappa)=\varkappa T . T(x)$ is holomorphic of type (A) for $\varkappa \neq 0$. In general $\varkappa=0$ must be excluded, for the operator 0 with domain $\mathrm{D}(T)$ is not closed if $T$ is unbounded. [The exclusion of $x=0$ might have been unnecessary if we did not require the closedness of $T(x)$ in the definition of a holomorphic family, but it is convenient for many purposes to admit only closed $T(x)$.]

Furthermore, $T(x)=x T$ cannot be made holomorphic [to say nothing of type (A)] including $x=0$ by defining $T(0)=0$ (with domain X ). $T(0)$ is then indeed closed, but it is easy to see that the resolvent $R(\zeta, x)=(T(x)-\zeta)^{-1}$ is not bounded-holomorphic at $\varkappa=0$ for any $\zeta \neq 0$ [even when there exists a $\zeta \neq 0$ belonging to $\mathrm{P}(T(x))$ for all $\varkappa$ near $x=0$ ]. In view of Theorem 1.3, $T(x)$ cannot be holomorphic.

Remark 2.2. The question is open whether or not a holomorphic family $T(x)$ with constant domain is necessarily of type (A) ${ }^{1}$. But this is true under a slight additional condition; namely we have

Theorem 2.3. Let $T(x) \in \mathscr{C}(\mathrm{X})$ be holomorphic near $\varkappa=0$ and have constant domain $\mathrm{D}=\mathrm{D}(T(x))$. Furthermore, assume that $T(0)$ has nonempty resolvent set, that $T(0)$ and $T(0)^{*}$ are densely defined (in X and $\mathrm{X}^{*}$, respectively) and that $T(0) R(\zeta, x)$ is uniformly bounded near $x=0$ for some fixed $\zeta \in \mathrm{P}(T(0))$. Then $T(\varkappa)$ is of type (A) near $\varkappa=0$.

[^175]Proof. Before giving the proof, we note that $\mathrm{D}(T(0))=\mathrm{D}(T(x))$ already implies that $T(0) R(\zeta, x)$ and $T(x) R(\zeta, 0)$ belong to $\mathscr{B}(\mathrm{X})$ (see Problem III-5.22). The essential assumption is that $T(0) R(\zeta, x)$ be uniformly bounded near $x=0$.

For the proof we may assume $\zeta=0$ for simplicity. Then $R(0, x)$ is bounded-holomorphic by Theorem 1.3. Hence $\phi(\varkappa ; f)=(T(0) R(0, \varkappa) u, f)$ $=\left(R(0, x) u, T(0)^{*} f\right)$ is holomorphic near $x=0$ for each $u \in \mathrm{X}$ and $f \in \mathrm{D}\left(T(0)^{*}\right) \equiv \mathrm{D}^{*} \in \mathrm{X}^{*}$. Since $\mathrm{D}^{*}$ is dense and $\|T(0) R(0, x)\|$ is bounded in $x$ by hypothesis, it follows from Theorem III-3.12 and a remark following it that $T(0) R(0, x)$ is bounded-holomorphic. Hence the same is true of the inverse $(T(0) R(0, x))^{-1}=T(x) R(0,0)$ (see the remark at the end of $\S 1.1$ ). This implies that $T(x) u$ is holomorphic for every $u \in \mathrm{D}(T(0))$.

A holomorphic family of type (A) has many properties not shared by general holomorphic families, as we shall see in the course of the following sections. Here we note

Theorem 2.4. Let $T(x) \in \mathscr{C}(\mathrm{X})$ be holomorphic of type (A) and have nonempty resolvent set for each $\kappa$. Then $T(\varkappa)$ has compact resolvent either for all $\varkappa$ or for no $x$.

Proof. Let $\mathrm{D}^{\prime}$ be the set of all $\varkappa$ such that $T(\varkappa)$ has compact resolvent; we have to show that $D^{\prime}$ is open and closed relative to $D_{0}$, the domain of definition of the family $T(x)$. That $\mathrm{D}^{\prime}$ is open follows from Theorem IV-3.17, for $T\left(x_{2}\right)$ is relatively bounded with respect to $T\left(x_{1}\right)$ if $\left|x_{2}-x_{1}\right|$ is sufficiently small [see (2.4)]. On the other hand, Theorem IV-2.26 shows that $\mathrm{D}^{\prime}$ is closed relative to $\mathrm{D}_{0}$ [here $T(x)$ need not be of type (A)].

Example 2.5. An example opposite, in a certain sense, to Example 2.1 is furnished by a family $T(x)=(U+x)^{-1}$, where $U \in \mathscr{B}(X)$ is quasi-nilpotent but invertible. Then $\mathrm{D}(T(x))=\mathrm{X}$ for $\varkappa \neq 0$ while $\mathrm{D}(T(0))=\mathrm{R}(U)$ is a proper subset of $\mathrm{X} . T(x)$ is holomorphic of type (A) for $\varkappa \neq 0$; in fact it is even bounded-holomorphic. It is interesting to note that $T(x)$ is holomorphic even when $\varkappa=0$ is included, though it is no longer of type (A). This is verified by writing $T(x) U(x)=1, U(x)=U+x$.

Suppose now that $U$ is in addition compact. Then $T(0)=U^{-1}$ has compact resolvent, for $T(0)^{-1}=U$ is compact. But $T(\varkappa)$ does not possess this property if $\varkappa \neq 0$. This remark shows that Theorem 2.4 is not true for a general holomorphic family $T(x)$.

## 2. A criterion for type (A)

Theorem 2.6. ${ }^{1}$ Let $T$ be a closable operator from X to Y with $\mathrm{D}(T)=\mathrm{D}$. Let $T^{(n)}, n=1,2, \ldots$, be operators from X to Y with domains containing D , and let there be constants $a, b, c \geqq 0$ such that

$$
\begin{equation*}
\left\|T^{(n)} u\right\| \leqq c^{n-1}(a\|u\|+b\|T u\|), \quad u \in \mathrm{D}, n=1,2, \ldots . \tag{2.5}
\end{equation*}
$$

[^176]Then the series (2.1) defines an operator $T(x)$ with domain D for $|x|<1 / c$. If $|x|<(b+c)^{-1}, T(x)$ is closable and the closures $\widetilde{T}(x)$ for such $x$ form a holomorphic family of type (A).

Remark 2.7. The form of the condition (2.5) is so chosen as to be particularly convenient when $T^{(2)}=T^{(3)}=\cdots=0$. In this case we can choose $c=0$ if

$$
\begin{equation*}
\left\|T^{(\mathbf{1})} u\right\| \leqq a\|u\|+b\|T u\|, \quad u \in \mathrm{D} . \tag{2.6}
\end{equation*}
$$

Note also that the required constants $a, b, c$ exist if the series (2.1) is finite and the $T^{(n)}$ are $T$-bounded (see IV-§ 1.1).

Proof of Theorem 2.6. $T(x)$ is well defined by (2.1) if $|x|<c^{-1}$, for

$$
\begin{aligned}
& \left\|\varkappa^{n} T^{(n)} u+\cdots+\varkappa^{n+p} T^{(n+p)} u\right\| \leqq \\
& \\
& \leqq\left(c^{n-1}|\chi|^{n}+\cdots+c^{n+p-1}|x|^{n+p}\right)(a\|u\|+b\|T u\|) \leqq \\
& \quad \leqq c^{n-1}|x|^{n}(1-c|\varkappa|)^{-1}(a\|u\|+b\|T u\|) \rightarrow 0, \quad n \rightarrow \infty,
\end{aligned}
$$

and the series on the right of (2.1) converges.
If we write (2.1) in the form $T(x) u=T u+A(x) u$, it follows from the above inequality that

$$
\begin{equation*}
\|A(x) u\| \leqq|x|(1-c|x|)^{-1}(a\|u\|+b\|T u\|), \quad u \in \mathrm{D} . \tag{2.7}
\end{equation*}
$$

Thus $A(x)$ is $T$-bounded with $T$-bound not exceeding $b|x|(1-c|x|)^{-1}$, which is smaller than 1 if $|x|<(b+c)^{-1}$. It follows from Theorem IV-1.1 that $T(x)$ is closable for such $\varkappa$. Incidentally we note the following inequality, which follows from IV-(1.3):

$$
\begin{equation*}
a\|u\|+b\|T u\| \leqq(1-c|x|)(1-(b+c)|x|)^{-1}(a\|u\|+b\|T(x) u\|) . \tag{2.8}
\end{equation*}
$$

Let $\widetilde{T}$ be the closure of $T$, with domain $\tilde{\mathrm{D}}>\mathrm{D}$. $\tilde{\mathrm{D}}$ is converted into a Banach space $\mathbf{Z}$ by introducing the norm $\|u\|=(a+\varepsilon)\|u\|+b\|T u\|$, where $\varepsilon>0$. That $\tilde{T}$ is the closure of $T$ implies that D is dense in $\mathbf{Z}$. Let $V^{(n)}$ be the operator $T^{(n)}$ regarded as an operator from $\mathbf{Z}$ to $\mathrm{Y} ; V^{(n)}$ is densely defined and $\left\|V^{(n)} u\right\| \leqq c^{n-1}\|u\|$. Hence $V^{(n)}$ has closure $\tilde{V}^{(n)} \in \mathscr{B}(\mathrm{Z}, \mathrm{Y})$ with $\left\|\tilde{V}^{(n)}\right\| \leqq c^{n-1}$. If we denote by $V(x)$ and $V$ the $T(x)$ and $T$, respectively, as operators from $Z$ to $Y$, we have

$$
\begin{equation*}
V(x)=V+x V^{(1)}+x^{2} V^{(2)}+\cdots, \tag{2.9}
\end{equation*}
$$

and $V(x)$ obviously has the closure $\tilde{V}(x)$ obtained by replacing $V$ and the $V^{(n)}$ by $\widetilde{V}$ and the $\tilde{V}^{(n)}$ on the right of (2.9). Thus $\widetilde{T}(x) u=\widetilde{V}(x) u$ is holomorphic for each $u \in \tilde{\mathrm{D}}$ if $|\chi|<(b+c)^{-\mathbf{1}}$.

Remark 2.8. The inequalities (2.5) are also necessary for $T(x)$ to be holomorphic of type (A), in the following sense. If $T(x)$ is holomorphic of type (A) in a neighborhood of $\varkappa=0$, we have the expansion (2.1) with
the coefficients $T^{(n)}$ satisfying (2.5). This follows from the fact that the $V(x)$ used above is bounded-holomorphic near $x=0$ and, consequently, developable into a power series of the form (2.9). Then we have $\left\|V^{(n)}\right\| \leqq$ $\leqq M r^{-n}$ where $r$ is any positive number smaller than the convergence radius of this series (Cauchy's inequality). Hence $\left\|T^{(n)} u\right\|=\left\|V^{(n)} u\right\| \leqq$ $\leqq M r^{-n}\|u\|$, which is equivalent to (2.5).

## 3. Remarks on holomorphic families of type (A)

The results concerning a holomorphic family $T(\varkappa)$ of operators are simplified and become more explicit when $T(\varkappa)$ is of type (A). Here we collect such results in a series of remarks.

Remark 2.9. Suppose the spectrum $\Sigma=\Sigma(T)$ of $T$ is separated into two parts by a closed curve $\Gamma$. Then $\Sigma(x)=\Sigma(T(x))$ is likewise separated by $\Gamma$ for sufficiently small $x$ by Theorem 1.7. Here we can estimate how small $|x|$ should be. According to Theorem IV-3.18, it suffices that IV-(3.14) be satisfied for all $\zeta \in \Gamma$, with the constants $a, b$ replaced by $a|x|(1-c|x|)^{-1}, b|x|(1-c|x|)^{-1}$ in view of (2.7). This means that separation of the spectrum occurs at least if

$$
\begin{equation*}
|x|<r_{0} \equiv \min _{\zeta \in \Gamma}(a\|R(\zeta, T)\|+b\|T R(\zeta, T)\|+c)^{-1} \tag{2.10}
\end{equation*}
$$

Then the projection $P(\varkappa)$ given by (1.3) is holomorphic in $\varkappa$. If the part of $\Sigma$ inside $\Gamma$ is a finite system of eigenvalues, it follows that the eigenvalues, eigenprojections and eigennilpotents of $T(\varkappa)$ in question are analytic for (2.10) with only algebraic singularities (see § 1.3).

Remark 2.10. The existence of the formal power series for $T(\varkappa)$, which did not occur in the case of a general holomorphic family, makes it possible to take over directly the results of II-§§ 1,2 without replacing $T^{(n)}$ by $T_{r}^{(n)}$ (see § 1.5). This is due to the fact that II-(1.13) is valid in spite of the unboundedness of the $T^{(n)}$; in fact, these operators appear in the formulas there only in such combinations as $T^{(n)} R(\zeta), T^{(n)} S$, $T^{(n)} P, T^{(n)} D=T^{(n)} P D$ which all belong to $\mathscr{B}(\mathrm{X})$ (by Problem III-5.22). In this way we see that all formulas of II-§§ 1,2 are valid in the present case.

There is one important point to be noticed, however. The use of the trace in a formula such as II-(2.28) is not justified here, for the operators that appear under the trace sign are in general not degenerate. Nevertheless the final result II-(2.29) (or similar formulas that follow) is true, in which all operators under the trace sign are degenerate because they contain at least one factor $P$. This is easily seen by calculating the integral explicitly in the fashion of II-(2.18); then it becomes a polynomial in operators of $\mathscr{B}(\mathrm{X})$ each term of which contains, as just mentioned, at least one degenerate factor. When one takes the trace of such a
monomial, the order of the factors can be changed cyclically. As is easily verified, this amounts to the validity of II-(2.30).

Remark 2.11. For applications it is often convenient to generalize (2.5) to ${ }^{1}$

$$
\begin{equation*}
\left\|T^{(n)} u\right\| \leqq c^{n-1} \chi(\|u\|,\|T u\|), \quad u \in \mathrm{D}, \quad n=1,2, \ldots . \tag{2.11}
\end{equation*}
$$

Here $\chi(s, t)$ is a nonnegative function of two variables $s, t \geqq 0$ with the following properties: i) $\chi(s, t)$ is positive-homogeneous of order 1: $\chi(k s, k t)=k \chi(s, t)$ for $k>0$; ii) $\chi(s, t)$ is monotonically increasing in $s$, $t: \chi(s, t) \leqq \chi\left(s^{\prime}, t^{\prime}\right)$ for $0 \leqq s \leqq s^{\prime}, 0 \leqq t \leqq t^{\prime}$. We can now generalize Theorem 2.6 by replacing (2.5) by (2.11), the conclusion being that $\widetilde{T}(x)$ is holomorphic of type (A) for $|\chi|<(\chi(+0,1)+c)^{-1}$. Also (2.10) should be replaced by

$$
\begin{equation*}
r_{0} \equiv \min _{\zeta \in \Gamma}(\chi(\|R(\zeta, T)\|,\|T R(\zeta, T)\|)+c)^{-1} \tag{2.12}
\end{equation*}
$$

Examples of the function $\chi(s, t)$ are:

$$
\begin{equation*}
a s+b t, \quad a(s t)^{1 / 2}, \quad\left(a s^{2}+b t^{2}\right)^{1 / 2} \tag{2.13}
\end{equation*}
$$

It should be noticed that (2.11) actually implies (2.5) with appropriate constants $a, b$. The point is that by strengthening the assumption, the conclusions are also strengthened.

Example 2.12. Consider the formal differential operator

$$
\begin{equation*}
L(x) u=p_{0}(x, x) u^{\prime \prime}+p_{1}(x, x) u^{\prime}+p_{2}(x, x) u \tag{2.14}
\end{equation*}
$$

on a finite interval $[a, b]$, in which the coefficients $p_{j}(x, x)$ are assumed to be holomorphic in $x$ near $x=0$ (uniformly with respect to $x$ ) and real-valued for real $x$, with appropriate continuity properties with respect to $x$. Furthermore, let $-p_{0}(x, x) \geqq \delta>0$ for real $x$. Let $T(x)$ be the operator in $\mathrm{X}=\mathrm{C}[a, b]$ or $\mathrm{X}=\mathrm{L}^{p}(a, b)$ constructed from $L(x)$ as the $T_{1}$ of III- $\S 2.3$ [boundary condition $u(a)$ $=u(b)=0] . T(x)$ satisfies the assumptions of Theorem 2.6. In fact $T(x)$ can be written in the form (2.1) with $T^{(n)} u=L^{(n)} u\left(T=T^{(0)}\right)$ with the same boundary condition as above, where

$$
\begin{equation*}
L^{(n)} u=p_{0}^{(n)}(x) u^{\prime \prime}+p_{1}^{(n)}(x) u^{\prime}+p_{2}^{(n)}(x) u \tag{2.15}
\end{equation*}
$$

and the $p_{j}^{(n)}(x)$ are the coefficients of $x^{n}$ in the Taylor expansion of $p_{j}(x, x)$. Since these coefficients satisfy inequalities of the form $\left|p_{j}^{(n)}(x)\right| \leqq K N^{n}$, the inequalities (2.5) follow from IV-(1.27). Recalling that the spectrum of $T=T(0)$ consists of isolated eigenvalues of multiplicity one (see Example III-6.20), we see from Theorem 2.6 that these eigenvalues are lrolomorphic in $\varkappa$ near $\varkappa=0$ together with the associated eigenprojections.

Example 2.13. Consider the Schrödinger operator

$$
\begin{equation*}
L(x) u=-\Delta u+q(x) u+\varkappa q^{(1)}(x) u \tag{2.16}
\end{equation*}
$$

in $\mathrm{R}^{3}$. Assume that the potential $q(x)$ is real-valued and can be written in the form $q=q_{0}+q_{1}$ where $q_{1} \in \mathrm{~L}^{2}\left(\mathrm{R}^{3}\right)$ and $q_{0}$ is bounded. Then there is a selfadjoint restriction $H$ of $L(0)$ [acting in $\mathbf{H}=\mathbf{L}^{\mathbf{2}}\left(\mathbf{R}^{\mathbf{3}}\right)$ ] which is defined as the closure of the

[^177]minimal operator (see V-§5.3). Actually $\mathrm{D}(H)$ is identical with $\mathrm{D}\left(H_{0}\right)$, where $H_{0}$ is the special case of $H$ for $q=0$, the multiplication operator $Q=q(x)$ being $H_{0}$-bounded with relative bound zero. It follows that $Q^{(1)}=q^{(1)}(x)$ is also $H_{0}$ bounded and hence $H$-bounded with relative bound zero if $q^{(1)}$ is likewise the sum of two real-valued functions of $L^{2}$ and of $L^{\infty}$. Hence the operators $T(\varkappa)$ defined as the closure of the minimal operators for the $L(x)$ form a selfadjoint family of type (A) defined for all complex $\varkappa$. It follows that the isolated eigenvalues and eigenprojections of $T(x)$ are holomorphic in $\varkappa$ at least in a neighborhood of the real axis ${ }^{1}$.

## 4. Convergence radii and error estimates

The estimates of the convergence radii and the errors for the perturbation series given in the finite-dimensional case (see II-§ 3) can be taken over to the case of type (A) without essential modification. The projection $P(x)$ as given by (1.3) is holomorphic for $|x|<r_{0}$, where $r_{0}$ is given by (2.10) or (2.12) as the case may be. In particular this is true for the total projection $P(x)$ for the $\lambda$-group eigenvalues of $T(\varkappa)$ when $\lambda$ is an isolated eigenvalue of $T$ with finite multiplicity $m$; then $\Gamma$ should be chosen as a closed curve around $\zeta=\lambda$ in such a way that $r_{0}$ becomes as large as possible. The weighted mean $\hat{\lambda}(x)$ of these eigenvalues is also holomorphic for $|x|<r_{0}$, so that the power series for $P(x)$ and $\hat{\lambda}(x)$ have convergence radii not smaller than $r_{0}$. If the $\lambda$-group consists of a single eigenvalue $\lambda(x)$ (no splitting), which is certainly the case if $m=1$, then $\lambda(x)$ itself is a power series convergent for $|x|<r_{0}$.

The results of II-§ $3.2-3$ on majorizing series hold true without modification; note that the operators in II-(3.10) are bounded in the case under consideration (see Remark 2.10).

Other results of II-§ 3 are also useful in the present case. Naturally we have to set $N=\infty$ in general in the formula II-(3.45) and the following ones in which the demension $N$ of the underlying space $X$ appears explicitly. These estimates may in general not be very sharp, but most of them are still the best possible of their kind, since this was true even in the finite-dimensional case (see II-§ 3.5, in particular).

The estimate II-(3.32) for $(T-\lambda) \varphi(x)$, which is also valid here, deserves special attention. Since $T-\lambda$ is in general an unbounded operator, this estimate is rather strong. Combined with the estimate II-(3.30) for $\varphi(x)$ itself, it makes possible an error estimate of $\varphi(x)$ with respect to a norm such as

$$
\begin{equation*}
\|u\|\|=\alpha\| u\|+\beta\|(T-\lambda) u \| \tag{2.17}
\end{equation*}
$$

which is stronger than the original norm $\|u\|$. In this way one is able to estimate, for example, the error of the eigenfunction in $L^{\infty}$-norm in a

[^178]theory within an $L^{2}$-space, or estimate even the error of the derivatives of the eigenfunction.

Example 2.14. Let $\mathrm{X}=\mathrm{C}[0, \pi]^{1}$. Consider the family $T(x)=T+\varkappa T^{(1)}$ where $T$ is the differential operator $T u=-u^{\prime \prime}$ on the interval $0 \leqq x \leqq \pi$ with the boundary condition $u(0)=u(\pi)=0$ (see Examples III-6.21 and IV-3.20) and where $T^{(1)}$ is a bounded operator. Each eigenvalue $\lambda_{n}=n^{2}$ of $T$ is isolated and simple, so that the corresponding eigenvalue $\lambda_{n}(x)$ of $T(x)$ is holomorphic at least for small $|x|$. Let us estimate the convergence radius for the Taylor series of $\lambda_{n}(x)$.

To this end we consider a closed curve $\Gamma_{n}^{\prime}$ similar to the $\Gamma_{n}$ used in Example IV-3.20 but larger in size: $\Gamma_{n}^{\prime}$ consists of the two parabolas $\xi=\alpha^{2}-\eta^{2} / 4 \alpha^{2}$ [see III-(6.49)] corresponding to $\alpha=n \pm \frac{1}{2}$ and the two horizontal lines $\eta=$ $\pm(2 n-1) / \pi$. It follows then from III-(6.48) that $\|R(\zeta)\| \leqq \pi\left(n-\frac{1}{2}\right)^{-1}$ for $\zeta \in \Gamma_{n}^{\prime}$. Since $\Gamma_{n}^{\prime}$ encloses exactly one eigenvalue $\lambda_{n}$ of $T$, a lower bound for the convergence radius of $\lambda_{n}(\varkappa)$ is given by (2.10) with $b=c=0$ and $a=\left\|T^{(1)}\right\|$. In this way we obtain

$$
\begin{equation*}
r_{0} \geqq\left(n-\frac{1}{2}\right) / \pi a \quad \text { where } \quad a=\left\|T^{(1)}\right\| \tag{2.18}
\end{equation*}
$$

The coefficients $\lambda_{n}^{(\nu)}$ in the Taylor series of $\lambda_{n}(x)$ can be estimated, for example, by II-(3.5). For this we need the maximum distance $\varrho$ of $\lambda_{n}=n^{2}$ from $\Gamma_{n}^{\prime}$. A straightforward calculation gives the inequality $\varrho \leqq\left(1+4 \pi^{-2}\right)^{1 / 2} n \leqq 1.2 n$, so that

$$
\begin{equation*}
\left|\lambda_{n}^{(\nu)}\right| \leqq 1.2 n\left(\frac{\pi a}{n-1 / 2}\right)^{\nu}, \quad n, v=1,2, \ldots \tag{2.19}
\end{equation*}
$$

This estimate is not very sharp, at least for small $\nu$. A better estimate can be obtained from the method of majorizing series. For this we need the quantities $p, q, s$ of II-(3.15) for $\lambda_{n}=n^{2}$. Now the operator $S=S_{n}$ is an integral operator with the kernel $s(y, x)$ given by III-(6.46), so that $\|S\|$ is estimated by $\|S\| \leqq \sup \int_{0}^{\pi}|s(y, x)| d x$ (see Example III-2.11; note that $\mathbf{X}=\mathbf{C}[0, \pi]$ here and the estimate for $p=\infty$ is applicable). Thus we have ${ }^{2}\|S\|<1.7 / n$ and $\left\|S-P / 4 n^{2}\right\| \leqq \sqrt{2} / n$. Since we know that $\|P\|=4 / \pi<1.3$ (see Example III-3.23), $p, q$, $s$ are estimated by II-(3.15) as

$$
\begin{equation*}
p<1.3 a, \quad q<1.7 a / n, \quad s<1.5 / n \tag{2.20}
\end{equation*}
$$

Substitution of (2.20) into II-(3.21) gives a lower bound for the convergence radius in question:

$$
\begin{equation*}
r>0.136 n / a \tag{2.21}
\end{equation*}
$$

which is not so sharp as (2.18) obtained above. But II-(3.22) gives

$$
\begin{equation*}
\left|\lambda_{n}^{(1)}\right|<1.3 a, \quad\left|\lambda_{n}^{(2)}\right|<2.3 a^{2} / n, \quad\left|\lambda_{n}^{(3)}\right|<8.1 a^{3} / n^{2}, \tag{2.22}
\end{equation*}
$$

which are much sharper than (2.19). Similarly, the remainder for $\lambda_{n}(x)$ after the first order term is given by II-(3.18):

$$
\begin{equation*}
\left|\lambda_{n}(x)-n^{2}-\varkappa \lambda_{n}^{(1)}\right| \leqq 8.8|\varkappa|^{2} a^{2} / n \quad \text { for } \quad|x| \leqq 0.136 n / a . \tag{2.23}
\end{equation*}
$$

${ }^{1}$ We shall later consider the same problem in $X=L^{2}(0, \pi)$; see Example 2.17.
${ }^{2}$ See Rosenbloom [1], where the same example is treated by a different method. Note that $S-P / 4 n^{2}$ has the kernel represented by the first two terms in the kernel of $S$.

Note that the coefficient 8.8 on the right of (2.23) depends on the range of $x$ considered; it can be reduced if this range is narrowed. If, for example, we restrict $|x|$ to the range $0.12 n / a$, II-(3.18) gives

$$
\begin{equation*}
\left|\lambda_{n}(x)-n^{2}-x \lambda_{n}^{(1)}\right| \leqq 4.9|x|^{2} a^{2} / n \quad \text { for } \quad|x| \leqq 0.12 n / a . \tag{2.24}
\end{equation*}
$$

The eigenfunction normalized according to II-(3.26) is estimated by II-(3.38) as

$$
\begin{equation*}
\left\|\varphi_{n}(x)-\sin n x\right\| \leqq 3.7|x| a / n \quad \text { for } \quad|x| \leqq 0.12 n / a \tag{2.25}
\end{equation*}
$$

where $\sin n x$ is the unperturbed eigenfunction with norm 1. Note that, in II-(3.26), we have $\psi(x)=2 \pi^{-1} \sin n x$ so that the normalization implies that $\varphi_{n}(x)-\sin n x$ should be orthogonal to $\sin n x$.

The estimates for $\left(T-\lambda_{n}\right) \varphi_{n}(x)=-\varphi_{n}^{\prime \prime}(x)-n^{2} \varphi_{n}(x)$ are given by II-(3.40). Since its right member is the same as that of II-(3.38) with one factor $s_{0}$ omitted, we have (for the same range of $x$ as above)

$$
\begin{equation*}
\left\|\varphi_{n}^{\prime \prime}(x)+n^{2} \varphi_{n}(x)\right\| \leqq 2.2|x| a . \tag{2.26}
\end{equation*}
$$

(2.25) and (2.26) give

$$
\begin{equation*}
\left\|d^{2} / d x^{2}\left(\varphi_{n}(x)-\sin n x\right)\right\| \leqq(2.2+3.7 n)|x| a \tag{2.27}
\end{equation*}
$$

and, on integration,

$$
\begin{equation*}
\left\|d / d x\left(\varphi_{n}(x)-\sin n x\right)\right\| \leqq \pi(2.2+3.7 n)|x| a ; \tag{2.28}
\end{equation*}
$$

note that the function $\varphi_{n}(x)-\sin n x$ vanishes at $x=0$ and $\pi$ and so its derivative vanishes somewhere in $(0, \pi)$.

Remark 2.15. The estimate (2.28) is rather crude. A better result can be obtained by using the formula

$$
\begin{equation*}
\varphi_{n}(x)-\sin n x=S_{n}\left(T-\lambda_{n}\right)\left(\varphi_{n}(x)-\sin n x\right) ; \tag{2.29}
\end{equation*}
$$

note that $S_{n}\left(T-\lambda_{n}\right) \subset 1-P_{n}$ and $P_{n}\left(\varphi_{n}(x)-\sin n x\right)=0$ by the normalization of $\varphi_{n}(x)$ employed. Since $S_{n}$ is the integral operator with the kernel $s=s(y, x)$ mentioned above, we have by differentiating (2.29)

$$
\begin{equation*}
\frac{d}{d x}\left[\varphi_{n}(x)-\sin n x\right]=S_{n}^{\prime}\left(T-\lambda_{n}\right)\left(\varphi_{n}(x)-\sin n x\right), \tag{2.30}
\end{equation*}
$$

where $S_{n}^{\prime}$ is the integral operator with the kernel $\frac{\partial}{\partial y} s(y, x)$, which is piecewise continuous in $x, y$. Hence

$$
\begin{equation*}
\left\|\frac{d}{d x}\left[\varphi_{n}(x)-\sin n x\right]\right\| \leqq 2.2|x| a\left\|S_{n}^{\prime}\right\| . \tag{2.31}
\end{equation*}
$$

Here $\left\|S_{n}^{\prime}\right\|$ is majorized by $\sup _{y} \int_{0}^{\pi}\left|\frac{\partial}{\partial y} s(y, x)\right| d x$, which can be shown to be bounded for $n \rightarrow \infty$. Thus (2.31) would lead to a sharper result than (2.28).

Problem 2.16. In Example 2.14, estimate by II-(3.19) and (3.41) the remainders after the second-order term of $\lambda_{n}(x)$ and after the first-order term of $\varphi_{n}(x)$.

## 5. Normal unperturbed operators

If $\mathrm{X}=\mathrm{H}$ is a Hilbert space and $T=T(0)$ is a normal operator, the foregoing results are considerably simplified. The situation is similar to the finite-dimensional case (see II-§ 3.5), and few modifications are needed.

In virtue of the inequalities V -(4.9), (2.12) becomes

$$
\begin{equation*}
r_{0}=\min _{\zeta \in \Gamma}\left[\chi\left(\sup _{\lambda^{\prime} \in \Sigma(T)}\left|\lambda^{\prime}-\zeta\right|^{-1}, \quad \sup \left|\lambda^{\prime}\right|\left|\lambda^{\prime}-\zeta\right|^{-1}\right)+c\right]^{-1} \tag{2.32}
\end{equation*}
$$

if (2.11) is assumed. If we consider an isolated eigenvalue $\lambda$ of $T$ with isolation distance $d$, it is convenient to take $\Gamma$ as the circle $|\zeta-\lambda|=d / 2$. Then $\left|\lambda^{\prime}-\zeta\right|^{-1} \leqq 2 / d$ and $\left|\lambda^{\prime}\right|\left|\lambda^{\prime}-\zeta\right|^{-1} \leqq 1+|\zeta|\left|\lambda^{\prime}-\zeta\right|^{-1} \leqq 1+$ $+\left(|\lambda|+2^{-1} d\right) 2 d^{-1}=2+2|\lambda| d^{-1}$ for $\lambda^{\prime} \in \Sigma(T)$ and $\zeta \in \Gamma$. Hence

$$
\begin{equation*}
r_{0} \geqq 1 /\left[\chi\left(\frac{2}{d}, 2+\frac{2|\lambda|}{d}\right)+c\right] . \tag{2.33}
\end{equation*}
$$

If (2.5) is assumed, we have

$$
\begin{equation*}
r_{0} \geqq 1 /\left[\frac{2(a+b|\lambda|)}{d}+2 b+c\right] \tag{2.34}
\end{equation*}
$$

corresponding to II-(3.51).
For majorizing series discussed in the preceding paragraph, we can take over the results of II-§ $3.2-3$ by setting

$$
\begin{equation*}
p=\left\|T^{(\mathbf{l})} P\right\|, \quad q=\left\|T^{(\mathbf{l})} S\right\|, \quad s=\|S\|=1 / d \tag{2.35}
\end{equation*}
$$

[see II-(3.15) and V-(3.20)]. If $T^{(1)}$ is bounded, we can use

$$
\begin{equation*}
p=\left\|T^{(\mathbf{1})}\right\|, \quad q=\left\|T^{(\mathbf{1})}\right\| / d, \quad s=1 / d \tag{2.36}
\end{equation*}
$$

since $\|P\|=1$.
Example 2.17. Let us consider the problem of Example 2.14 in the Hilbert space $\mathrm{H}=\mathrm{L}^{2}(0, \pi)$. Now the operator $T$ is selfadjoint; it has the eigenvalues $\lambda_{n}=n^{2}$ as before, but the normalized eigenfunctions $\varphi_{n}=(2 / \pi)^{1 / 2} \sin n x$ have different factors due to the different norm employed. The resolvent $R(\zeta)$ of $T$ is again given by the integral operator with the kernel $s(y, x)$, but $R(\zeta)$ has a different norm from the former case. In particular, the norm of the reduced resolvent $S$ for the eigenvalue $\lambda_{n}=n^{2}$ is now given by $\|S\|=1 / d$ [see (2.35)], where the isolation distance $d=d_{n}$ for $\lambda_{n}$ is

$$
\begin{equation*}
d_{n}=2 n-1 \quad \text { for } \quad n \geqq 2 \text { and } d_{1}=3 \tag{2.37}
\end{equation*}
$$

Consider now a perturbed operator $T(x)=T+\varkappa T^{(1)}$ where $T^{(1)}$ is $T$-bounded as in (2.6). The convergence radius for the $n$-th eigenvalue $\lambda_{n}(\boldsymbol{x})$ of $T(x)$ is estimated by (2.34) with $c=0$. If, in particular, $T^{(1)}$ is bounded, we can set $a=\left\|T^{(1)}\right\|, b=0$ and obtain

$$
\begin{equation*}
r_{0} \geqq d / 2 a=(n-1 / 2) / a \quad(\text { replace } n-1 / 2 \text { by } 3 / 2 \text { for } n=1) \tag{2.38}
\end{equation*}
$$

as a lower bound for the convergence radius. This is apparently sharper by a factor $\pi$ than the corresponding estimate (2.18) obtained in the case $X=C[0, \pi]$, but it must be noticed that an operator $T^{(1)}$ bounded in $C$ need not be bounded in $L^{2}$, and need not have the same bound even if bounded. If $T^{(1)}$ is a multiplication operator by a function $q(x)$, however, $\left\|T^{(1)}\right\|=\sup |q(x)|$ is the same whether considered in $C$ or in $L^{2}$; in such a case the $L^{2}$-theory certainly gives a sharper estimate for $\boldsymbol{r}_{0}$.

In this connection it is instructive to calculate various estimates furnished by the method of majorizing series. Substituting the value of $d=d_{n}$ from (2.37) into
(2.36) and using II-(3.21), we get $r=(n-1 / 2) / 2 a$ as a lower bound for the convergence radius, which is less sharp by a factor 2 than (2.38). On the other hand, the following estimates are obtained in the same way as in Example 2.14:

$$
\begin{align*}
& \lambda_{n}(x)-\lambda<\Psi(x) \equiv a x+\frac{\frac{a^{2} x^{2}}{n-1 / 2}}{1-\frac{a x}{n-1 / 2}+\left(1-\frac{2 a x}{n-1 / 2}\right)^{1 / 2}} \\
& \quad=\left(n-\frac{1}{2}\right)\left[1-\left(1-\frac{2 a x}{n-1 / 2}\right)^{1 / 2}\right]=\frac{2 a x}{1+\left(1-\frac{2 a x}{n-1 / 2}\right)^{1 / 2}},  \tag{2.39}\\
& \left|\lambda_{n}^{(1)}\right| \leqq a,\left|\lambda_{n}^{(2)}\right| \leqq a^{2} / 2(n-1 / 2),\left|\lambda_{n}^{(3)}\right| \leqq a^{3} / 2(n-1 / 2)^{2}, \ldots, \\
& \left|\lambda_{n}(x)-n^{2}-x \lambda_{n}^{(1)}\right| \leqq 2|x|^{2} a^{2} /(n-1 / 2) \quad \text { for } \quad|x| \leqq \frac{n-1 / 2}{2 a},  \tag{2.40}\\
& \left\|\varphi_{n}(x)-\sqrt{\frac{2}{\pi}} \sin n x\right\| \leqq \frac{2|x| a}{n-1 / 2}, \quad|x| \leqq \frac{n-1 / 2}{2 a} . \tag{2.41}
\end{align*}
$$

In all these formulas $n-1 / 2$ should be replaced by $3 / 2$ for $n=1$. The results should be compared with the corresponding results of Example 2.14. It must be borne in mind that the norm $\left\|\|\right.$ used here is the $L^{2}$-norm whereas that in the former example is the maximum norm, but the eigenvalues are the same in both cases and eigenfunctions differ only in the normalization factor. It will be seen that the $\mathrm{L}^{2}$-theory as a rule gives sharper results than the C-theory, at least if $\left\|T^{(1)}\right\|$ is the same in both cases (as for a multiplication operator).

In estimating the eigenvectors the C-theory has its own interest, for the C-norm is stronger than the $L^{2}$-norm. However, we can even use the result of the $L^{2}$-theory in the $\mathbf{C}$-estimate of the eigenfunctions. In fact, in deducing the majorizing function (in C-norm) II-(3.30) for the eigenfunction, we have made use of the majorizing function $\Psi(x)$ of the eigenvalue $\lambda(x)-\lambda$, but this $\Psi(x)$ can be taken from the result of $L^{2}$-theory if convenient (because the eigenvalue is the same for the two theories).

Finally it should be noted that estimates for the eigenfunctions in C-norm can be deduced in the framework of pure $L^{2}$-theory. To this end we first estimate ( $T$ -$\left.-\lambda_{n}\right)\left(\varphi_{n}(x)-\sqrt{\frac{2}{\pi}} \sin n x\right)$ by II-(3.32) and then use (2.29) (in which a factor $\sqrt{\frac{2}{\pi}}$ should be attached to $\sin n x$ owing to the different normalization). If we calculate the bound of $S_{n}$ as an operator from $L^{2}$ to $C$, we can estimate the C-norm of $\varphi_{n}(x)-$ $-\sqrt{\frac{2}{\pi}} \sin n x$. Such a bound for $S_{n}$ can be estimated by $\sup _{y}\|s(y, \cdot)\|_{2}$ in terms of the kernel $s(y, x)$ of $S_{n}\left[\|s(y, \cdot)\|_{2}\right.$ means the $\mathrm{L}^{2}$-norm of $s(y, x)$ as a function of $x$ for a fixed $y$ ].

## § 3. Selfadjoint holomorphic families

## 1. General remarks

When we consider a holomorphic family $T(x)$ of operators in a Hilbert space H , the most important case is the one in which $T(x)$ is selfadjoint for real $x$. More specifically, suppose that $T(x) \in \mathscr{C}(\mathrm{H})$ is holomorphic for $\varkappa$ in a domain $\mathrm{D}_{0}$ of the complex plane symmetric with
respect to the real axis, $T(x)$ is densely defined for each $x$ and that $T(x)^{*}=T(\bar{\chi})$. Then we shall call $T(x)$ a selfadjoint holomorphic family. It is clear that $T(\varkappa)$ is selfadjoint for each real $\varkappa \in \mathrm{D}_{\mathbf{0}}$.

The selfadjointness of $T(x)$ permits much simplification in the general results on a holomorphic family given in the preceding sections. For example, suppose that for some real $x_{0} \in \mathrm{D}_{0}$ the spectrum $\Sigma\left(x_{0}\right)$ $=\Sigma\left(T\left(x_{0}\right)\right)$ has gaps at $\alpha$ and $\beta$. Let $\Gamma$ be a closed curve passing through $\alpha, \beta$, such as considered in V-§ 3.5, with the resulting decomposition of the space $\mathrm{H}=\mathrm{M}^{\prime}\left(\varkappa_{0}\right) \oplus \mathrm{M}^{\prime \prime}\left(\varkappa_{0}\right)$. According to the general results of § 1.3, $\Sigma(x)=\Sigma(T(x))$ is also separated by $\Gamma$ into two parts $\Sigma^{\prime}(x), \Sigma^{\prime \prime}(x)$ with the associated decomposition $H=M^{\prime}(x) \oplus M^{\prime \prime}(x)$ if $x$ is sufficiently close to $x_{0}$. In particular the spectrum $\Sigma(x)$ of the selfadjoint operator $T(x)$ for real $\varkappa$ close to $\varkappa_{0}$ has gaps at $\alpha$ and $\beta$. The projections $P(\varkappa)$ on $\mathrm{M}^{\prime}(x)$ along $\mathrm{M}^{\prime \prime}(x)$ form a selfadjoint family:

$$
\begin{equation*}
P(x)^{*}=P(\bar{x}) . \tag{3.1}
\end{equation*}
$$

To see this, it suffices to note that (3.1) is true for real $\varkappa$ because $T(x)$ is then selfadjoint and so $P(\varkappa)$ is an orthogonal projection. Then (3.1) is extended to all $x$ by the unique continuation theorem [which is here trivial since $P(x)$ is bounded-holomorphic].

The part of $T(x)$ in the invariant subspace $\mathrm{M}^{\prime}(x)$ may be identified with $\quad T_{r}(x)=T(x) P(x)=P(x) T(x) P(x)$, which is bounded-holomorphic and selfadjoint. To avoid the inconvenience that $M^{\prime}(x)$ depends on $x$, we could introduce the transformation function $U(x)$ as in § 1.3. This operator $U(x)$ is now unitary for real $x$, as in the finite-dimensional case (II-§ 6.2). Thus the $\check{T}(x)$ of (1.5) form a selfadjoint family, and it may be considered a selfadjoint bounded-holomorphic family in the (fixed) Hilbert space $M^{\prime}\left(\varkappa_{0}\right)$ [which is invariant under $\left.\check{T}(x)\right]$. In particular if $M^{\prime}\left(x_{0}\right)$ is of finite dimension $m$, the same is true of $M^{\prime}(x)$, and the results of II-§ 6 can then be applied directly to $\check{T}(x)$.

These considerations lead to the following results. If $T\left(\varkappa_{0}\right)$ has a finite system of eigenvalues for a real $\varkappa_{0}$, these eigenvalues change with $\varkappa$ holomorphically in a neighborhood of $x_{0}$. There may be splitting of eigenvalues, but they have no singularities. The associated eigenprojections are also holomorphic in $x$ and the eigennilpotents are identically zero. In short, there is nothing different from the situation in the finitedimensional case as long as we are concerned with a limited part of the spectrum $\Sigma(x)$ for $x$ close to $x_{0}$.

Concerning the general properties of the perturbation series for a selfadjoint holomorphic family $T(x)$, we refer to the results of § 1.5 and II- $\S$ 2. The selfadjointness insures that the reduction process, starting from an isolated eigenvalue $\lambda$ of $T$ with multiplicity $m<\infty$, can be
continued indefinitely (as in the finite-dimensional case, see II-§ 6.1), until a stage is finally reached after which there is no more splitting and therefore the weighted mean of the group of eigenvalues at that stage is the eigenvalue itself. This indefinite reducibility is due to the fact that, at each stage, the operator $T^{(n)}(0)$ is a (finite-dimensional) selfadjoint operator. We need not repeat the details, for there is nothing new compared with the results of II- $\S 6.1$ once we start from the boundedholomorphic family $T_{r}\left(\chi_{)}=T(\varkappa) P(\varkappa)\right.$, which is essentially the part of $T(x)$ in the $m$-dimensional subspace $M(x)=P(x) \mathrm{H}$.

Problem 3.1. A necessary condition for no splitting of $\lambda(x)$ is that $\tilde{T}^{(1)}(0)$ be a scalar operator. [When $T(x)$ is defined by (2.1), $\widetilde{T}^{(1)}(0)$ is equal to $P T^{(1)} P$.]

If $T(x)$ is a selfadjoint holomorphic family in a neighborhood of $x=0$ and, in addition, is of type (A), $T(x)$ has the expression (2.1), in which $T$ is selfadjoint and all the $T^{(n)}$ are symmetric [because $\left(T^{(n)} u, u\right)$ must be real]. Conversely, the family $T(x)$ defined by (2.1) is selfadjoint and of type (A) if $T$ is selfadjoint, the $T^{(n)}$ are symmetric and satisfy the conditions (2.5) or (2.11); this is a direct consequence of Theorems 2.6 and V-4.4.

## 2. Continuation of the eigenvalues

If $T(x)$ is a selfadjoint holomorphic family, every isolated eigenvalue $\lambda$ of $T=T(0)$ with finite multiplicity splits into one or several eigenvalues of $T(x)$ which are holomorphic at $\varkappa=0$ [assuming that $x=0$ is in the domain of definition $\mathrm{D}_{0}$ of the family $\left.T(x)\right]$. Each one $\lambda(x)$ of these holomorphic functions, together with the associated eigenprojection $P(x)$, can be continued analytically along the real axis, and the resulting pair represents an eigenvalue and an eigenprojection of $T(x)$. This is true even when the graph of $\lambda(x)$ crosses the graph of another such eigenvalue, as long as the eigenvalue is isolated and has finite multiplicity. In this way there is determined a maximal interval I of the real axis in which $\lambda(x)$ and $P(x)$ are holomorphic and represent an eigenvalue and an eigenprojection of $T(x)^{1}$.

In general this maximal interval I differs from one $\lambda(x)$ to another. At one or the other end of $I, \lambda(x)$ can behave in various ways: it may tend to infinity or be absorbed into the continuous spectrum ${ }^{2}$. We shall illustrate this by some examples.

Example 3.2. An example in which $\lambda(x) \rightarrow-\infty$ at the end of the maximal interval is furnished by the $\lambda_{0}(x)$ of Example 1.11. Here the maximal interval is $(0, \infty)$ and $\lambda(x) \rightarrow-\infty$ as $x \rightarrow+0$ (see Fig. 1 on p. 292).

[^179]Example 3.3. An example of absorption of the eigenvalue by the continuous spectrum is given by the Schrödinger operator with the so-called square-well potential. Consider the differential operator $T(x)=-d^{2} / d x^{2}+x q(x)$ in $\mathrm{H}=$ $=\mathrm{L}^{2}(0, \infty)$ with the boundary condition $u(0)=0$, where $q(x)$ is assumed to have the form

$$
\begin{equation*}
q(x)=-1, \quad 0<x<b ; \quad q(x)=0, \quad x \geqq b \tag{3.2}
\end{equation*}
$$

As is seen from the remark at the end of par. $1, T(x)$ is a selfadjoint holomorphic family of type (A); here we have even a bounded perturbation since the multiplication operator by $q(x)$ is bounded. Suppose that $T(x)$ has a negative eigenvalue $\lambda=\lambda(x)$, with the eigenfunction $\varphi(x)=\varphi(x ; x) . \varphi$ is a solution of the differential equation

$$
\begin{equation*}
\varphi^{\prime \prime}+(\lambda+x) \varphi=0 \quad \text { for } \quad 0<x<b \quad \text { and } \quad \varphi^{\prime \prime}+\lambda \varphi=0 \quad \text { for } \quad x \geqq b \tag{3.3}
\end{equation*}
$$

Hence $\varphi=\alpha \sin (\lambda+x)^{1 / 2} x$ for $x<b$ and $\varphi=\beta e^{-(-\lambda)^{1 / 2} x}$ for $x>b$. The constants $\lambda, \alpha, \beta$ should be determined in such a way that $\varphi(x)$ and $\varphi^{\prime}(x)$ are continuous at $x=b$, for any function in $\mathrm{D}(T(x))=\mathrm{D}$ must satisfy these conditions. This leads to the following equation to be satisfied by $\mu=-\lambda(x)>0$ :

$$
\begin{equation*}
\sqrt{x-\mu} \cot (\sqrt{x-\mu} b)=-\sqrt{\mu} \tag{3.4}
\end{equation*}
$$

It can be shown without difficulty that (3.4) has exactly $N$ positive roots $\mu$ if

$$
\begin{equation*}
x_{N}<x<\varkappa_{N+1}, \quad \text { where } \quad \varkappa_{N}=\left(N-\frac{1}{2}\right)^{2} \pi^{2} b^{-2} \tag{3.5}
\end{equation*}
$$

and that each of these roots is an increasing function of $\varkappa$, starting with 0 at the value of $\varkappa$ where it appears (see Fig. 2).


Fig. 2. The spectrum of $-u^{\prime \prime}+\boldsymbol{x} q(x) u=\lambda u$ on $(0, \infty)$, with boundary condition $u(0)=0$, for a

On the other hand it is known that $T(x)$ has no nonnegative eigenvalue, the spectrum of $T(x)$ consisting of negative isolated eigenvalues and a continuous spectrum covering exactly the positive real axis ${ }^{1}$.

Suppose now that $x$ is increased continuously from $x=-\infty$. There is no eigenvalue of $T(x)$ if $x \leqq x_{1}$, the first eigenvalue $\lambda_{1}(x)$ appears at $x=x_{1}+0$ and

[^180]decreases from zero, the second eigenvalue $\lambda_{2}(x)$ appears at $x=\varkappa_{2}+0$ and decreases from zero, and so on. The maximal interval for $\lambda_{n}(x)$ is $\left(x_{n}, \infty\right)$. At the left end of this interval $\lambda_{n}(\varkappa)$ merges into the continuous spectrum. A simple calculation shows that $\lambda_{n}(x)$ behaves at the ends of ( $\varkappa_{n}, \infty$ ) like
\[

$$
\begin{array}{ll}
\lambda_{n}(x)=-\frac{b^{2}}{4}\left(x-x_{n}\right)^{2}+\cdots, & x \searrow x_{n} .  \tag{3.6}\\
\lambda_{n}(x)=-x+\frac{N^{2} \pi^{2}}{b^{2}}-\cdots, & \varkappa \nearrow \infty .
\end{array}
$$
\]

## 3. The Mathieu, Schrödinger, and Dirac equations

We shall give other examples of selfadjoint holomorphic families of type (A).
Example 3.4. The Mathieu equation is

$$
\begin{equation*}
u^{\prime \prime}+(\lambda+2 x \cos 2 x) u=0, \quad-\pi \leqq x \leqq \pi . \tag{3.7}
\end{equation*}
$$

Let us consider the solutions of this equation (Mathieu functions) which are periodic in $x$ with period $2 \pi$. These are the eigenfunctions of the operator

$$
\begin{equation*}
T(x)=T+\varkappa T^{(1)}, \quad T=-d^{2} / d x^{2}, \quad T^{(1)}=-2 \cos 2 x \tag{3.8}
\end{equation*}
$$

where $T$ is associated with the periodic boundary condition

$$
\begin{equation*}
u(-\pi)=u(\pi), \quad u^{\prime}(-\pi)=u^{\prime}(\pi) \tag{3.9}
\end{equation*}
$$

It is convenient to regard the operators (3.8) as acting in the Hilbert space $\mathrm{H}=\mathrm{L}^{2}(-\pi, \pi)$. Then $T$ is selfadjoint with a discrete spectrum. The eigenvalues and the normalized eigenfunctions of $T$ are

$$
\begin{array}{ll}
\lambda_{0}=0, & \varphi_{0}(x)=(2 \pi)^{-1 / 2} \\
\lambda_{n}^{+}=n^{2}, & \varphi_{n}^{+}(x)=\pi^{-1 / 2} \cos n x,  \tag{3.10}\\
\lambda_{n}^{-}=n^{2}, & \varphi_{n}^{-}(x)=\pi^{-1 / 2} \sin n x, \quad n=1,2,3, \ldots,
\end{array}
$$

each positive eigenvalue $n^{2}$ having multiplicity 2 . The multiplication operator $T^{(1)}$ by $-2 \cos 2 x$ is symmetric and bounded with $\left\|T^{(1)}\right\|=\max |2 \cos 2 x|=2$. Obviously $T(\varkappa)$ is a selfadjoint holomorphic family of type (A). The degeneracy of the eigenvalues of $T$ does not complicate the eigenvalue problem for $T(\varkappa)$, for both $T$ and $T^{(1)}$ are decomposed according to

$$
\begin{equation*}
H=M_{0}^{+} \oplus M_{1}^{+} \oplus M_{0}^{-} \oplus M_{1}^{-} \tag{3.11}
\end{equation*}
$$

where the superscripts $\pm$ denote respectively the sets of functions symmetric and antisymmetric with respect to $x=0$ (even and odd functions) and where the subscripts 0 and 1 denote respectively the sets of functions symmetric and antisymmetric with respect to $x=\pi / 2$ (here we suppose all functions continued on the whole real line périodically with period $2 \pi$ ). Thus, for example, $M_{0}^{+}$is the set of functions symmetric with respect to $x=0$ as well as with respect to $x=\pi / 2$. It is obvious that the four subspaces of (3.11) are mutually orthogonal and span the whole space, and that $T$ and $T^{(1)}$ are decomposed according to (3.11), the parts of these operators in each subspace being again selfadjoint. But each part of $T$ has only simple eigenvalues as given by the following schema:

$$
\begin{aligned}
& M_{0}^{+}: \lambda_{0}, \varphi_{0} \quad \text { and } \quad \lambda_{n}^{+}, \varphi_{n}^{+}, \quad n=2,4,6, \ldots, \\
& M_{1}^{+}: \lambda_{n}^{+}, \varphi_{n}^{+}, \quad n=1,3,5, \ldots \\
& M_{0}^{-}: \lambda_{n}^{-}, \varphi_{n}^{-}, \quad n=1,3,5, \ldots \\
& M_{1}^{-}: \lambda_{n}^{-}, \varphi_{n}^{-}, \quad n=2,4,6, \ldots
\end{aligned}
$$

In considering the perturbed operator $T(x)$, we may therefore regard each eigenvalue $\lambda_{0}$ or $\lambda_{n}^{ \pm}$as simple, and its isolation distance $d_{0}$ or $d_{n}^{ \pm}$may be evaluated in the appropriate subspace, with the results that

$$
\begin{align*}
& d_{0}=4, d_{1}^{ \pm}=8, d_{2}^{+}=4, d_{2}^{-}=12  \tag{3.12}\\
& d_{n}^{ \pm}=n^{2}-(n-2)^{2}=4(n-1) \text { for } n \geqq 3
\end{align*}
$$

Since $\left\|T^{(1)}\right\|=2$, lower bounds for the convergence radii $r_{n}^{ \pm}$for the series of the corresponding eigenvalues and eigenfunctions of $T(x)$ are given by $d_{n}^{ \pm} / 2\left\|T^{(1)}\right\|$ [see (2.34), put $b=c=0$ ], that is,

$$
\begin{equation*}
r_{0} \geqq 1, r_{1}^{ \pm} \geqq 2, r_{2}^{+} \geqq 1, r_{2}^{-} \geqq 3, r_{n}^{ \pm} \geqq n-1 \text { for } n \geqq 3^{1} \tag{3.13}
\end{equation*}
$$

Also the majorizing series for each eigenvalue and eigenfunction can be written down according to II-§ 3 with the aid of (2.36).

It should be noted that a similar treatment can be given also in the space $C[-\pi, \pi]$ (or rather its subspaces consisting of periodic functions) instead of $L^{2}(-\pi, \pi)$. Although the results may be less sharp as regards the eigenvalues, those for eigenfunctions may be useful, in particular if they are improved by using the estimates of eigenvalues obtained by the $L^{2}$-theory (cf. Example 2.17).

Example 3.5. Consider the Schrödinger operator

$$
\begin{equation*}
T(x)=-\Delta+Q+x Q^{\prime} \tag{3.14}
\end{equation*}
$$

in $\mathrm{R}^{3}$, where $Q$ and $Q^{\prime}$ are multiplication operators by real-valued functions $q(x)$ and $q^{\prime}(x)$, respectively. If we assume that each of $q$ and $q^{\prime}$ is expressible as the sum of a function in $\mathrm{L}^{2}\left(\mathrm{R}^{3}\right)$ and a function in $\mathrm{L}^{\infty}\left(\mathrm{R}^{3}\right)$ as in $\mathrm{V}-\S 5.3, q+\varkappa q^{\prime}$ has the same property for each $\varkappa$ and so $T(\varkappa)$ is selfadjoint for real $\varkappa$ (if the Laplacian $\Delta$ is interpreted in the generalized sense, see loc. cit.).

Furthermore, since $Q$ as well as $Q^{\prime}$ is relatively bounded with respect to $H=-\Delta$ with relative bound $0, Q^{\prime}$ is relatively bounded with respect to $T(0)=H+Q$ with relative bound 0 (see Problem IV-1.2). Therefore $T(x)$ forms a selfadjoint holomorphic family of type (A). That the eigenvalues and eigenvectors of (3.14) are holomorphic functions of $\varkappa$ is an immediate consequence of this, and estimates for the convergence radii and error estimates for their series could be given as in preceding examples (see also Example 4.23).

We can treat the Dirac operator

$$
\begin{equation*}
T(\varkappa)=i^{-1} \alpha \cdot \operatorname{grad}+\beta+Q+\varkappa Q^{\prime} \tag{3.15}
\end{equation*}
$$

in the same way with the same result if the potentials $Q$ and $Q^{\prime}$ are of Coulomb type and $Q$ is not too strong (see V-§ 5.4, in particular Remark 5.12).

## 4. Growth rate of the eigenvalues

It is of some interest to know how rapidly the eigenvalue $\lambda(\varkappa)$ of $T(\varkappa)$ is able to grow with $x$. For simplicity we shall restrict ourselves to a selfadjoint holomorphic family $T(x)$ and to real values of $\varkappa$, so that $T(x)$ is selfadjoint and $\lambda(x)$ is real.

In general it is rather hard to estimate the growth rate. In Example 1.11 there is one eigenvalue $\lambda_{0}(x)$ which exists for $x>0$ and tends to

[^181]$-\infty$ as $x \rightarrow+0$. However, it will now be shown that such a rapid growth of eigenvalues does not occur in the case of a holomorphic family of type (A).

For this purpose it is convenient to consider not only the holomorphic function formed by an individual $\lambda(x)$, but also any piecerwise holomorphic, continuous function $\mu(x)$ formed by connecting some of the $\lambda(x)$. Such a $\mu(x)$ is obtained by moving arbitrarily from one $\lambda(x)$ to another at a crossing point where their graphs cross. The eigenvalues $\mu_{j}(x)$ considered in II- $\S 6.4$ are of this type. Such a $\mu(x)$ may be defined in a larger interval than any one of the holomorphic functions $\lambda(x)$ which is a "part" of it.

Suppose now that we have a selfadjoint holomorphic family $T(x)$ of type (A) defined for $x \in \mathrm{D}_{0}$. We have then the inequality (2.3), which asserts that $T^{\prime}(x)$ is relatively bounded with respect to $T(x)$ :

$$
\begin{equation*}
\left\|T^{\prime}(x) u\right\| \leqq a^{\prime}\|u\|+b^{\prime}\|T(x) u\|, \quad u \in \mathrm{D}, \quad x \in \mathrm{I}, \tag{3.16}
\end{equation*}
$$

where $\mathrm{D}=\mathrm{D}(T(x))$ and $\mathrm{I} \subset \mathrm{D}_{0}$ is a compact interval of the real axis. In general the constants $a^{\prime}, b^{\prime}$ may depend on the choice of I. For convenience $I$ is assumed to contain $x=0$.

Theorem 3.6. Let $T(x), \mathrm{I}, a^{\prime}, b^{\prime}$ be as above and let $\mu(x)$ be any continuous, piecewise holomorphic eigenvalue of $T(x)$ of the kind described above. Then

$$
\begin{equation*}
|\mu(\varkappa)-\mu(0)| \leqq \frac{1}{b^{\prime}}\left(a^{\prime}+b^{\prime}|\mu(0)|\right)\left(e^{b^{\prime}|x|}-1\right) \tag{3.17}
\end{equation*}
$$

as long as $x \in \mathrm{I}$ and $\mu(x)$ is defined.
Proof. For any $\varkappa$ at which $\mu(x)$ is holomorphic, we have

$$
\begin{equation*}
\mu^{\prime}(x)=\left(T^{\prime}(x) \varphi(x), \varphi(x)\right), \tag{3.18}
\end{equation*}
$$

where $\varphi(x)$ is a normalized eigenvector associated with the eigenvalue $\mu(x)^{1}$; (3.18) can be proved in the same way as in II-(6.10), with only the inessential difference that $T^{\prime}(x)$ is not constant here. It follows from (3.18) and (3.16) that

$$
\begin{equation*}
\left|\mu^{\prime}(x)\right| \leqq\left\|T^{\prime}(x) \varphi(x)\right\| \leqq a^{\prime}+b^{\prime}\|T(x) \varphi(x)\|=a^{\prime}+b^{\prime}|\mu(x)| . \tag{3.19}
\end{equation*}
$$

Since $|\mu(x)|$ is piecewise holomorphic as well as $\mu(\varkappa)$ itself, it is easy to solve this differential inequality to arrive at (3.17).

Remark 3.7. (3.17) shows that $\mu(\varkappa)$ cannot grow faster than an exponential function. Thus an eigenvalue $\lambda(x)$ can never go to infinity at a real $x \in \mathrm{D}_{0}$. The same is true of any $\mu(x)$ made up by joining several $\lambda(x)$ in the manner stated above.

[^182]Problem 3.8. In Theorem 3.6 suppose that $T(0)$ is bounded from below. Then the same is true of all $T(x)$ for $x \in I$ and the lower bound $\gamma(x)$ of $T(x)$ satisfies the same inequality (3.17) as for $\mu(x)$. This is true even if $T(x)$ has a continuous spectrum. [hint: Use V-(4.13) for $T=T(x), S=T(x+d x)$ to deduce the same differential inequality (3.19) for $\gamma(x)$.]

## 5. Total eigenvalues considered simultaneously

The result of the preceding paragraph is important in the study of the behavior of the set of eigenvalues of $T(x)$ as a whole, in the case of selfadjoint holomorphic family of type (A). Since there is an essential difficulty if a continuous spectrum is involved, we assume that $T(x)$ has compact resolvent. It suffices to assume this for a single value of $\varkappa$, for then the same must be true for all $x$ in virtue of Theorem 2.4. In this case, any eigenvalue $\lambda(\kappa)$ starting from an eigenvalue $\lambda=\lambda(0)$ of $T=T(0)$ can be continued holomorphically to all real $\varkappa \in \mathrm{D}_{0}$ (again we assume that $\varkappa=0$ belongs to $\mathrm{D}_{0}$ ) ; in other words, the maximal interval for $\lambda(\kappa)$ coincides with the whole interval $\mathrm{I}_{0}$ of real $\varkappa$ belonging to $\mathrm{D}_{0}$ (for simplicity we assume that $\mathrm{I}_{0}$ is connected).

To see this, let I be the maximal interval of $\lambda(x)$ considered and suppose that the right end $\varkappa_{1}$, say, of $I$ is interior to $I_{0}$. Since $\lambda(\varkappa)$ is bounded for $\varkappa \nearrow x_{1}$ by Theorem 3.6, it is impossible for $|\lambda(\varkappa)|$ to tend to $\infty$. We shall show that $\lambda(x)$ tends as $\varkappa \nearrow \varkappa_{1}$ to an eigenvalue $\mu$ of $T\left(\varkappa_{1}\right)$. Since $T\left(x_{1}\right)$ has compact resolvent, there are only a finite number of isolated eigenvalues $\mu_{1}, \ldots, \mu_{N}$ of $T\left(\varkappa_{1}\right)$ in the interval $|\lambda|<M$, where $M$ is a constant such that $|\lambda(\varkappa)|<M$ for $\varkappa \nearrow \varkappa_{1}$, all other points of this interval belonging to $\mathrm{P}\left(T\left(\varkappa_{1}\right)\right)$. It follows from the upper semicontinuity of the spectrum (see IV-§ 3.1) that the part of $\Sigma(T(x))$ within this interval is confined to an arbitrarily small neighborhood of these $N$ points $\mu_{j}$, provided $\left|x-x_{1}\right|$ is sufficiently small. Hence $\lambda(x)$, being an eigenvalue of $T(\varkappa)$, must converge to some $\mu=\mu_{j}$ as $\varkappa \nearrow \varkappa_{1}$. Then $\lambda(\varkappa)$ must coincide with one of the holomorphic functions representing the eigenvalues of $T(\varkappa)$ that arise from the splitting of the eigenvalue $\mu$ of $T\left(\varkappa_{1}\right)$. This implies that $\lambda(\varkappa)$ admits an analytic continuation beyond $\varkappa_{1}$, contradicting the supposition that $\varkappa_{1}$ is the right end of the maximal interval for $\lambda(x)$.

Theorem 3.9. ${ }^{1}$ Let $T(\varkappa)$ be a selfadjoint holomorphic family of type (A) defined for $x$ in a neighborhood of an interval $\mathrm{I}_{0}$ of the real axis. Furthermore, let $T(x)$ have compact resolvent. Then all eigenvalues of $T(x)$ can be represented by functions which are holomorphic on $\mathrm{I}_{0}$. More precisely, there is a sequence of scalar-valued functions $\mu_{n}(x)$ and a sequence of vector-valued functions $\varphi_{n}(x)$, all holomorphic on $\mathrm{I}_{0}$, such that for $x \in \mathrm{I}_{0}$,

[^183]the $\mu_{n}(\varkappa)$ represent all the repeated eigenvalues of $T(\varkappa)$ and the $\varphi_{n}(x)$ form a complete orthonormal family of the associated eigenvectors of $T(x)$.

Proof. The first half of the theorem has already been proved above ${ }^{1}$. It remains to show that the eigenvectors form a complete set. But this is another expression of the fact that all the eigenprojections of a selfadjoint operator with compact resolvent form a complete set (see V-§ 3.8).

Remark 3.10. Each $\lambda_{n}(x)$ is holomorphic in a complex neighborhood of $\mathrm{I}_{0}$, but this neighborhood will depend on $n$, so that it will be in general impossible to find a complex neighborhood in which all the $\lambda_{n}(\kappa)$ exist.

Remark 3.11. The assumption in Theorem 3.9 that $T(x)$ has compact resolvent is rather crucial. A similar result might be expected for a selfadjoint holomorphic family $T(x)$ of compact operators, but the existence of the limit point 0 of the eigenvalues of a compact operator causes some difficulty. Every eigenvalue $\lambda(x)$ of $T(x)$ can indeed be continued analytically as long as it does not reach the value 0 . Once $\lambda(x)=0$ for some $x, \lambda(x)$ may have no further analytic continuation. There is a sufficient condition that $\lambda(x)$ never equals 0 unless it is identically zero; then the result of Theorem 3.9 remains true if the system $\varphi_{n}(\varkappa)$ is supplemented with the eigenvectors belonging to the eigenvalue $\lambda_{0}(x) \equiv 0$ (if any) of $T(x)$. An example of such a sufficient condition ${ }^{2}$ is that there exist positive constants $m, M$ such that for real $\varkappa$

$$
\begin{equation*}
m\|T(0) u\| \leqq\|T(x) u\| \leqq M\|T(0) u\|, \quad u \in \mathrm{H} . \tag{3.2}
\end{equation*}
$$

In fact, (3.20) implies that the null space N of $T(x)$ is independent of $\varkappa$ for any real $\kappa$. Thus any orthonormal family of N can be a part of $\left\{\varphi_{n}(x)\right\}$ with $\lambda_{n}(x) \equiv 0$. Since $T(x)$ is selfadjoint for real $\varkappa$, it is decomposed according to $\mathrm{H}=\mathrm{N} \oplus \mathrm{N}^{\perp}$. In the subspace $\mathrm{N}^{\perp}, T(x)$ has no eigenvalue 0 so that the result of Theorem 3.9 is true.

## §4. Holomorphic families of type (B)

## 1. Bounded-holomorphic families of sesquilinear forms

Let $\{\mathbf{t}(\kappa)\}$.be a family of sesquilinear forms in a Hilbert space $H$. Suppose that $\mathbf{t}(x)$ is a bounded sesquilinear form with domain $\mathbf{H}$ for each $x \in D_{0}$, where $D_{0}$ is a domain in the complex plane, and that $t(x)[u]$ is holomorphic in $D_{0}$ for each fixed $u \in H$. Then the family $\{t(x)\}$ is said to be bounded-holomorphic.

[^184]It follows by polarization that $\mathrm{t}(\varkappa)[u, v]$ is holomorphic in $\mathrm{D}_{0}$ for each fixed $u, v \in H$ [see VI-(1.1)]. The family of operators $T(\varkappa) \in \mathscr{B}(\mathrm{H})$ defined by $(T(\varkappa) u, v)=\mathbf{t}(\varkappa)[u, v]$ is a bounded-holomorphic family of operators; this follows from Theorem III-3.12. In particular it follows that $t(x)$ is uniformly bounded in each compact subset of $D_{0}$.

A similar result holds for a family $\mathfrak{t}(\kappa)$ originally defined for real $x$. Suppose $\mathfrak{t}(x)$ is defined for $-r<x<r$ and $\mathfrak{t}(x)[u]$ has a power series expansion convergent for $-r<x<r$. Then the family $T(x)$ of the associated operators can be extended to all complex $\varkappa$ with $|x|<r$ so as to form a bounded-holomorphic family.

To see this, it suffices to show that $\mathbf{t}(\varkappa)$ can be continued analytically to all $\varkappa$ with $|x|<r$, preserving its property of being a bounded form. Let

$$
\begin{equation*}
\mathfrak{t}(x)[u, v]=\mathbf{t}[u, v]+x \mathbf{t}^{(\mathbf{1})}[u, v]+\varkappa^{2} \mathbf{t}^{(2)}[u, v]+\cdots \tag{4.1}
\end{equation*}
$$

be the Taylor expansion of the numerical function $\mathfrak{t}(\varkappa)[u, v]$ of the real variable $x,-r<x<r$, obtained by polarization from the expansion of the $\mathfrak{t}(x)[u] . \mathfrak{t}=\mathfrak{t}(0)$ is obviously a bounded sesquilinear form. We shall show that all the $\mathbf{t}^{(n)}$ are also bounded sesquilinear forms. The sesquilinearity of $\mathfrak{t}^{(n)}$ is a simple consequence of that of $\mathfrak{t}(\boldsymbol{x})$ and the uniqueness of the Taylor expansion (4.1).
(4.1) implies that $\mathfrak{t}^{(1)}[u, v]=\lim _{x \rightarrow 0} \varkappa^{-1}(\mathfrak{t}(x)-\mathfrak{t})[u, v]$. Since this limit exists for every $u, v \in \mathrm{H}$ and since $\mathrm{t}(x)-\mathrm{t}$ is a bounded form for every real $\varkappa$, it follows from the principle of uniform boundedness that $\mathbf{t}^{(1)}$ is bounded (Problem III-1.30). Then we have from (4.1) that $\mathbf{t}^{(2)}[u, v]$ $=\lim _{x \rightarrow 0} \varkappa^{-2}\left(\mathfrak{t}(\varkappa)-\mathfrak{t}-\varkappa \mathfrak{t}^{(\mathbf{l})}\right)[u, v]$, and a similar argument shows that $\mathfrak{t}^{(2)}$ is bounded, and so on.

Thus there are operators $T^{(n)} \in \mathscr{B}(\mathrm{H})$ such that $\mathrm{t}^{(n)}[u, v]=\left(T^{(n)} u, v\right)$, and (4.1) can be written

$$
\begin{equation*}
(T(\varkappa) u, v)=(T u, v)+\varkappa\left(T^{(1)} u, v\right)+\varkappa^{2}\left(T^{(2)} u, v\right)+\cdots . \tag{4.2}
\end{equation*}
$$

This series converges for $|x|<r$ for all $u, v \in \mathrm{H}$. Hence $r^{\prime n}\left(T^{(n)} u, v\right) \rightarrow 0$, $n \rightarrow \infty$, for all $u, v$ and any $r^{\prime}<r$. Again the principle of uniform boundedness (see Problem III-3.13) shows that $\left\{r^{\prime n}\left\|T^{(n)}\right\|\right\}$ is bounded as $n \rightarrow \infty$. Hence

$$
\begin{equation*}
T(x)=T+\varkappa T^{(1)}+\varkappa^{2} T^{(2)}+\cdots \tag{4.3}
\end{equation*}
$$

is absolutely convergent (in norm) for $|x|<r$ and defines $T(\varkappa) \in \mathscr{B}(\mathrm{H})$. Thus $\mathfrak{t}(\varkappa)[u, v]=(T(x) u, v)$, valid for real $\varkappa$, has been extended to all $\varkappa$ with $|x|<r, T(x)$ forming a bounded-holomorphic family.

Remark 4.1. Let $t(x)$ be a family of sesquilinear forms with domain $H$ and let $\mathfrak{t}(x)[u]$ be holomorphic for $x \in \mathrm{D}_{0}$ for every $u \in \mathrm{H}$. Then $\mathfrak{t}(x)$ is a bounded-holomorphic family of forms if there is a sequence $\varkappa_{n} \in \mathrm{D}_{0}$,
converging to a $x_{0} \in \mathrm{D}_{0}$ different from any $\varkappa_{n}$, such that $\mathrm{t}\left(\varkappa_{n}\right)$ is a bounded form for every $n=1,2, \ldots$.

The point is that the assumptions imply that $t(x)$ is bounded for every $x \in \mathrm{D}_{\mathbf{0}}$. This is seen again by invoking the principle of uniform boundedness. We may assume $x_{0}=0, x_{n} \neq 0$. The existence of $\lim _{n \rightarrow \infty}$ $\left(T\left(x_{n}\right) u, v\right)=\lim t\left(x_{n}\right)[u, v]=\mathbf{t}[u, v]$ implies that $T\left(x_{n}\right)$ is uniformly bounded and hence $\mathfrak{t}$ is bounded with the associated $T$. Then $\mathfrak{t}^{(1)}[u, v]$ $=\lim \varkappa_{n}^{-1}\left(\mathfrak{t}\left(\varkappa_{n}\right)-\mathfrak{t}\right)[u, v]$ shows that $\mathfrak{t}^{(1)}$ is bounded, and so on as above. Thus we see that $\mathfrak{t}(x)$ is bounded near $\varkappa=0$, and this property propagates to all $x \in \mathrm{D}_{\mathbf{0}}$.

## 2. Holomorphic families of forms of type (a) and holomorphic families of operators of type (B)

We now consider a family $\mathfrak{t}(\boldsymbol{\kappa})$ of (not necessarily bounded) sesquilinear forms defined for $x \in \mathrm{D}_{0} . \mathfrak{t}(x)$ will be called a holomorphic family of type (a) if i) each $\mathrm{t}\left(\chi_{)}\right.$is sectorial and closed with $\mathrm{D}(\mathrm{t}(x))=\mathrm{D}$ independent of $x$ and dense in H , and ii) $\mathrm{t}(x)[u]$ is holomorphic for $x \in \mathrm{D}_{0}$ for each fixed $u \in \mathrm{D}$. Note that ii) implies, by polarization, that $\mathrm{t}(x)[u, v]$ is holomorphic in $x$ for each fixed pair $u, v \in \mathrm{D}$. (For sectorial forms see Chapter VI.)

Theorem 4.2. Let $\mathfrak{t}(\varkappa)$ be a holomorphic family of forms of type (a). For each $x$ let $T(x)=T_{t(x)}$ be the associated $m$-sectorial operator (see Theorem VI-2.7). Then the $T(x)$ form a holomorphic family of operators, and the $T(\varkappa)$ are locally uniformly sectorial.

A holomorphic family of m -sectorial operators associated with a holomorphic family of forms of type (a) according to Theorem 4.2 will be called a holomorphic family of type (B) ${ }^{1}$.

Proof of Theorem 4.2. We may assume that $\varkappa=0$ belongs to $\mathrm{D}_{0}$ and $\mathfrak{b}=\operatorname{Ret} \geqq 1, \mathfrak{t}=\mathbf{t}(0)$; otherwise this situation can be attained by shifting the origin of the $x$-plane and adding a suitable constant to $t(x)$.

Let $H=T_{\mathfrak{b}} \geqq 1$ be the selfadjoint operator associated with the closed form $\mathfrak{b} \geqq 1$ [ $H$ is by definition the real part of $T=T(0)$, see VI-§ 3.1], and consider the forms $\mathrm{t}_{0}(x)[u, v]=\mathfrak{t}(x)\left[G^{-1} u, G^{-1} v\right]$ where $G=H^{1 / 2}$. Since $G^{-1} u \in \mathrm{D}(G)=\mathrm{D}(b)=\mathrm{D}$ by the second representation theorem (Theorem VI-2.23), $\mathrm{t}_{0}(\boldsymbol{x})$ is a sectorial form defined everywhere on $H$. Since $t_{0}(x)$ is closable as is easily verified, it follows from Theorem VI-1.20 that $\mathrm{t}_{0}(x)$ is bounded. Since $\mathrm{t}_{0}(x)[u, v]$ is obviously holomorphic for $x \in \mathrm{D}_{0}$ for each fixed $u, v \in H, \mathrm{t}_{0}(x)$ forms a bounded-holomorphic family of forms. Thus we have the expression $\mathrm{t}_{0}(\varkappa)[u, v]=\left(T_{0}(\varkappa) u, v\right)$, where $\left\{T_{0}(x)\right\}$ is a bounded-holomorphic family of operators (see the

[^185]preceding paragraph). Replacing $u, v$ respectively by $G u, G v$, we thus obtain the expression
\[

$$
\begin{equation*}
\mathfrak{t}(x)[u, v]=\left(T_{0}(x) G u, G v\right), \quad u, v \in \mathbb{D}, \quad G=H^{1 / 2} . \tag{4.4}
\end{equation*}
$$

\]

An argument similar to that used in deducing VI-(3.4) then gives

$$
\begin{align*}
T(\varkappa) & =G T_{0}(\varkappa) G  \tag{4.5}\\
T(\varkappa)^{-1} & =G^{-1} T_{0}(x)^{-1} G^{-1} . \tag{4.6}
\end{align*}
$$

Here $G^{-1} \in \mathscr{B}(\mathrm{H})$ and $T_{0}(\varkappa)^{-1}$ is bounded-holomorphic near $x=0$, for $T_{0}(x)$ is bounded-holomorphic and $T_{0}(0)^{-1} \in \mathscr{B}(\mathrm{H})$ exists because $T_{0}(0)$ is of the form $1+i B, B^{*}=B$ [see VI-(3.4)]. Therefore $T(\varkappa)$ is holomorphic near $\varkappa=0$ by Theorem 1.3. Since $\varkappa=0$ is not distinguished from other points, $T(x)$ is holomorphic for $x \in \mathrm{D}_{0}$. Finally it is clear from (4.4) that the $t(x)$ are uniformly sectorial near $\varkappa=0$, for $T_{0}(0)$ $=1+i B$ and the $T_{0}(x)$ are uniformly bounded near $\varkappa=0$. Hence the same is true of the $T(x)$.

Theorem 4.3. Let $T(\varkappa)$ be a holomorphic family of operators of type (B). $T(x)$ has compact resolvent either for all $x$ or for no $x$.

The proof is similar to that of Theorem 2.4; we need only replace Theorem IV-3.17 used there by Theorem VI-3.4. (Note that an msectorial operator has a non-empty resolvent set.)

Remark 4.4. In the definition of a holomorphic family $\mathbf{t}(\varkappa)$ of forms of type (a), it suffices to require in i) the closedness of $\mathfrak{t}(x)$ only for a sequence $x=x_{n}$ converging to a $x_{0} \in \mathrm{D}_{0}$ different from any of the $x_{n}$. To see this we note that, in the proof of Theorem 4.2, $\mathrm{t}_{0}(x)$ is first seen to be bounded for $x=x_{n}$. Then we see by Remark 4.1 that $t_{0}(x)$ is bounded for all $\varkappa=\mathrm{D}_{0}$ and the proof of Theorem 4.2 is valid. Then it follows from (4.4) that $\mathbf{t}(x)$ is closed for sufficiently small $|x|$, and then we can generalize this to all $\boldsymbol{x} \in \mathrm{D}_{\mathbf{0}}$.

This remark is useful since we need to verify that $\mathfrak{t}(x)$ is closed, say, only for real $\varkappa$ when $D_{0}$ meets the real axis.

Remark 4.5. For a holomorphic family $t(x)$ of type (a) we have the following inequalities, which correspond to similar inequalities (2.2)-(2.4) for a family of operators of type (A). (Here we assume that $\mathfrak{b} \geqq 1$, as in the proof of Theorem 4.2.)

$$
\begin{align*}
& \left|\mathbf{t}\left(\varkappa_{1}\right)[u]\right| \leqq b|\mathbf{t}(x)[u]| \\
& \left.\left|\mathbf{t}^{\prime}\left(\varkappa_{1}\right)[u, v]\right| \leqq b^{\prime} \mid \mathbf{t}(x)[u]\right]\left.^{1 / 2}| | \mathbf{t}(x)[v]\right|^{1 / 2}  \tag{4.7}\\
& \left|\left(\mathfrak{t}\left(\varkappa_{1}\right)-\mathfrak{t}\left(\varkappa_{2}\right)\right)[u, v]\right| \leqq \varepsilon|\mathbf{t}(x)[u]|^{1 / 2}|\mathbf{t}(x)[v]|^{1 / 2} .
\end{align*}
$$

Here $u \in \mathrm{D}$ and $a, b, a^{\prime}, b^{\prime}$ are constants as long as $x$ and $x_{1}$ remain in a compact subset of $\mathrm{D}_{0} ; \varepsilon$ may be made arbitrarily small if $\left|x_{1}-x_{2}\right|$
is sufficiently small. (4.7) can be easily proved by making use of (4.4). Also we note that the $|t(\varkappa)[u]|$ on the right of these inequalities may be replaced by $\mathfrak{b}(x)[u]=\operatorname{Ret}(x)[u]$ with possible change of the constants $a, b$, etc. [see VI-(1.42)-(1.43)]. (4.7) expresses that, roughly speaking, the $\mathbf{t}(x)$ are relatively bounded with respect to one another and the change of $t(x)$ is relatively continuous with respect to $t(x)$.

Remark 4.6. There are several useful identities for the resolvent $R(\zeta, x)$ of $T(x)$. Assuming $\mathfrak{b} \geqq 1$ as in the proof of Theorem 4.2, we have

$$
\begin{equation*}
\left(\left(T\left(\varkappa_{1}\right)^{-1}-T\left(\varkappa_{2}\right)^{-1}\right) u, v\right)=-\left(\mathfrak{t}\left(\varkappa_{1}\right)-\mathrm{t}\left(\varkappa_{2}\right)\right)\left[T\left(\varkappa_{1}\right)^{-1} u, T\left(\varkappa_{2}\right)^{*-1} v\right] . \tag{4.8}
\end{equation*}
$$

This follows from $\mathfrak{t}\left(\varkappa_{1}\right)\left[T\left(\varkappa_{1}\right)^{-1} u, g\right]=(u, g)$ and $\mathfrak{t}\left(\varkappa_{2}\right)\left[f, T\left(\varkappa_{2}\right)^{*-1} v\right]$ $=\overline{\mathfrak{t}\left(x_{2}\right)^{*}\left[T\left(x_{2}\right)^{*-1} v, f\right]}=\overline{(v, f)}=(f, v)$, where $f=T\left(x_{1}\right)^{-1} u \in \mathrm{D}$, $g \in T\left(x_{2}\right)^{*-1} v \in \mathrm{D}$.

Letting $x_{1} \rightarrow x_{2}$ in (4.8), we obtain

$$
\begin{equation*}
\left(\frac{d}{d \varkappa} T(\varkappa)^{-1} u, v\right)=-\mathrm{t}^{\prime}(\varkappa)\left[T(\varkappa)^{-1} u, T(x)^{*-1} v\right], \tag{4.9}
\end{equation*}
$$

since $T(x)^{-1} u$ is continuous (even holomorphic) in the norm $\|w\|_{\mathfrak{t}}=\|G w\|$ in virtue of (4.6).

If we replace $\mathfrak{t}(x)$ and $T(x)$ by $\mathfrak{t}(x)-\zeta$ and $T(x)-\zeta$, respectively, (4.8) and (4.9) give

$$
\begin{align*}
& \left(\left(R\left(\zeta, \varkappa_{1}\right)-R\left(\zeta, \varkappa_{2}\right)\right) u, v\right)=-\left(\mathfrak{t}\left(\varkappa_{1}\right)-\mathfrak{t}\left(\dot{\varkappa}_{2}\right)\right)\left[R\left(\zeta, \varkappa_{1}\right) u, R\left(\zeta, \varkappa_{2}\right)^{*} v\right],  \tag{4.10}\\
& \quad\left(\frac{d}{d \varkappa} R(\zeta, x) u, v\right)=-\mathfrak{t}^{\prime}(\varkappa)\left[R(\zeta, x) u, R(\zeta, x)^{*} v\right] . \tag{4.11}
\end{align*}
$$

In view of (4.7), we obtain from (4.11)

$$
\begin{aligned}
& \left|\left(\frac{d}{d x} R(\zeta, x) u, v\right)\right| \leqq b^{\prime}|t(x)[R(\zeta, x) u]|^{1 / 2}\left|t(x)^{*}\left[R(\zeta, x)^{*} v\right]\right|^{1 / 2} \\
& \quad=b^{\prime}|(T(x) R(\zeta, x) u, R(\zeta, x) u)|^{1 / 2}\left|\left(T^{*}(x) R(\zeta, x)^{*} v, R(\zeta, x)^{*} v\right)\right|^{1 / 2}
\end{aligned}
$$

But $\|T(x) R(\zeta, x)\| \leqq 1$ if $\zeta<0$ (Problem V-3.31) and $\left\|T(x)^{*} R(\zeta, x)^{*}\right\|$ $\leqq 1$ similarly. Hence

$$
\begin{align*}
&\left\|\frac{d}{d x} R(\zeta, x)\right\| \leqq b^{\prime}\|R(\zeta, x)\|^{1 / 2}\left\|R(\zeta, x)^{*}\right\|^{1 / 2}  \tag{4.12}\\
&=b^{\prime}\|R(\zeta, x)\| \leqq \frac{b^{\prime}}{1-\zeta}, \quad \zeta<0 .
\end{align*}
$$

Remark 4.7. If $\mathfrak{t}(x)$ is a holomorphic family of forms of type (a) and if $t(x)[u]$ is real for real $\varkappa$ (assuming that $D_{0}$ intersects the real axis), then it is easily seen that $\mathfrak{t}(x)^{*}=\mathfrak{t}(\bar{x})$; in this sense $\mathfrak{t}(x)$ is a selfadjoint family. Then $T(x)^{*}=T(\bar{\chi})$, and $T(x)$ forms a selfadjoint family of operators (see §3.1); in particular $T(x)$ is a selfadjoint operator for real $\kappa$.

In this case $(T(x)+\lambda)^{1 / 2}$ has constant domain $D$ for real $\varkappa$ and large $\lambda$, by the second representation theorem. But it is not clear whether
the same is true for complex $\varkappa$, though $(T(\varkappa)+\lambda)^{1 / 2}$ is well defined by V-§ 3.11. Thus we do not know whether $(T(x)+\lambda)^{1 / 2}$ forms a holomorphic family of type (A) when $T(x)$ is of type (B), even when it is a selfadjoint family.

In any case, however, $(T(x)+\lambda)^{1 / 2}$ is a holomorphic family. To see this we note that

$$
\begin{equation*}
(T(x)+\lambda)^{-1 / 2}=\frac{1}{\pi} \int_{0}^{\infty} \mu^{-1 / 2}(T(x)+\lambda+\mu)^{-1} d \mu \tag{4.13}
\end{equation*}
$$

by V-(3.43). (4.13) can be differentiated under the integral sign, for we have the estimate $\left\|d(T(x)+\lambda+\mu)^{-1} / d x\right\| \leqq b^{\prime}(\lambda+\mu)^{-1}$ by (4.12), so that the resulting integral converges absolutely. This shows that $(T(x)+\lambda)^{-1 / 2}$ is bounded-holomorphic in $x$. Thus $(T(x)+\lambda)^{1 / 2}$ is holomorphic by Theorem 1.3.

## 3. A criterion for type (B)

Theorem 4.8. Let $\mathfrak{t}^{(n)}, n=0,1,2, \ldots$, be a sequence of sesquilinear forms in H . Let $\mathbf{t}=\mathfrak{t}^{(0)}$ be densely defined, with $\mathrm{D}(\mathbf{t})=\mathrm{D}$, sectorial and closable. Let $\mathfrak{t}^{(n)}, n \geqq 1$, be relatively bounded with respect to $\mathfrak{t}$ so that $\mathrm{D}\left(\mathbf{t}^{(n)}\right) \supset \mathrm{D}$ and

$$
\begin{equation*}
\left|\mathfrak{t}^{(n)}[u]\right| \leqq c^{n-1}\left(a\|u\|^{2}+b \mathfrak{b}[u]\right), \quad u \in \mathrm{D}, \quad n \geqq 1, \tag{4.14}
\end{equation*}
$$

where $\mathfrak{b}=\operatorname{Ret}$ and $a, b \geqq 0$. Then the form

$$
\begin{equation*}
\mathfrak{t}(x)[u]=\sum_{n=0}^{\infty} \chi^{n} \mathfrak{t}^{(n)}[u], \quad \mathrm{D}(\mathfrak{t}(x))=\mathrm{D}, \tag{4.15}
\end{equation*}
$$

and the associated polar form $\mathfrak{t}(x)[u, v]$ are defined for $|x|<1 / c . \mathfrak{t}(x)$ is sectorial and closable for $|x|<1 /(b+c)$. Let $\mathfrak{f}(x)$ be its closure. $\{\mathfrak{f}(x)\}$ is a holomorphic family of forms of type (a) for $|x|<1 /(b+c)$. The operator $T(\varkappa)$ associated with $\mathfrak{f}(x)$ forms a holomorphic family of type (B).

Proof. The right member of (4.15) converges for $|x|<1 / c$ and defines a quadratic form. By polarization the sesquilinear form $\mathfrak{t}(x)[u, v]$ is defined also for $|x|<1 / c$. We have

$$
\begin{equation*}
|(\mathfrak{t}(x)-\mathfrak{t})[u]| \leqq \frac{|x|}{1-c|x|}\left(a\|u\|^{2}+b \mathfrak{b}[u]\right), \quad|x|<1 / c . \tag{4.16}
\end{equation*}
$$

By Theorem VI-1.33, $\mathfrak{t}(x)$ is sectorial and closable if $b|x| /(1-c|x|)<1$, that is, if $|x|<1 /(b+c)$. It follows also from the same theorem that the closure $\mathfrak{f}(x)$ has the same domain $\tilde{D}=D(\mathfrak{t})$ as $\mathfrak{f}$. What remains is to show that $\mathfrak{f}(x)[u]$ has a power series similar to (4.15) for every $u \in \tilde{\mathrm{D}}$ :

$$
\begin{equation*}
\mathfrak{f}(x)[u]=\sum_{n=0}^{\infty} x^{n} \mathfrak{f}^{(n)}[u], \quad u \in \mathrm{D} ; \tag{4.17}
\end{equation*}
$$

here $\mathfrak{f}\left({ }^{(0)}=\mathfrak{f}\right.$ and $\mathfrak{f}^{(n)}$ is an extension of $\mathfrak{t}^{(n)}$ with domain $\tilde{\mathrm{D}}$ (not necessarily the closure of $\mathfrak{t}^{(n)}$ ), for which the same inequality (4.14) holds with $\mathfrak{b}$ replaced by $\tilde{\mathfrak{h}}=\operatorname{Re} \mathfrak{Z} . \mathfrak{f}\left({ }^{(n)}[u]\right.$ is defined for $u \in \tilde{\mathrm{D}}$ by $\mathfrak{f}\left({ }^{(n)}[u]=\lim _{k \rightarrow \infty} \mathfrak{t}^{(n)}\left[u_{k}\right]\right.$ where $\left\{u_{k}\right\}$ is a sequence such that $u_{k} \underset{\mathfrak{t}}{ } u$ and the existence of this limit is insured by (4.14). (4.17) follows from (4.15) with $u$ replaced by $u_{k}$ on going to the limit $k \rightarrow \infty$.

Since $T(\varkappa)$ is holomorphic in $\varkappa$ in Theorem 4.8, the resolvent $R(\zeta, \varkappa)$ $=R(\zeta, T(x))$ is holomorphic in $\zeta$ and $x$ jointly in an appropriate region of the variables. Let us estimate this region and the convergence radius and errors for the Taylor series. Such estimates can be obtained from the proof of Theorem VI-3.4. For simplicity assume $\mathfrak{b}=\operatorname{Ret} \geqq 0$ and $a \geqq 0$. It suffices to replace the $S$ of VI-(3.10) by $T(x)$; then the $C$ on the right of this formula should be replaced by the operator $C(x)$ defined by $(\mathfrak{f}(\varkappa)-\mathfrak{f})[u, v]=\left(C(\varkappa) G^{\prime} u, G^{\prime} v\right)$. Recall that $G^{\prime}=H^{\prime 1 / 2}, H^{\prime}=H+$ $+\varrho \geqq 0$. In view of (4.17), $C(x)$ has the form

$$
\begin{equation*}
C(\varkappa)=\sum_{n=1}^{\infty} \varkappa^{n} C^{(n)}, \quad C^{(n)} \in \mathscr{B}(H), \quad\left(C^{(n)} G^{\prime} u, G^{\prime} v\right)=\mathfrak{f}(n)[u, v] . \tag{4.18}
\end{equation*}
$$

We have

$$
\begin{equation*}
\left\|C^{(n)}\right\| \leqq 2 c^{n-1} k, \quad k=\max (b, a / \varrho) \tag{4.19}
\end{equation*}
$$

[see VI-(3.8)-(3.9)]. Thus $R(\zeta, S)=R(\zeta, T(x))=R(\zeta, x)$ becomes

$$
\begin{align*}
R(\zeta, x) & =G^{\prime-1}\left(1-\zeta^{\prime} H^{\prime-1}+i B^{\prime}+C(x)\right)^{-1} G^{\prime-1}  \tag{4.20}\\
& =R(\zeta)+G^{\prime-1} \sum_{p=1}^{\infty} J(\zeta)(-C(x) J(\zeta))^{p} G^{\prime-1}
\end{align*}
$$

where

$$
\begin{equation*}
R(\zeta)=R(\zeta, 0)=R(\zeta, T), J(\zeta)=\left(1-\zeta^{\prime} H^{\prime-1}+i B^{\prime}\right)^{-1}, \zeta^{\prime}=\zeta+\varrho, \tag{4.21}
\end{equation*}
$$

if $|x|$ is so small that

$$
\begin{equation*}
\|C(x)\|\|J(\zeta)\| \leqq\|J(\zeta)\| \sum_{n=1}^{\infty}|x|^{n}\left\|C^{(n)}\right\|<1 \tag{4.22}
\end{equation*}
$$

In view of (4.19), (4.22) is satisfied if.

$$
\begin{equation*}
|x|<(2 k\|J(\zeta)\|+c)^{-1} . \tag{4.23}
\end{equation*}
$$

Here it has been tacitly assumed that $J(\zeta) \in \mathscr{B}(\mathrm{H})$; in general it is not easy to see when this is satisfied, but it is certainly the case if $\operatorname{Re} \zeta^{\prime} \leqq 0$, for we have then $\|J(\zeta)\| \leqq 1$ (see loc. cit.). and (4.23) is satisfied if

$$
\begin{equation*}
|x|<(2 k+c)^{-1}, \quad \operatorname{Re} \zeta^{\prime}=\operatorname{Re} \zeta+\varrho \leqq 0 . \tag{4.24}
\end{equation*}
$$

In particular if $-\operatorname{Re} \zeta>a / b$, we can choose $\varrho>a / b$ without violating the condition $\operatorname{Re} \zeta^{\prime} \leqq 0$; then we have $k=b$ and (4.24) becomes $|x|<(2 b+$ $+c)^{-1}$. In other words $R\left(\zeta, x_{)}\right.$is a convergent power series in $x$ for $|x|<$ $<(2 b+c)^{-1}$ if $-\operatorname{Re} \zeta>0$ is sufficiently large. This gives another proof that $T(x)$ is holomorphic at $x=0$.

These results admit some refinements if the unperturbed form $\mathfrak{t}=\mathfrak{b}$ is symmetric so that the associated operator $T=H$ is selfadjoint. Then we need not assume $\mathfrak{b} \geqq 0$, the constant $a$ may be negative and $J(\zeta) \in$ $\in \mathscr{B}(\mathrm{H})$ is true for any $\zeta \in \mathrm{P}(H)$. To see this we need only make the following modifications. We set $\varrho=a b^{-1}+\delta, \delta>0$; then $H^{\prime}=H+$ $+\varrho \geqq \delta>0$ by (4.14), and (4.19) is true with $k=b$ and $R(\zeta, x)$ converges as a power series in $x$ for $|\chi|<(2 b\|J(\zeta)\|+c)^{-1}$ [see (4.23)]. Since we have $B^{\prime}=0$ now, $J(\zeta)=\left(1-\zeta^{\prime} H^{\prime-1}\right)^{-1}=H^{\prime}\left(H^{\prime}-\zeta^{\prime}\right)^{-1}=(H+$ $\left.+a b^{-1}+\delta\right)(H-\zeta)^{-1}=b^{-1}(a+b H+b \delta) R(\zeta)$. Since $\delta>0$ is arbitrary, we conclude that $R(\zeta, x)$ converges as a power series in $x$ if $|x|<$ $<(2\|(a+b H) R(\zeta)\|+c)^{-1}$. Here even the factor 2 can be dropped if all the $\mathfrak{t}^{(n)}$ are symmetric, for then $\left|\mathfrak{t}^{(n)}[u]\right| \leqq b \mathfrak{b}^{\prime}[u]$ implies $\left|\mathfrak{t}^{(n)}[u, v]\right| \leqq$ $\leqq b\left\|G^{\prime} u\right\|\left\|G^{\prime} v\right\|$. The case $b=0$ can be dealt with by going to the limit. These modifications yield

Theorem 4.9. In Theorem 4.8 let $\mathfrak{t}=\mathfrak{b}$ be symmetric (with the associated operator $T=H$ selfadjoint) and let a in (4.14) be not necessarily nonnegative. For any $\zeta \in \mathrm{P}(H)$, the resolvent $R(\zeta, x)$ of $T(x)$ exists and is a convergent power series in $x$ for

$$
\begin{equation*}
|x|<(\varepsilon\|(a+b H) R(\zeta, H)\|+c)^{-1}, \tag{4.25}
\end{equation*}
$$

where $\varepsilon=1$ or 2 according as all the $\mathrm{t}^{(n)}$ are symmetric or not.
Remark 4.10. Not only the convergence radius but $R(\zeta, x)$ itself can be estimated as in VI-(3.16), in which $a$ and $b$ must now be replaced by appropriate functions of $\varkappa$. We omit the details.

Example 4.11. Consider the form

$$
\begin{align*}
t(x)[u, v]= & \int_{a}^{b} p(x) u^{\prime} \bar{v}^{\prime} d x+\int_{a}^{b}\left[q(x)+x q^{(1)}(x)\right] u \bar{v} d x+  \tag{4.26}\\
& +\left(h_{a}+\varkappa h_{a}^{(1)}\right) u(a) \overline{v(a)}+\left(h_{b}+\varkappa h_{b}^{(1)}\right) u(b) \overline{v(b)},
\end{align*}
$$

where $p(x), q(x), q^{(1)}(x)$ are continuous on $a \leqq x \leqq b$ and $p(x)<0$ [see Example VI-1.7; here we have set $r(x)=s(x)=0$ for simplicity, but we could have retained them without affecting the following results]. As we have seen in Example VI-1.36, $t(x)$ satisfies the assumptions of Theorem 4.8 with an arbitrarily small $b$ because all forms on the right of (4.26) except the first are relatively bounded with respect to the first term, with relative bound 0 . The operator $T(x)$ associated with $t(x)$ is given by (see Example VI-2.16)

$$
\begin{equation*}
T(x) u=-\left(p u^{\prime}\right)^{\prime}+\left(q+\varkappa q^{(1)}\right) u \tag{4.27}
\end{equation*}
$$

with the boundary condition

$$
\begin{equation*}
p(a) u^{\prime}(a)-\left(h_{a}+x h_{a}^{(1)}\right) u(a)=0, p(b) u^{\prime}(b)+\left(h_{b}+x h_{b}^{(1)}\right) u(b)=0 \tag{4.28}
\end{equation*}
$$

Thus the $T(x)$ form a holomorphic family of type (B) defined for all complex $\varkappa$.
If we start from the restriction $t_{0}(x)$ of $t(x)$ with domain restricted by the boundary condition

$$
\begin{equation*}
u(a)=0, \quad u(b)=0 \tag{4.29}
\end{equation*}
$$

we get another holomorphic family $T_{0}(x)$, which is given formally by (4.27) with boundary condition (4.29) (see Example VI-2.17). But this is rather trivial, for $T_{0}(x)$ has a constant domain and the perturbing term $\varkappa q^{(1)}$ in (4.26) is a bounded operator, so that $T_{0}(x)$ is actually of type (A).

By restricting the domain of $t(x)$ by the condition $u(a)=0$ only, we arrive at a third family of operators (4.27) with the boundary condition: (4.28) at $x=b$ and (4.29) at $x=a$, which is again holomorphic of type (B).

## 4. Holomorphic families of type ( $\mathrm{B}_{0}$ )

In Theorem 4.8, the unperturbed form $t$ may not be closed. If $t$ is closed, the perturbed form $\mathfrak{t}(x)$ is closed too, for we have then $D(\mathfrak{f}(x))$ $=\mathrm{D}$. But it is convenient to have the theorem in its generality without assuming $t$ to be closed.

As an important application, suppose we are given a family of operators $S(x)$ of the form

$$
\begin{equation*}
S(x)=S+x S^{(\mathbf{1})}+x^{2} S^{(2)}+\cdots, \tag{4.30}
\end{equation*}
$$

where $S$ is densely defined and sectorial, $\mathrm{D}\left(S^{(n)}\right) \supset \mathrm{D}(S)$ and

$$
\begin{equation*}
\left|\left(S^{(n)} u, u\right)\right| \leqq c^{n-1}\left(a\|u\|^{2}+b \operatorname{Re}(S u, u)\right), \quad u \in \mathrm{D}(S) \tag{4.31}
\end{equation*}
$$

with constants $a, b$ such that $a \geqq 0,0 \leqq b<1$.
Then the assumptions of Theorem 4.8 are satisfied by setting $\mathbf{t}[u, v]$ $=(S u, v)$ and $\mathfrak{t}^{(n)}[u, v]=\left(S^{(n)} u, v\right)$, for the form $\mathfrak{t}$ is closable (see Theorem VI-1.27). The resulting operator $T(x)$ is the Friedrichs extension of $S(x)$ (see VI-§ 2.3). Thus we have

Theorem 4.12. Let $S(x)$ be as above. The Friedrichs extension $T(x)$ of $S(x)$ exists and forms a holomorphic family of type $(\mathrm{B})$ for $|x|<(b+c)^{-1}$.

A family $T(\varkappa)$ as in Theorem 4.12 will be called a holomorphic family of type $\left(\mathrm{B}_{0}\right)^{1}$. It is a special case of type (B), and the domains of the $T(x)$ for different $\varkappa$ have a dense common part $\mathrm{D}(S)$, which is not true for a general family of type (B).
$T(x)$ is a closed extension of $S(x)$ but it may or may not be identical with the closure of $S(x)$. If not, it is possible that there is another family $T_{1}(x)$ consisting of m-sectorial extensions of $S(x)$. In this connection, the following theorem, essentially due to Rellich [3], is remarkable.

[^186]Theorem 4.13. If the closure $S$ of $S$ is m-sectorial, the family $T(\varkappa)$ of Theorem 4.12 is the unique holomorphic family ${ }^{1}$ defined near $x=0$ consisting of extensions of $S(\varkappa)$ such that $T(0)=\widetilde{S}$.

Proof. We have $T=T(0)=\tilde{S}$ since $T$ is an m-sectorial extension of $S$. Suppose that $T_{1}(x)$ is a holomorphic family such that $T_{1}(x) \supset S(x)$ near $\varkappa=0$ and $T_{1}=T_{1}(0)=S=T$. Then $\mathrm{P}\left(T_{1}\right)$ is not empty. If $\zeta \in \mathrm{P}\left(T_{1}\right)$,

$$
\begin{equation*}
R\left(\zeta, T_{1}(\varkappa)\right)=R+\varkappa R_{1}+\varkappa^{2} R_{2}+\cdots \tag{4.32}
\end{equation*}
$$

is bounded-holomorphic near $\varkappa=0$ by Theorem 1.3. For any $u \in \mathrm{D}(S)$, we have $R\left(\zeta, T_{1}(\varkappa)\right)(S(\varkappa)-\zeta) u=u$ since $T_{1}(x) \supset S(\varkappa)$. Hence

$$
\begin{equation*}
\left(R+\varkappa R_{1}+\varkappa^{2} R_{2}+\cdots\right)\left(S-\zeta+\varkappa S^{(1)}+\varkappa^{2} S^{(2)}+\cdots\right) u=u \tag{4.33}
\end{equation*}
$$

and comparison of coefficients gives

$$
\begin{align*}
& R(S-\zeta) u=u \\
& R_{1}(S-\zeta) u=-R S^{(1)} u  \tag{4.34}\\
& R_{2}(S-\zeta) u=-R S^{(2)} u-R_{1} S^{(1)} u
\end{align*}
$$

for any $u \in \mathrm{D}(S)$. These equations determine the operators $R, R_{1}$, $R_{2}, \ldots \in \mathscr{B}(\mathrm{H})$ uniquely, for $(S-\zeta) \mathrm{D}(S)=(T-\zeta) \mathrm{D}(S)$ is dense in H because $T=\widetilde{S}$ (see Problem III-6.3).

Remark 4.14. The essential point in Theorem 4.13 is that the closure of $S(x)$ need not coincide with $T(x)$ for $\varkappa \neq 0$ and yet $T(x)$ is the unique family with the stated property. In many problems in applications $T(x)$ is actually the closure of $S(x)$ or even $T(x)=S(x)$. Even in such a case, application of Theorem 4.8, in particular the estimate (4.25) when $T=H$ is selfadjoint, often leads to an improvement of results obtained otherwise.

Example 4.15. Consider the formal differential operator

$$
\begin{equation*}
L(x) u=-u^{\prime \prime}+x x^{-2} u, \quad 0<x<\infty \tag{4.35}
\end{equation*}
$$

Let $\dot{T}(x)$ be the minimal operator in $H=L^{2}(0, \infty)$ constructed from (4.35), with $\mathrm{D}(\dot{T}(x))=\mathrm{C}_{0}^{\infty}(0, \infty), \dot{T}(x)$ is symmetric for real $x$; it is sectorial for every complex $\varkappa$ with $\dot{\operatorname{Re}} x>-1 / 4$ in virtue of the inequality VI-(4.6) and $-\left(u^{\prime \prime}, u\right)=\int_{0}^{\infty}\left|u^{\prime}\right|^{2} d x$. Thus the family $\dot{T}(x)$ satisfies the assumptions for $S(x)$ in Theorem 4.12, and the Friedrichs extension $T(x)$ of $\dot{T}(x)$ forms a holomorphic family of type ( $\mathrm{B}_{0}$ ).

Is $T(x)$ the unique holomorphic family consisting of m-sectorial extensions of $\dot{T}(x)$ ? The answer depends on the region $\mathrm{D}_{0}$ of $\varkappa$ considered. It is yes if $\mathrm{D}_{0}$ contains

[^187]$x=3 / 4$. In fact, it is known that $\dot{T}(3 / 4)$ is essentially selfadjoint ${ }^{1}$; thus we have the situation of Theorem 4.13 if $x=0$ is replaced by $x=3 / 4$ (see also Remark 1.6). It is interesting to note that for $x<3 / 4, \dot{T}(x)$ is not essentially selfadjoint and, consequently, $T(x)$ is not the only selfadjoint extension of $\dot{T}(x)$. Nevertheless it is unique as a holomorphic extension of the family $\dot{T}(x)$.

This unique family $T(x)$ is characterized by the condition $D(T(x)) \subset D(\tilde{t})$, where $\tilde{\mathfrak{t}}$ is the closure of the form $\dot{\mathfrak{t}}=\dot{\mathrm{t}}(3 / 4)$ associated with $\dot{T}(3 / 4)$, namely, $\dot{\mathrm{t}}[u]$ $=\left(u^{\prime}, u^{\prime}\right)+(3 / 4) \int_{0}^{\infty} x^{2}|u|^{2} d x, u \in \mathrm{C}_{0}^{\infty}$. In view of VI-(4.6), it is easy to see that $\mathrm{D}(\tilde{\mathrm{t}})$ is the set of all $u \in \mathrm{H}$ such that $u^{\prime} \in \mathrm{H}$ and $u(0)=0$ (cf. Problem VI-2.18). Therefore, $T(x)$ must be the restriction of $L(x)$ such that $u \in \mathrm{D}(T(x))$ implies $u^{\prime} \in \mathrm{H}$ and $u(0)=0$.

## 5. The relationship between holomorphic families of types (A) and (B)

It is natural to ask whether there is any relationship between a holomorphic family of type (A) and one of type (B). In general there is no such relation, for the former is defined in any Banach space while the latter is defined only in Hilbert spaces. If we restrict ourselves to selfadjoint families of sectorial operators, however, the families of type (B) form a wider class than those of type (A). More precisely, we have

Theorem 4.16. A selfadjoint holomorphic family $T(x)$ of type (A) is also of type $\left(\mathrm{B}_{0}\right)$, at least in a neighborhood of the real axis, if $T(x)$ is bounded from below for some real $x$ (whereupon $T(\kappa)$ is bounded from below for all real $x$ ).

Proof. We may assume that $\kappa=0$ belongs to the domain $\mathrm{D}_{0}$ in which the family is defined and that $T=T(0)$ is selfadjoint and nonnegative. Then we have the expression (2.1) for $T(x) u, u \in \mathrm{D}=\mathrm{D}(T(x))$, where the coefficients $T^{(n)}$ are symmetric and satisfy inequalities of the form (2.5) (see Remark 2.8). Noting that $a\|u\|+b\|T u\| \leqq \sqrt{2}\|(a+b T) u\|$, we see from Theorem V-4. 12 that

$$
\begin{equation*}
\left|\left(T^{(n)} u, u\right)\right| \leqq \sqrt{2} c^{n-1}((a+b T) u, u), \quad n=1,2, \ldots \tag{4.36}
\end{equation*}
$$

Let $T_{F}(x)$ be the Friedrichs extension of $T(x)$. In view of (4.36), we.see from Theorem 4.12 that $T_{F}(\varkappa)$ exists in a neighborhood of $\varkappa=0$ and forms a holomorphic family of type (B). But we have $T_{F}(\varkappa)=T(\varkappa)$ for real $x$, since $T(x)$ is selfadjoint and $T_{F}(x)$ is a selfadjoint extension of $T(x)$. Since both $T(x)$ and $T_{F}(\varkappa)$ are holomorphic families, it follows

[^188]from the unique continuation property (Remark 1.6) that $T(x)=T_{F}(x)$ for all $x$ in the common region of definition of $T(x)$ and $T_{F}(x)$. This proves that $T(x)$ is of type (B) in a neighborhood of $x=0$; note that this implies that $T(x)$ is sectorial and, in particular, bounded from below for real $x$.

To complete the proof of the theorem by showing that the same result holds in a neighborhood of any real $\varkappa$, it suffices to prove that $T(\varkappa)$ is bounded from below for every real $x \in \mathrm{D}_{0}$ where $T(x)$ is defined. Suppose $T\left(\varkappa_{0}\right)$ is bounded from below for a real $\varkappa_{0}$. Since by (2.4) $T(x)$ -- $T\left(x_{0}\right)$ is relatively bounded with respect to $T\left(x_{0}\right)$ with relative bound $<1$ for sufficiently small $\left|x-x_{0}\right|$, it follows from Theorem V-4.11 that $T(x)$ is bounded from below for real $\varkappa$ near $\varkappa_{0}$. Since the required smallness of $\left|x-x_{0}\right|$ is uniform in any compact subset of $\mathrm{D}_{0}$, the semiboundedness of $T(x)$ propagates from $\varkappa=0$ to all real $\varkappa \in \mathrm{D}_{0}$.

## 6. Perturbation series for eigenvalues and eigenprojections

The general results of $\S 1.3$ on finite systems of eigenvalues of $T(x)$ apply to a holomorphic family $T(x)$ of type (B). We collect here some results that are peculiar to this type. For simplicity we restrict ourselves to dealing with the case of Theorem 4.9.

Consider an isolated eigenvalue $\lambda$ of $H$ with the eigenprojection $P$, $\operatorname{dim} P=m<\infty$. The total projection $P(\varkappa)=P+\sum_{n=1}^{\infty} \chi^{n} P^{(n)}$ for the $\lambda$-group eigenvalues of $T(x)$ is holomorphic in $\varkappa$, being given by (1.3). Substitution of (4.20) gives [cf. II-(2.8)]

$$
\begin{align*}
& P^{(n)}=-\sum_{p=1}^{n}(-1)^{p} \sum_{v_{1}+\cdots+v_{p}=n} \frac{1}{2 \pi i} \int_{\Gamma} G^{\prime-1} J(\zeta) C^{\left(v_{1}\right)}  \tag{4.37}\\
& \cdot J(\zeta) \ldots J(\zeta) C^{\left(v_{p}\right)} J(\zeta) G^{\prime-1} d \zeta .
\end{align*}
$$

Here $G^{\prime}=H^{\prime 1 / 2}, H^{\prime}=H+\varrho=H+a b^{-1}+\delta$ and $J(\zeta)$ is given by (4.21) where $B^{\prime}=0$ since we assumed $t$ to be symmetric:

$$
\begin{equation*}
J(\zeta)=H^{\prime}\left(H^{\prime}-\zeta^{\prime}\right)^{-1}=H^{\prime} R(\zeta), \quad R(\zeta)=(H-\zeta)^{-1} \tag{4.38}
\end{equation*}
$$

The $C^{(n)}$ are given by (4.18). The power series for the weighted mean of the eigenvalues under consideration can be obtained as in II-§ 2.2. It should be remarked, however, that the expression II-(2.23) cannot be used now, for the operators $T^{(n)}$ are not defined. Instead we have

$$
\begin{equation*}
\hat{\lambda}(x)-\lambda=-\frac{1}{2 \pi i m} \operatorname{tr} \int_{\Gamma} \log \left(1+\left(\sum_{n=1}^{\infty} \varkappa^{n} C^{n}\right) J(\zeta)\right) d \zeta \tag{4.39}
\end{equation*}
$$

This can be proved by using the property of the $\operatorname{trace} \operatorname{tr} A B=\operatorname{tr} B A$ and by integration by parts, starting from the expression II-(2.25)
where we substitute $R(\zeta, \chi)$ from (4.20). The integration by parts makes use of the fact that $J(\zeta) G^{\prime-2} J(\zeta)=H^{\prime} R(\zeta)^{2}=(d / d \zeta) H^{\prime} R(\zeta)$.The use of the formal equality $\operatorname{tr} A B=\operatorname{tr} B A$ under the integration sign is not directly justified, but it can be justified by the consideration given in § 2.3 in the case of a family of type (A).
(4.39) gives the following expressions for the coefficients of the series $\hat{\lambda}(\chi)=\lambda+\Sigma \chi^{n} \hat{\lambda}^{(n)}[\mathrm{cf}$. II-(2.30)]:

$$
\begin{equation*}
\hat{\lambda}(n)=\frac{1}{2 \pi i m} \operatorname{tr} \sum_{p=1}^{\infty} \frac{(-1)^{p}}{p} \sum_{v_{1}+\cdots+v_{p}=n} \int_{\Gamma} C^{\left(v_{1}\right)} J(\zeta) C^{\left(v_{2}\right)} \ldots J(\zeta) C^{\left(v_{p}\right)} J(\zeta) d \zeta . \tag{4.40}
\end{equation*}
$$

If the reduced resolvent $S$ of $H$ for the eigenvalue $\lambda$ is introduced according to $R(\zeta)=-(\zeta-\lambda)^{-1} P+S+(\zeta-\lambda) S^{2}+\cdots$ [see I-(5.18) and III-(6.32)], (4.37) and (4.40) reduce to [cf. II-(2.12, 31)]

$$
\begin{equation*}
P^{(n)}=-\sum_{p}(-1)^{p} \sum_{\substack{v_{1}+\cdots+v_{p}=n \\ k_{1}+\cdots+k_{p+1}=p}} G^{\prime-1} J^{\left(k_{1}\right)} C^{\left(v_{1}\right)} \ldots J^{\left(k_{p}\right)} C^{\left(v_{p}\right)} J^{\left(k_{p}+1\right)} G^{\prime-1}, \tag{4.41}
\end{equation*}
$$

$$
\begin{equation*}
\hat{\lambda}(n)=\frac{1}{m} \sum_{p} \frac{(-1)^{p}}{p} \sum_{\substack{v_{1}+\cdots+p_{p}=n \\ k_{1}+\cdots+k_{p}=p-1}} \operatorname{tr} C^{\left(\nu_{1}\right)} J^{\left(k_{1}\right)} \ldots C^{\left(p_{p}\right)} J^{\left(k_{p}\right)} \tag{4.42}
\end{equation*}
$$

where

$$
\begin{equation*}
J^{(0)}=-H^{\prime} P=-\left(\lambda+a b^{-1}+\delta\right) P, \quad J^{(k)}=H^{\prime} S^{k}, \quad k \geqq 1 . \tag{4.43}
\end{equation*}
$$

It is desirable to express these results in terms of the given forms $\mathfrak{t}^{(n)}$ alone, without using such auxiliary quantities as $H^{\prime}, G^{\prime}, C^{(n)}$, etc. This is not simple in general, but can be done without difficulty at least for the first few coefficients. For example,

$$
\begin{align*}
\mathfrak{\lambda}(1) & =-\frac{1}{m} \operatorname{tr} C^{(1)} J^{(0)}=\frac{1}{m} \operatorname{tr} C^{(1)} H^{\prime} P=\frac{1}{m} \sum_{j=1}^{m}\left(C^{(1)} H^{\prime} \varphi_{j}, \varphi_{j}\right)  \tag{4.44}\\
& =\frac{1}{m} \sum_{j=1}^{m} \mathfrak{f}\left({ }^{(1)}\left[G^{\prime} \varphi_{j}, G^{\prime-1} \varphi_{j}\right]=\frac{1}{m} \sum_{j=1}^{m} \mathfrak{f}^{(1)}\left[\varphi_{j}\right] .\right.
\end{align*}
$$

where $\varphi_{j}, j=1, \ldots, m$, form an orthonormal basis of the eigenspace $P \mathrm{H}$ [note that $G^{\prime \pm} \varphi_{j}=\left(\lambda+a b^{-1}+\delta\right)^{ \pm 1 / 2} \varphi_{j}$ ].

Problem 4.17. (4.37) and (4.40) are formally identical with II-(2.8) and II-(2.30), respectively, after substitution of (4.38) for $J(\zeta)$ and of $C^{(n)}=G^{\prime-1} T^{(n)} G^{\prime-1}$.

Let us now estimate the convergence radius of the series for $P(x)$. According to (4.25), a lower bound for this convergence radius is given by

$$
\begin{equation*}
r_{0}=\inf _{\zeta \in \Gamma}(\varepsilon\|(a+b H) R(\zeta)\|+c)^{-1}=\inf _{\substack{\zeta \in \Gamma \\ \mu \in \Sigma(H)}}\left(\varepsilon\left|\frac{a+b \mu}{\mu-\zeta}\right|+c\right)^{-\mathbf{1}}, \tag{4.45}
\end{equation*}
$$

where $\varepsilon=1$ or 2 according as all the $\mathfrak{t}^{(n)}$ are symmetric or not. As before, the knowledge of $r_{0}$ will lead to estimates for the convergence radius, the coefficients and the remainders for the series of $\bar{\lambda}(x)$.

If $\Gamma$ is chosen to be the circle $|\zeta-\lambda|=d / 2$ where $d$ is the isolation distance of the eigenvalue $\lambda$ of $H$, we have $\|R(\zeta)\| \leqq 2 / d$ and $\|(H-$ $-\lambda) R(\zeta) \| \leqq 2$ for $\zeta \in \Gamma$ (see § 2.5). Hence

$$
\begin{align*}
\|(a+b H) R(\zeta)\| & \leqq(a+b \lambda)\|R(\zeta)\|+b\|(H-\lambda) R(\zeta)\|  \tag{4.46}\\
& \leqq \frac{2}{d}(a+b \lambda)+2 b
\end{align*}
$$

(note that, although $a$ need not be nonnegative, $a+b \lambda \geqq 0$ since $a+b H \geqq 0$ and $\lambda$ is an eigenvalue of $H$ ). Thus (4.45) gives

$$
\begin{equation*}
r_{0} \geqq 1 /\left[\frac{2 \varepsilon(a+b \lambda)}{d}+2 \varepsilon b+c\right] . \tag{4.47}
\end{equation*}
$$

It is interesting to note the similarity and the difference between (4.47) and the estimate (2.34) for the case of type (A).

Of course a more careful choice of $\Gamma$ will lead to an improvement of (4.47) (see the examples below).

Remark 4.18. The reduction process used in determining the series for the eigenvalues and eigenprojections should start from the operator $T_{r}(x)$ given by (1.11). The process is rather complicated since $T(x)$ is not given directly in the form of a power series [as in the case of type (A)].

This inconvenience can be avoided to some extent by considering the eigenvalues and eigenprojections of the operator $R(\zeta, \varkappa)=(T(x)-$ $-\zeta)^{-1}$ for a fixed $\zeta$. Since $R(\zeta, x)$ is bounded-holomorphic in $x$ with the Taylor expansion (4.20), its eigenvalues and eigenprojections can be calculated by the reduction process described in the finite-dimensional case. Since these quantities are in a simple relationship with those of $T(\varkappa)$, we obtain in this way the required perturbation series for $T(\varkappa)^{1}$.

For example, the repeated eigenvalues of $R(\zeta, x)$ corresponding to the eigenvalue $(\lambda-\zeta)^{-1}$ of the "unperturbed" operator $R(0, \zeta)$ $=R(\zeta)$ have the form

$$
\begin{equation*}
(\lambda-\zeta)^{-1}-x v_{j}^{\prime}+\cdots, \quad j=1, \ldots, m \tag{4.48}
\end{equation*}
$$

where the $\nu_{j}$ are the eigenvalues of the operator

$$
\begin{equation*}
P G^{\prime-1} J(\zeta) C^{(1)} J(\zeta) G^{\prime-1} P=\frac{\lambda+a b^{-1}+\delta}{(\lambda-\zeta)^{2}} P C^{(1)} P \tag{4.49}
\end{equation*}
$$

regarded as an operator in the finite-dimensional space $P \mathrm{H}$. But $P C^{(\mathbf{1})} P$ is the bounded operator associated with the bounded form ( $\left.P C^{(1)} P u, v\right)$ $=\left(C^{(1)} P u, P v\right)=\mathfrak{f}^{(1)}\left[G^{\prime-1} P u, G^{\prime-1} P v\right]=\left(\lambda+a b^{-1}+\delta\right)^{-1} \mathfrak{f}(\mathbf{1})[P u, P v]$. Hence we have $v_{j}^{\prime}=(\lambda-\zeta)^{-2} \mu_{j}^{\prime}$ where the $\mu_{j}^{\prime}$ are the $m$ repeated eigenvalues of the $m$-dimensional operator associated with the form $\mathfrak{f}^{(1)}[u, v]$ restricted to the $m$-dimensional space $P H$. It follows from (4.48),

[^189]then, that the eigenvalues of $T(x)$ must have the form
\[

$$
\begin{equation*}
\lambda+x \mu_{j}^{\prime}+\cdots \tag{4.50}
\end{equation*}
$$

\]

Note that this refines (4.44), which gives only the mean of the $m$ eigenvalues $\mu_{j}^{\prime}$. Higher order coefficients of the series for the eigenvalues can be computed in a similar fashion.

Problem 4.19. A necessary condition that there be no splitting at the first order is that $\tilde{\mathrm{f}}^{(1)}[u, v]=\lambda^{\prime}(u, v)$ for $u, v \in P \mathrm{H}$ with a constant $\lambda^{\prime}$. This constant is equal to the common value $\mu_{1}^{\prime}=\cdots=\mu_{m}^{\prime}$.

## Example 4.20. Consider the differential eigenvalue problem

$$
\begin{equation*}
-u^{\prime \prime}+x q(x) u=\lambda(x) u, \quad u(0)=u(\pi)=0, \quad 0 \leqq x \leqq \pi . \tag{4.51}
\end{equation*}
$$

Assume, for simplicity, that $q(x)$ is continuous on $[0, \pi]$. This problem is a special case of Example 2.17 in which $T^{(1)}$ is the multiplication operator by $q(x)$, so that the results of that example are applicable with $\left\|T^{(1)}\right\|=\|q\|_{\infty}=\max |q(x)|$. But the estimates for the convergence radii or other quantities may be quite crude if $\max |q(x)|$ is very large while $|q(x)|$ is not very large on the average. In such a case the results of this paragraph may be useful. Note that here we have a family $T(x)=T+\varkappa T^{(1)}$ of type (A) and (B) simultaneously; this is obvious since $T^{(1)}$ is bounded.

Let $s(x)$ be an indefinite integral of $q(x)$. We have

$$
\begin{align*}
\left.\left|\int_{0}^{\pi} q\right| u\right|^{2} d x \mid= & \left.\left|\int_{0}^{\pi} s^{\prime}\right| u\right|^{2} d x\left|=\left|\int_{0}^{\pi} s\left(u^{\prime} \bar{u}+u \bar{u}^{\prime}\right) d x\right| \leqq\right.  \tag{4.52}\\
& \leqq(\max |s|) 2\|u\|\left\|u^{\prime}\right\| \leqq a\|u\|^{2}+b(T u, u)
\end{align*}
$$

where $a, b>0$ are arbitrary if $a b=(\max |s|)^{2}$ [note that $\left\|u^{\prime}\right\|^{2}=(T u, u)$ ]. An estimate for the convergence radius for the unperturbed eigenvalue $\lambda=\lambda_{n}=n^{2}$ is then given by (4.47) with $c=0, d=2 n-1(d=3$, if $n=1)$ (see loc. cit.). The best choice of $a$ under the restriction stated above is $a=\left(n^{2}+2 n-1\right)^{1 / 2}$. $\cdot(\max |s|)$; then (set $\varepsilon=1$ if $q(x)$ is real)

$$
\begin{equation*}
r_{0} \geqq \frac{2 n-1}{4 \varepsilon\left(n^{2}+2 n-1\right)^{1 / 2}(\max |s|)} \tag{4.53}
\end{equation*}
$$

The indefinite additive constant in $s(x)=\int^{x} q(x) d x$ should be chosen so as to minimize $\max |s|$. Since $\max |s|$ may be small while $\max |q|$ is very large (even infinite), the estimate (4.53) is independent of the ones given in Example 2.17 [such as (2.38)] in which $\left\|T^{(1)}\right\|=\max |q|$ was used.

The same method could be applied to the Mathieu equation (see Example 3.4). But the coefficient $q(x)=\cos 2 x$ is too smooth for (4.53) to give an improvement over the former results.

## 7. Growth rate of eigenvalues and the total system of eigenvalues

For a selfadjoint family $T(\varkappa)$ of type (B), we can estimate the growth rate of the eigenvalues in the same way as in the case of type (A) (see § 3.4). We use the inequality [see (4.7)]

$$
\begin{equation*}
\left|\mathfrak{t}^{\prime}(x)[u]\right| \leqq a^{\prime}(u, u)+b^{\prime} \mathfrak{t}(\varkappa)[u], \quad u \in \mathrm{D}, \quad x \in \mathrm{I}, \tag{4.54}
\end{equation*}
$$

where $D=D(t(x))=$ const. and $I$ is an interval of the real axis, which is assumed to contain $\boldsymbol{x}=0$. Again we consider a piecewise holomorphic
function $\mu(x)$ formed by connecting several isolated eigenvalues of $T(x)$ in the manner described in §3.4.

Theorem 4.21. Let $\mu(x)$ be as above. Then

$$
\begin{equation*}
|\mu(x)-\mu(0)| \leqq \frac{1}{b^{\prime}}\left(a^{\prime}+b^{\prime} \mu(0)\right)\left(e^{b^{\prime}|x|}-1\right) . \tag{4.55}
\end{equation*}
$$

Proof. (4.55) is similar to the corresponding estimate (3.17) for type (A), with the slight difference that here $\mu(0)$ appears in place of $|\mu(0)|$. The proof of (4.55) is also similar to that of Theorem 3.6, but some modification is needed since $T^{\prime}(x) \varphi(\varkappa)$ does not make sense here. Instead we use the result of Problem 4.19, which shows that

$$
\begin{equation*}
\mu^{\prime}(\boldsymbol{x})=\mathbf{t}^{\prime}(\boldsymbol{x})[\varphi(x)] \tag{4.56}
\end{equation*}
$$

for any $x$ at which no crossing of $\mu(x)$ with other eigenvalues occurs. Hence

$$
\begin{align*}
\mu^{\prime}(x) \leqq a^{\prime}+b^{\prime} \mathfrak{t}(\varkappa)[\varphi(x)] & =a^{\prime}+b^{\prime}(T(x) \varphi(x), \varphi(x))  \tag{4.57}\\
& =a^{\prime}+b^{\prime} \mu(x) .
\end{align*}
$$

This differs from (3.19) only in the lack of the absolute value signs. Solution of this differential inequality leads to (4.55).

Remark 4.22. As in § 3.5, it follows from Theorem 4.21 that Theorem 3.9 is true also for a selfadjoint family $T(\kappa)$ of type (B) with compact resolvent [again $T(x)$ has compact resolvent for all $\varkappa$ if this is the case for some $x$, see Theorem 4.3]. Thus there exists a complete family of normalized eigenvectors and the associated eigenvalues of $T(x)$ which are holomorphic on the whole interval of $x$ being considered ${ }^{1}$.

## 8. Application to differential operators

The theory of holomorphic families of operators of type (B) has wide application in the perturbation theory of differential operators. Simple examples were given in Examples 4.11 and 4.20 for regular ordinary differential operators. Here we add some further examples related to regular partial differential operators and certain singular differential operators, both ordinary and partial.

Example 4.23. Consider the formal differential operator

$$
\begin{equation*}
L(x) u=-\sum_{j, k=1}^{m} \frac{\partial}{\partial x_{j}} p_{j k}(x, x) \frac{\partial u}{\partial x_{k}}+q(x, x) u \tag{4.58}
\end{equation*}
$$

in a bounded region E of $\mathrm{R}^{m}$. The coefficients $p_{j k}(x, x)$ and $q(x, x)$ are assumed to be sufficiently smooth functions of $x$ in the closed region $\overline{\mathrm{E}}$ and to depend on the real parameter $x$ holomorphically. Furthermore, it is assumed that $p(x, x)$ and $q(x, x)$ are real-valued and the matrix ( $p_{j k}(x, x)$ ) is symmetric and positive definite uniformly with respect to $x$ and $x$.

As we have seen in VI-§ 4.4, several selfadjoint operators in $H=L^{2}(E)$ can be constructed from the formal differential operator $L(x)$ by considering the quadratic

[^190]form
\[

$$
\begin{equation*}
\mathfrak{b}(x)[u]=\int_{\mathbf{E}}\left[\Sigma p_{j k}(x, x) \frac{\partial u}{\partial x_{k}} \frac{\partial \bar{u}}{\partial x_{j}}+q(x, x)|u|^{2}\right] d x . \tag{4.59}
\end{equation*}
$$

\]

The restriction $\mathfrak{b}_{1}(x)$ of this form with $D\left(b_{1}\right)$ consisting of functions $u$ satisfying the zero boundary condition $u=0$ on $\partial \mathrm{E}$ leads to the operator $H_{1}(\varkappa)=L(x)$ with the same boundary condition. The form $\mathfrak{h}_{\mathbf{2}}(x)=\mathfrak{b}(x)$ without any boundary condition leads to $H_{2}(\varkappa)=L(x)$ with the generalized Neumann condition [ $\partial u / \partial n=0$ where $n$ is the conormal to the boundary, which is determined by $p_{j_{k}}(x, x)$ and so depends on $x$ ]. The form $\mathfrak{b}_{3}(x)$ obtained by adding to $\mathfrak{b}_{2}(x)$ a boundary term such as $\int_{\partial \mathrm{E}} \sigma(x, x)|u|^{2} d S$ will lead to $H_{3}(x)=L(x)$ with a generalized boundary condition of the third kind $\partial u / \partial n-\sigma u=0$.

According to the results of VI-§ 4.4, these forms $\mathfrak{b}_{n}(x)$ with different $\varkappa$ (but with fixed $n=1,2,3$ ) are relatively bounded with respect to one another and the same is true of their closures. It follows easily from Theorem 4.8 that the closed $\mathfrak{b}_{n}(x)$ has an analytic continuation $\mathrm{t}_{n}(\varkappa)$ which is a holomorphic family of forms of type (a) defined for $\varkappa$ on and near the real axis. Hence $H_{n}(\varkappa)$, defined above for real $\varkappa$, has an analytic continuation $T_{n}(\varkappa)$ for $\varkappa$ on and near the real axis. $T_{n}(\varkappa)$ forms a selfadjoint holomorphic family of type (B). In particular it follows that the eigenvalues and eigenprojections of $T_{n}(x)$ are holomorphic on and near the real axis of $\varkappa$.

Actually $T_{1}(\varkappa)$ is not only of type (B) but also of type (A). We shall not prove it here, but it is related to the fact that $\mathrm{D}\left(H_{1}(x)\right)$ is independent of $x$, as was noted earlier (loc. cit.). It should be noted, however, that the analyticity of the eigenvalues and eigenprojections of $H_{1}(\varkappa)$ follows already from the fact that it is holomorphic of type ( B ), which has been proved very simply.

Example 4.24. Consider the singular differential operator

$$
\begin{equation*}
L(x) u=-u^{\prime \prime}+q(x) u+x q^{(1)}(x) u, \quad 0<x<\infty, \tag{4.60}
\end{equation*}
$$

in which $q(x)$ and $q^{(1)}(x)$ are allowed to have certain singularities. We assume, as in VI- $\S 4.1$, that $q$ can be written $q=q_{1}+q_{2}+q_{3}$, where all the $q_{j}$ are realvalued, $q_{1} \geqq 0$ is locally integrable, $q_{2}$ is uniformly locally integrable and $q_{3}$ is majorized by $1 / 4 x^{2}$ as in VI-(4.8). Then a closed form $\mathfrak{b}[u]=\int_{0}^{\infty}\left(\left|u^{\prime}\right|^{2}+q(x)|u|^{2}\right) d x$ can be constructed and the associated selfadjoint operator $H(0)=L(0)$ in $\mathbf{H}$ $=\mathrm{L}^{2}(0, \infty)$ with an appropriate domain [including the boundary condition $u(0)=0$ ] is defined (see loc. cit.). We further assume that $q^{(1)}$ can likewise be written as the sum of three functions $q_{j}^{(1)}$ with properties similar to those stated above. In addition we assume that $q_{1}^{(1)} \leqq \beta q_{1}$ with some constant $\beta$. Then it is easily seen that the form $\mathfrak{b}^{(1)}[u]=\int q^{(1)}(x)|u|^{2} d x$ is relatively bounded with respect to $\mathfrak{b}$, for $q_{2}^{(1)}$ and $q_{3}^{(1)}$ are relatively bounded with respect to $\mathfrak{b}_{0}[u]=\int\left|u^{\prime}\right|^{2} d x$ (see loc. cit.). It follows from ${ }^{*}$ Theorem 4.8 that $\mathfrak{t}(x)=\mathfrak{b}+\varkappa \mathfrak{b}^{(\mathbf{1})}$ is a selfadjoint holomorphic family of forms of type (a) and that the associated operator $T(\varkappa)=L(x)$ (with an appropriate.domain) forms a selfadjoint holomorphic family of type (B). The domain of $T(x)$ consists of all $u \in \mathbf{H}=\mathrm{L}^{2}(0, \infty)$ such that i) $u$ and $u^{\prime}$ are absolutely continuous for $0<x<\infty$ and $u^{\prime} \in \mathbf{H}$, ii) $u(0)=0$ and iii) $q 1^{\prime 2} u$ and $L(x) u$ belong to H (see Theorem VI-4.2). Note that $\mathrm{D}(T(x))$ depends on $\boldsymbol{x}$ through iii).

It should be noticed that a perturbing "potential" $q^{(1)}(x)$ of such a high singularity as $1 / x^{2}$ still leads to a holomorphic family $T(x)$.

Example 4.25. Consider the Schrödinger operator

$$
\begin{equation*}
L(x) u=-\Delta u+q(x) u+x q^{(1)}(x) u \tag{4.61}
\end{equation*}
$$

in the whole 3-dimensional space $\mathrm{R}^{3}$. We assume (see VI-§ 4.3) that $q$ can be written in the form $q=q_{1}+q_{2}$, where the $q_{k}$ are real-valued, locally integrable, $q_{1} \geqq 0$, $q_{2} \leqq 0$, and where $q_{2}$ satisfies condition ( 4.17 c ). [Several sufficient conditions for $(4.17 \mathrm{c})$ to be met were given there.] Then a selfadjoint restriction $H$ of $L(0)$ can be defined by Theorem 4.6a. We assume further that $q^{(1)}$ can also be written as $q^{(1)}=q_{1}^{(1)}+q_{2}^{(1)}$ with the $q_{k}^{(1)}$ satisfying conditions similar to the above ones, except that $q_{2}^{(1)}$ have $\mathfrak{b}_{0}$-bound smaller than 1 (which is not necessary since we are considering only small $|x|$ ). In addition we assume that $q_{1}^{(1)} \leqq \beta q_{1}$ for some positive constant $\beta$. Then it can be shown, as in the preceding example, that there is a selfadjoint holomorphic family of operators $T(x)$ in $H=L^{2}\left(\mathrm{R}^{3}\right)$ of type (B) defined for small $|x|$, such that $T(x)$ is a restriction of $L(x)$ with $\mathrm{D}(T(x))$ defined as follows:
$u \in \mathrm{D}(T(x))$ if and only if i) grad $u$ belongs to $\mathrm{H}^{\prime}=\left(\mathrm{L}^{2}\left(\mathrm{R}^{3}\right)\right)^{3}$, ii) $\int q_{1}|u|^{2} d x<\infty$, and iii) the generalized derivative $\Delta u$ exists and $L(x) u \in H$. Here again $\mathrm{D}(T(x))$ depends in general on $x$ unless the singularity of $q^{(1)}$ is weak enough (as in Example 2.13, for example).

## 9. The two-electron problem ${ }^{1}$

As another application, we consider a typical problem in quantum mechanics. Consider an atomic system consisting of a fixed nucleus and two electrons. The Schrödinger operator for such a system is given by ${ }^{2}$

$$
\begin{equation*}
H=-\Delta_{1}-\Delta_{2}-\frac{2}{r_{1}}-\frac{2}{r_{2}}+\frac{2}{Z r_{12}} \tag{4.62}
\end{equation*}
$$

in an appropriate system of units. Here the basic space is the 6-dimensional euclidean space $\mathrm{R}^{6}$, the coordinates of which will be denoted by $x_{1}, y_{1}, z_{1}, x_{2}, y_{2}, z_{2}, \Delta_{j}$ is the 3-dimensional Laplacian $\partial^{2} / \partial x_{j}^{2}+\partial^{2} / \partial y_{j}^{2}+\partial^{2} / \partial z_{j}^{2}, j=1,2 ; r_{j}=\left(x_{j}^{2}+y_{j}^{2}+z_{j}^{2}\right)^{1 / 2}$, and $r_{12}=\left[\left(x_{1}-x_{2}\right)^{2}+\left(y_{1}-y_{2}\right)^{2}+\left(z_{1}-z_{2}\right)^{2}\right]^{1 / 2} . Z$ is the atomic number of the nucleus, $Z=1,2,3, \ldots$
$H$ is selfadjoint in $H=\mathbf{L}^{2}\left(\mathrm{R}^{6}\right)$ if the differentiations $\Delta_{1}$ and $\Delta_{2}$ are taken in the generalized sense. Or one could define $H$ first on $\mathrm{C}_{0}^{\infty}\left(\mathrm{R}^{6}\right)$ and afterwards take its closure. In any case the selfadjoint operator $H$ is determined uniquely, with the domain D identical with that of $-\Delta_{1}-\Delta_{2}$. These results follow directly from the results of V-§ 5.3 (see Remark V-5.6).

We now write

$$
\begin{gather*}
H=H(\varkappa)=H_{0}+\varkappa H^{(1)}  \tag{4.63}\\
H_{0}=-\Delta_{1}-\Delta_{2}-2 r_{1}^{-1}-2 r_{2}^{-1}, \quad H^{(1)}=2 r_{12}^{-1}, \quad \varkappa=Z^{-1},
\end{gather*}
$$

and regard $H(x)$ as produced from $H_{0}$ by the perturbation $\varkappa H^{(1)}$. We are interested in how the eigenvalues of $H(x)$ depend on $\varkappa$, starting from those of $H_{0}=H(0)$.

First of all it should be remarked that $H^{(1)}$ is relatively bounded with respect to $H_{0}$ with relative bound 0 . This follows from the results (see loc. cit.) that each of $2 r_{1}^{-1}, 2 r_{2}^{-1}$ and $2 r_{12}^{-1}$ is relatively bounded with respect to $H_{0}$ with relative bound 0 (see Problem IV-1.2). Therefore, $H(x)$ (or rather its extension to complex $\boldsymbol{x}$ ) forms a selfadjoint family of type (A) defined for all complex $\varkappa$ (see Theorem 2.6). This implies that the eigenvalues and eigenprojections of $H(x)$ are holomorphic in $x$ on and near the real axis of the $\kappa$-plane, as long as the eigenvalues are isolated and have finite multiplicities.

[^191]In what follows we are interested in the convergence radius for the power series representing the lowest eigenvalue $\lambda_{1}(x)$ of $H(x)$. This could be estimated by the formulas given in § 2.5 , but we shall rather use the estimates of § 4.6. As we shall see, this is much easier; in fact $H(x)$ is of type ( $\mathrm{B}_{0}$ ) as well as of type (A) since $H(x)$ is bounded from below for any real $x$ (see Theorem 4.16).

The structure of $H_{0}$ is well known. The basic space $\mathrm{H}=\mathrm{L}^{2}\left(\mathrm{R}^{6}\right)$ can be regarded as the tensor product ${ }^{1} \mathrm{H}_{1} \otimes \mathrm{H}_{2}$ of two copies $\mathrm{H}_{1}, \mathrm{H}_{2}$ of $\mathrm{L}^{2}\left(\mathrm{R}^{3}\right)$, and $H_{0}$ has the form $\left(H_{1} \otimes 1\right)+\left(1 \otimes H_{2}\right)$ where $H_{1}, H_{2}$ are copies of the operator $-\Delta+2 r^{-1}$ acting in $L^{2}\left(\mathrm{R}^{3}\right)$. This last one is the Schrödinger operator for the hydrogen atom (in a suitable system of units), and its spectrum is known to consist of isolated negative eigenvalues $-n^{-2}, n=1,2,3, \ldots$, with multiplicities $n^{2}$ and of a continuous spectrum covering the whole positive real axis ${ }^{2}$. According to the structure of $H_{0}$ stated above, the lowest part of the spectrum of $H_{0}$ consists of isolated eigenvalues

$$
\begin{equation*}
\lambda_{1}=-2, \lambda_{2}=-5 / 4, \ldots, \lambda_{n}=-1-n^{-2}, \ldots \tag{4.64}
\end{equation*}
$$

which converge to -1 . $\lambda_{1}$ is simple, but the other $\lambda_{n}$ have multiplicities $2 n^{2}$.
Since $\lambda_{1}$ is simple, the convergence radius for the power series representing the corresponding eigenvalue $\lambda_{1}(\varkappa)$ of $H(\varkappa)$, as well as the series for the associated eigenprojection $P_{1}(x)$, has a lower bound $r_{0}$ given by (4.45). To calculate $r_{0}$ we have to know the constants $a, b$. To this end we first consider the operator

$$
\begin{align*}
H_{0}-\beta H^{(1)}= & \left(-\alpha \Delta_{1}-2 r_{1}^{-1}\right)+\left(-\alpha \Delta_{2}-2 r_{2}^{-1}\right)+  \tag{4.65}\\
& +\left[-(1-\alpha)\left(\Delta_{1}+\Delta_{2}\right)-2 \beta r_{12}^{-1}\right],
\end{align*}
$$

where $\alpha, \beta$ are constants such that $0<\alpha<1, \beta>0$. The first term on the right has the form $H_{1 \alpha} \otimes 1$ with $H_{1 \alpha}$ a copy of the operator $-\alpha \Delta-2 r^{-1}$ in $L^{2}\left(\mathrm{R}^{3}\right)$. In general the operator $-\alpha \Delta-2 \beta r^{-1}$ has the lowest eigenvalue (that is, the lower bound) $-\beta^{2} / \alpha$; this follows from the special case $\alpha=\beta=1$ stated above by a simple scale transformation. Hence the first term on the right of (4.65) has lower bound $-1 / \alpha$, and the same is true of the second term. The third term can be reduced to a similar form by a linear transformation of the coordinates (corresponding to the separation of the motion of the center of gravity from the relative motion), which shows that this term has the lower bound $-\beta^{2} / 2(1-\alpha)$. Thus we obtain

$$
\begin{equation*}
\left(\left(H_{0}-\beta H^{(1)}\right) u, u\right) \geqq-\left(\frac{2}{\alpha}+\frac{\beta^{2}}{2(1-\alpha)}\right)(u, u) . \tag{4.66}
\end{equation*}
$$

This leads to the inequality

$$
\begin{equation*}
0 \leqq\left(H^{(1)} u, u\right) \leqq a(u, u)+b\left(H_{0} u, u\right) \tag{4.67}
\end{equation*}
$$

with

$$
\begin{equation*}
a=\frac{2}{\alpha \beta}+\frac{\beta}{2(1-\alpha)}, \quad b=\frac{1}{\beta} ; \tag{4.68}
\end{equation*}
$$

here $\alpha, \beta$ are arbitrary except for the restrictions $0<\alpha<1, \beta>0$. The best choice of $a$ for a given $b$ is easily seen to be given by

$$
\begin{equation*}
a=2 b+\frac{1}{2 b}+2 \tag{4.69}
\end{equation*}
$$

We now apply (4.45) with these constants $a, b$ and with $c=0, \varepsilon=1$ (note that $H^{(1)}$ is symmetric). The curve $\Gamma$ must be chosen so as to enclose $\lambda_{1}=-2$ but to exclude other eigenvalues of (4.64). In calculating (4.45), the critical value of $\zeta$

[^192]is the point $\zeta_{0}$ at which $\Gamma$ intersects the negative real axis between $\lambda_{1}=-2$ and $\lambda_{2}=-5 / 4$; other $\zeta$ are not essential if the shape of $\Gamma$ is chosen suitably, for example as a rectangle with sufficiently large vertical sides. To make $\boldsymbol{r}_{0}$ as large as possible, $\zeta_{0}$ is to be chosen in such a way that
\[

$$
\begin{equation*}
\frac{a+b \lambda_{1}}{\zeta_{0}-\lambda_{1}}=\frac{a+b \lambda_{2}}{\lambda_{2}-\zeta_{0}}\left(=\frac{1}{r_{0}}\right) \tag{4.70}
\end{equation*}
$$

\]

(note that $a+b \lambda_{1}>0$ ). This gives

$$
\begin{equation*}
\zeta_{0}=-\frac{13 a-20 b}{8 a-13 b}, \quad r_{0}=\frac{3}{8 a-13 b}=\frac{3}{3 b+4 b^{-1}+16} \tag{4.71}
\end{equation*}
$$

Since $b>0$ was arbitrary, the best value of $v_{0}$ is attained for $b=2 / 3^{1 / 2}$ :

$$
\begin{equation*}
r_{0}=\frac{3}{16+4 \sqrt{3}}=\frac{1}{7.64} \tag{4.72}
\end{equation*}
$$

Thus we arrive at the conclusion that the series for $\lambda_{1}(x)$ and $P_{1}(x)$ are convergent if $|x|<1 / 7.7$ or $|Z|>7.7$.

Remark 4.26. There is no reason why one must decompose $H$ into the particular form (4.63). Some fraction of $-2 r_{1}^{-1}-2 r_{2}^{-1}$ could as well be included in the perturbation. Let us see whether we can in this way improve the above result.

Set

$$
\begin{align*}
H_{\gamma}(x) & =H_{0 \gamma}+\varkappa H_{\gamma}^{(1)}  \tag{4.73}\\
H_{0 \gamma} & =-\Delta_{1}-\Delta_{2}-2(1-\gamma)\left(r_{1}^{-1}+r_{2}^{-1}\right), \quad 0<\gamma<1 . \\
H_{\gamma}^{(1)} & =-2 \gamma\left(r_{1}^{-1}+r_{2}^{-1}\right)+2 Z^{-1} r_{12}^{-1} .
\end{align*}
$$

$H_{\gamma}(x)$ differs from $H(x)$ except for $x=1$, though the two are essentially similar. The constant $\gamma$ will be determined later.

We proceed as above by considering the operator $H_{0 \gamma}-\beta H_{\gamma}^{(1)}$. A simple calculation similar to that used in deducing (4.67) leads to

$$
\begin{equation*}
\left(H_{\gamma}^{(1)} u, u\right) \leqq\left[\frac{2(1-\gamma-\beta \gamma)^{2}}{\alpha \beta}+\frac{\beta}{2(1-\alpha) Z^{2}}\right](u, u)+\frac{1}{\beta}\left(H_{0 \gamma} u, u\right) . \tag{4.74}
\end{equation*}
$$

Since $H_{\gamma}^{(1)}$ is not positive-definite, unlike $H^{(1)}$, we must also estimate $-\left(H_{\gamma}^{(1)} u, u\right)$ from above. To this end we note that

$$
\begin{align*}
H_{0 \gamma}+\beta H_{\gamma}^{(1)} & \geqq-\Delta_{1}-\Delta_{2}-2(1-\gamma+\beta \gamma)\left(r_{1}^{-1}+r_{2}^{-1}\right) \geqq  \tag{4.75}\\
& \geqq-2(1-\gamma+\beta \gamma)^{2},
\end{align*}
$$

obtaining

$$
\begin{equation*}
-\left(H_{\gamma}^{(1)} u, u\right) \leqq \frac{2}{\beta}(1-\gamma+\beta \gamma)^{2}(u, u)+\frac{1}{\beta}\left(H_{0 \gamma} u, u\right) . \tag{4.76}
\end{equation*}
$$

Again we minimize the coefficient of the first term on the right of (4.74) with respect to varying $\alpha$. The result is $\frac{2}{\beta}\left(1-\gamma-\beta \gamma+\frac{\beta}{2 Z}\right)^{2}$ if $1-\gamma-\beta \gamma \geqq 0$. It is convenient to choose $\gamma$ in such a way that this coefficient is equal to the coefficient of the first term on the right of (4.76). This is attained by taking

$$
\begin{equation*}
\gamma=1 / 4 Z \tag{4.77}
\end{equation*}
$$

Then we have

$$
\begin{equation*}
\left|\left(H_{\gamma}^{(1)} u, u\right)\right| \leqq a(u, u)+b\left(H_{0 \gamma} u, u\right), \tag{4.78}
\end{equation*}
$$

where $b=1 / \beta$ and

$$
\begin{equation*}
a=2 b\left(1-\frac{1}{4 Z}+\frac{1}{4 Z b}\right)^{2}, \quad b \geqq \frac{\gamma}{1-\gamma}=\frac{1}{4 Z-1} . \tag{4.79}
\end{equation*}
$$

In applying (4.45) with these constants, it must be borne in mind that the eigenvalues of $H_{0 \gamma}$ are not (4.64) but $-(1-\gamma)^{2}\left(1+n^{-2}\right), n=1,2,3, \ldots$ This remark changes (4.71) to

$$
\begin{equation*}
r_{0}=3\left(\frac{8 a}{(1-\gamma)^{2}}-13 b\right)^{-1}=\frac{3}{b}\left[\frac{16\left(1-\frac{1}{4 Z}+\frac{1}{4 Z b}\right)^{2}}{\left(1-\frac{1}{4 Z}\right)^{2}}-13\right]^{-1} \tag{4.80}
\end{equation*}
$$

Maximizing $r_{0}$ with respect to varying $b$ gives finally

$$
\begin{equation*}
r_{0}=\frac{3\left(Z-\frac{1}{4}\right)}{8+2 \sqrt{3}}=\frac{2 Z-\frac{1}{2}}{7.64} \text { for } b=\frac{1}{\sqrt{3}\left(Z-\frac{1}{4}\right)}>\frac{1}{4 Z-1} . \tag{4.81}
\end{equation*}
$$

If $r_{0}>1$, the perturbation series under consideratiom converges for the value $\varkappa=1$ for the real system. It follows from (4.81) that this is the case if $Z>4.1$. This is a considerable improvement on the condition $Z>7.7$ deduced above, but still it is not good enough to cover the most important case of the helium atom ( $Z=2$ ).

## § 5. Further problems of analytic perturbation theory 1. Holomorphic families of type (C)

In § 4.4 we considered a family $T(\varkappa)$ of operators defined as the Friedrichs extensions of operators of the form

$$
\begin{equation*}
S(x)=S+\varkappa S^{(1)}+\varkappa^{2} S^{(2)}+\cdots \tag{5.1}
\end{equation*}
$$

in which $S$ was assumed to be sectorial. This assumption is essential since we have defined the Friedrichs extension only for sectorial operators. If $S$ is symmetric, this necessarily restricts $S$ to be bounded from below.

If $S=H$ is selfadjoint, however, there is a certain case in which we can define a holomorphic family $T(\varkappa)$ similar to the above one even when $H$ is not semibounded. Such a $T(x)$ is given by the pseudo-Friedrichs extension discussed in VI-§ 3.4.

Theorem 5.1. Let $S=H$ be selfadjoint, let $\mathrm{D}=\bigcap_{n=1}^{\infty} \mathrm{D}\left(S^{(n)}\right) \subset \mathrm{D}(H)$ and

$$
\begin{equation*}
\left|\left(S^{(n)} u, u\right)\right| \leqq c^{n-1}\left(a\|u\|^{2}+b(|H| u, u)\right), \quad u \in \mathrm{D}, \quad n=1,2,3, \ldots \tag{5.2}
\end{equation*}
$$

where the constants $b, c \geqq 0$ but a is arbitrary. If D is a core of $|H|^{1 / 2}$ (or, equivalently, a core of the form associated with $|H|$ ), the pseudoFriedrichs extension $T(x)$ of the operator $S(\varkappa)$ given by (5.1) is defined for $|x|<(\varepsilon b+c)^{-1}$ and forms a holomorphic family, where $\varepsilon=1$ or 2 according as all the $S^{(n)}$ are symmetric or not. $[T(x)$ will be called a holomorphic family of type (C).] The family $T(x)$ is selfadjoint if the $S^{(n)}$ are symmetric. $T(x)$ is the unique holomorphic extension of $S(x)$ if D is a core of $H$.

Proof. The proof is essentially the same as in Theorem VI-3.11. With the notations used there, we have $\left|\left(S^{(n)} u, u\right)\right| \leqq b c^{n-1}\left\|G^{\prime} u\right\|^{2}$ so that $\left(S^{(n)} u, u\right)$ can be extended to a form $\mathfrak{t}^{(n)}[u]$ with domain $\mathrm{D}\left(G^{\prime}\right)$.
$\mathfrak{t}^{(n)}$ can be expressed as $\mathfrak{t}^{(n)}[u, v]=\left(C^{(n)} G^{\prime} u, G^{\prime} v\right)$ where $C^{(n)} \in \mathscr{B}(H)$, $\left\|C^{(n)}\right\| \leqq \varepsilon b c^{n-1}$ [see VI-(3.20)]. If we set

$$
\begin{equation*}
T(x)=G^{\prime}\left(H H^{\prime-1}+C(x)\right) G^{\prime}, \quad C(x)=\sum_{n=1}^{\infty} \varkappa^{n} C^{(n)}, \tag{5.3}
\end{equation*}
$$

it is easily seen that $T(\varkappa) \supset S(\varkappa)$ and $T(x)$ is a holomorphic family in some neighborhood of $x=0$ [cf.VI-(3.21)-(3.22)]. Since $\|C(x)\| \leqq \varepsilon b \sum_{n=1}^{\infty} c^{n-1}|x|^{n}$ $=\varepsilon b|x|(1-c|x|)^{-1}$, the permitted range of $|x|$ is given by $\varepsilon b|x|(1-$ $-c|x|)^{-1}<1$ or $|x|<(\varepsilon b+c)^{-1}$.

The uniqueness of $T(\varkappa)$ can be proved exactly as in Theorem 4.13.
Remark 5.2. If $S$ is symmetric and bounded from below, the Friedrichs extension $T(x)$ of $S(x)$ defined in $\S 4.4$ is a special case of the pseudoFriedrichs extension considered here; it suffices to set $H$ equal to the Friedrichs extension of $S$ and replace the $S^{(n)}$ by their restrictions to $\mathrm{D}=\mathrm{D}(S)$. As is easily seen, (4.31) then implies (5.2) and D is a core of $|H|^{1 / 2}$ (cf. Remark VI-3.13). On the other hand, Theorem 2.6 for a family of type (A) is also a special case of the pseudo-Friedrichs extension provided the unperturbed operator $T \geqq 0$ is essentially selfadjoint and the $T^{(n)}$ are all symmetric, for (2.5) implies $\left|\left(T^{(n)} u, u\right)\right| \leqq \sqrt{2} c^{n-1}((a+$ $+b|\widetilde{T}|) u, u$ ) by (4.36). Thus the family of type (C) is rather general, including the important cases of holomorphic selfadjoint families of types ( A ) and ( $\mathrm{B}_{0}$ ).

Remark 5.3. Most of the results regarding a family of type $\left(\mathrm{B}_{0}\right)$ can be taken over to a family of type (C) by obvious modifications. Here we only note that the estimates (4.45) and (4.47) are valid if $H$ and $\lambda$ are respectively replaced by $|H|$ and $|\lambda|$.

## 2. Analytic perturbation of the spectral family

In analytic perturbation theory, we are concerned with the analytic dependence of various quantities on the parameter $x$, assuming that the given family $T(x)$ of operators is analytic. Among the quantities that have been considered so far, there are the resolvent $R(\zeta, x)$ $=(T(x)-\zeta)^{-1}$, the isolated eigenvalues $\lambda_{n}(x)$, the associated eigenprojections $P_{n}(\varkappa)$ and eigennilpotents $D_{n}(x)$, and also the projection $P(\varkappa)$ on a subspace corresponding to a separated part of the spectrum $\Sigma_{( }(T(x))$.

There are many other quantities that could be considered in this respect. For instance, for any function $\phi(\zeta)$ of a complex variable, the question can be raised whether or not the "function" $\phi(T(x))$ of $T(x)$ depends on $x$ analytically. In general $\phi(\zeta)$ should be itself holomorphic in a certain domain of the complex plane. If $T(x)$ is a selfadjoint family, however, $\phi(\zeta)$ could belong to a wider class of functions as long as only real $\varkappa$ are considered, according to the definition of $\phi(H)$ for a selfadjoint
operator $H$ given in VI-§ 5.2. One of the most important functions is $\phi(\zeta)=e^{i t \zeta}$ with a real parameter $t$. This problem will be dealt with in Chapter IX.

The spectral theorem for selfadjoint operators furnishes other functions to be considered. One of them is the spectral family $E(\lambda, x)$ for $T(x)$, defined for real $x$, when $T(x)$ is a selfadjoint family. A simple consideration excludes, however, the possibility that $E(\lambda, x)$ depends analytically on $\varkappa$ for each fixed $\lambda$, even if $T(\varkappa)$ is a holomorphic family (see VI-§5.4). Nevertheless, there are certain cases in which $E(\lambda, x)$ is holomorphic in $\varkappa$.

Suppose $H$ is a selfadjoint operator with the spectral family $\{E(\lambda)\}$. If the spectrum $\Sigma=\Sigma(H)$ of $H$ has gaps at $\alpha$ and $\beta, \alpha<\beta$, we know that $E(\beta)-E(\alpha)$ changes continuously with $H$ (see Theorem VI-5.10). Suppose now that $H(\kappa)$ is a holomorphic selfadjoint family. Suppose further that the spectrum of $H=H(0)$ has gaps at $\alpha$ and $\beta$. Then we know that the spectrum $\Sigma(H(x))$ of the selfadjoint operator $H(x)$ with real $\varkappa$ also has gaps at $\alpha, \beta$ and that the projection $P(x)$ corresponding to the separated part of $\Sigma(H(x))$ lying between $\alpha$ and $\beta$ is holomorphic for small $|\chi|$. Since $P(\chi)=E(\beta, \chi)-E(\alpha, \chi)$, this shows that $E(\beta, \chi)-$ $-E(\alpha, x)$ is holomorphic near $x=0$ if $\Sigma(H)$ has gaps at $\alpha$ and $\beta$. It should be noted that, although the $E(\lambda, x)$ are defined only for real $x, E(\beta, x)$ -$-E(\alpha, x)$ has an analytic continuation $P(x)$ which is holomorphic near $x=0$.

In general $E(\beta, x)$ itself is not holomorphic in $x$ when $\Sigma(H)$ has a gap at $\beta$. A counter-example is furnished by Example 1.11; here $\Sigma(H(x))$ is a subset of the positive real axis for $x \leqq 0$ but a negative eigenvalue $\lambda_{0}(x)$ exists for $0<x<1$ such that $\lambda_{0}(x) \rightarrow-\infty$ for $x \searrow 0$. Thus $\operatorname{dim} E(0, x)$ is 0 for $x \leqq 0$ and 1 for $0<x<1$, so that $E(0, x)$ is not holomorphic at $x=0$ although $\Sigma(H(x))$ has a gap at 0 for all real $x<1$.

However, $E(\beta, \chi)$ can be shown to be holomorphic in $\varkappa$ in the special but important case of a holomorphic selfadjoint family of type (A) or, more generally, of type (C).

Theorem 5.4. ${ }^{1}$ Let $H(x)$ be a selfadjoint holomorphic family of type (C) and let $E\left(\lambda, x_{l}\right)$ be the associated spectral family for real $\kappa$. Let $\Sigma(H(0))$ have a gap at a real $\beta$. Then $\Sigma(H(x))$ has a gap at $\beta$ for small real $x$ and $E(\beta, x)$ is holomorphic near $x=0$.

Proof. It suffices to take over the proof of Theorem VI-5.13 with minor modifications. These are: to replace $H_{n}, R_{n}(\zeta), E_{n}(\lambda)$ by $H(x)$, $R(\zeta, x), E(\lambda, x)$ respectively; to replace $C_{n}$ by $C(x)$ used in the proof of Theorem 5.1; to replace $a_{n}, b_{n}$ respectively by $a c^{n-1}|\chi|, b c^{n-1}|\chi|$. It is easy to see that we then arrive at an expression of $E(0, x)-E(0,0)$

[^193]as a power series in $x$ which converges for sufficiently small $|x|$ (again assuming $\beta=0$ without loss of generality).

Problem 5.5. Let $H(x)$ be a selfadjoint holomorphic family such that $H(x)$ has a common finite lower bound $\gamma$ for real $\varkappa$ near $\varkappa=0$. Then $E(\beta, \varkappa)$ is holomorphic near $\varkappa=0$ if $\Sigma(H(0))$ has a gap at $\beta$. [hint: $E(\alpha, x)=0$ for sufficiently small $\alpha$.]

## 3. Analyticity of $|\boldsymbol{H}(x)|$ and $|H(x)|^{\theta}$

We continue to consider the family $H(x)$ of type (C) discussed in Theorem 5.4, assuming that $\beta=0$ belongs to $\mathrm{P}(T)$. That $E(0, x)$ is holomorphic implies the same for $|H(x)|$ for real $\varkappa$, for we have

$$
\begin{equation*}
|H(x)|=(1-2 E(0, x)) H(x), \quad|H(x)|^{-1}=(1-2 E(0, x)) H(x)^{-1} \tag{5.4}
\end{equation*}
$$

for real $\varkappa$; note that $|H(x)|=U(x) H(x)$ by VI-(2.26) where $U(x)=1-$ $-2 E(0, x)$ by VI-(5.25).
(5.4) implies that $|H(x)|^{-1}$ is a convergent power series in $x$ because both $(1-2 E(0, x))$ and $H(x)^{-1}$ are. The family $|H(x)|$ can even be extended to a holomorphic family $H_{1}(x)$ defined near the real axis, although $H_{1}(x)$ is not equal to $|H(x)|$ for nonreal $x$.

It follows also from (5.4) that if $H(x)$ is of type (A), then $H_{1}(x)$ is also of the same type.

We can generalize these results and assert that the family $|H(x)|^{\theta}$ has an analytic continuation which is holomorphic in $\varkappa$, for any $\theta$ such that $0 \leqq \theta \leqq 1^{11}$. To see this it is convenient to use the formula [see V-(3.53)]

$$
\begin{equation*}
|H(x)|^{-\theta}=\frac{\sin \pi \theta}{\pi} \int_{0}^{\infty} \mu^{-\theta}(|H(x)|+\mu)^{-1} d \mu, \quad 0<\theta<1 . \tag{5.5}
\end{equation*}
$$

To prove that $|H(\varkappa)|^{-\theta}$ can be expanded into a convergent power series in $\varkappa$, we can proceed as in the proof of Theorem 5.4; we may omit the details.

Remark 5.6. It can be proved that $|H(\varkappa)|^{\theta}$ (has an analytic continuation which) is of type (A) if $0 \leqq \theta<1 / 2$. If $H(x)$ is of type (A), $|H(x)|^{\theta}$ is also of type (A) for $0 \leqq \theta \leqq 1$.

## §6. Eigenvalue problems in the generalized form

## 1. General considerations

So far we have been considering the eigenvalue problems in the form $T u=\lambda u$ in which $T$ is a linear operator in a Banach space X . In applications one often encounters eigenvalue problems of a more general form

$$
\begin{equation*}
T u=\lambda A u \tag{6.1}
\end{equation*}
$$

[^194]where $T$ and $A$ are operators in $X$ or, more generally, operators from $X$ to another Banach space Y .

There are several ways of dealing with this general type of eigenvalue problem. For instance, (6.1) may be transformed into

$$
\begin{equation*}
A^{-1} T u=\lambda u \tag{6.2}
\end{equation*}
$$

if $A^{-1}$ exists. (6.2) has the standard form so far considered in detail, for $A^{-1} T$ is an operator in X . Or (6.1) may be written

$$
\begin{equation*}
T A^{-1} v=\lambda v, \quad v=A u \tag{6.3}
\end{equation*}
$$

then we have again a standard form, this time the operator $T A^{-1}$ acting in the space $Y$.

A transformation into a more symmetric form is given by

$$
\begin{equation*}
A^{-1 / 2} T A^{-1 / 2} w=\lambda w, \quad w=A^{1 / 2} u . \tag{6.4}
\end{equation*}
$$

This is particularly convenient when $T$ and $A$ are symmetric operators in a Hilbert space. In any case the construction of $A^{1 / 2}$ would require that $Y=X$.

In each transformation given above, however, it appears that there is something arbitrary involved; there is no reason to choose one over the other. Besides, the relationship between the original eigenvalue problem and the spectra of the operators $A^{-1} T$ or $T A^{-1}$ is not clear. It is true that any eigenvalue $\lambda$ of (6.1) is at the same time an eigenvalue of (6.2) or (6.3) and that any eigenvector of (6.1) is also an eigenvector of (6.2), the eigenvector of (6.3) being related to that of (6.1) by the transformation $v=A u$. But it is not clear what is meant by an isolated eigenvalue of (6.1) or the algebraic multiplicity of such an eigenvalue; for it might happen that $\lambda$ is an isolated eigenvalue of (6.2) but not of (6.3) and vice versa.

A more natural generalization of the results obtained for the standard problem $T u=\lambda u$ to the general problem (6.1) would consist in the study of the generalized resolvent $(T-\zeta A)^{-1}$ and the generalized spectrum associated with it. Of course several modifications would be required of the former results when one considers such a generalization. For example, the resolvent equation should read

$$
\begin{equation*}
\left(T-\zeta^{\prime} A\right)^{-1}-\left(T-\zeta^{\prime \prime} A\right)^{-1}=\left(\zeta^{\prime}-\zeta^{\prime \prime}\right)\left(T-\zeta^{\prime} A\right)^{-1} A\left(T-\zeta^{\prime} A\right)^{-1} \tag{6.5}
\end{equation*}
$$

Furthermore, there is in general no sense in speaking of the commutativity of the resolvents for different $\zeta$, for the resolvent is an operator from $Y$ to $X$.

In this book, however, we shall not pursue this problem in any generality. Instead we shall content ourselves with considering some
special cases in which it suffices to consider the problem in the form (6.2) or (6.3).

Let us assume that $T \in \mathscr{C}(\mathrm{X}, \mathrm{Y}), A \in \mathscr{B}(\mathrm{X}, \mathrm{Y})$ and $A^{\mathbf{1}} \in \mathscr{B}(\mathrm{Y}, \mathrm{X})$. Then $A^{-1} T \in \mathscr{C}(\mathrm{X})$ and $T A^{-1} \in \mathscr{C}(\mathrm{Y})$, and (6.1) is equivalent to either of (6.2) and (6.3).

Let $\lambda$ be an isolated eigenvalue of $A^{-1} T$ with a finite algebraic multiplicity $m$, with the eigenprojection $P$ and the eigennilpotent $D$. We have [see III-(6.28)-(6.29)]

$$
\begin{equation*}
P A^{-1} T \subset A^{-1} T P=\lambda P+D, \quad D=D P=P D . \tag{6.6}
\end{equation*}
$$

$Q=A P A^{-1}$ is a projection in Y , for $Q \in \mathscr{B}(\mathrm{Y})$ and $Q^{2}=Q$. Similarly $G=A D A^{-1}$ is a nilpotent in Y. On multiplying (6.6) by $A$ from the left, we obtain

$$
\begin{equation*}
Q T \subset T P=\lambda A P+A D=\lambda Q A+G A, \quad G=G Q=Q G . \tag{6.7}
\end{equation*}
$$

The consideration of the eigenvalue $\lambda$ of $T A^{-1}$ leads to the same results; in fact, $Q$ is exactly the eigenprojection associated with the eigenvalue $\lambda$ of $T A^{-1}$ and $G$ is the associated eigennilpotent.

The resolvent $\left(A^{-1} T-\zeta\right)^{-1}$ of $A^{-1} T$ has the expansion

$$
\begin{align*}
& \left(A^{-1} T-\zeta\right)^{-1}  \tag{6.8}\\
& \quad=-(\zeta-\lambda)^{-1} P-\sum_{n=1}^{\infty}(\zeta-\lambda)^{-n-1} D^{n}+\sum_{n=0}^{\infty}(\zeta-\lambda)^{n} S^{n+1}
\end{align*}
$$

near $\zeta=\lambda$ [see III-(6.32)]. Here $S$ is the reduced resolvent of $A^{\mathbf{- 1}} T$ at $\zeta=\lambda$. Multiplication from the right by $A^{-1}$ gives

$$
\begin{align*}
(T-\zeta A)^{-1}= & -(\zeta-\lambda)^{-1} P A^{-1}-\sum_{n=1}^{\infty}(\zeta-\lambda)^{-n-1} D^{n} A^{-1}+  \tag{6.9}\\
& +\sum_{n=0}^{\infty}(\zeta-\lambda)^{n} S^{n+1} A^{-1} \\
= & -(\zeta-\lambda)^{-1} A^{-1} Q-\sum_{n=1}^{\infty}(\zeta-\lambda)^{-n-1} A^{-1} G^{n}+ \\
& +\sum_{n=0}^{\infty}(\zeta-\lambda)^{n} A^{-1} U^{n+1}
\end{align*}
$$

where $U=A S A^{-1}$ is the reduced resolvent of $T A^{-1}$.
If we consider a system $\lambda_{h}, h=1, \ldots, s$, of isolated eigenvalues of $A^{-1} T$, with the associated eigenprojections $P_{h}$ and eigennilpotents $D_{h}$, we have ( $Q_{h}=A P_{h} A^{-\mathbf{1}}, G_{h}=A D_{h} A^{-\mathbf{1}}$ )

$$
\begin{align*}
& Q_{h} T \subset T P_{h}=\lambda_{h} A P_{h}+A D_{h}=\lambda_{h} Q_{h} A+G_{h} A,  \tag{6.10}\\
& D_{h}=D_{h} P_{h}=P_{h} D_{h}, \quad G_{h}= G_{h} Q_{h}=Q_{h} G_{h}, \quad P_{h} P_{k}=\delta_{h k} P_{h}, \\
& Q_{h} Q_{k}=\delta_{h k} Q_{h} .
\end{align*}
$$

Suppose, in particular, that both $T$ and $A$ are symmetric operators in a Hilbert space $\mathbf{X}=\mathbf{Y}=\mathrm{H}$. In this case neither $A^{-1} T$ nor $T A^{-1}$ is symmetric in general. But $A^{-1} T$ becomes a symmetric operator if the new inner product

$$
\begin{equation*}
((u, v))=(A u, v) \tag{6.11}
\end{equation*}
$$

is introduced, assuming in addition that $A$ is positive. Note that H is also a complete Hilbert space with this new inner product under the stated assumptions on $A$. Consequently, $\lambda$ or the $\lambda_{h}$ must be real and $P$ or the $P_{h}$ are orthogonal projections (and therefore have bounds 1) in the new metric, and $D$ or the $D_{h}$ must be zero. Returning to the old metric, we see that $P$ or the $P_{h}$ are bounded with bounds not exceeding a fixed number depending only on $A$. In fact, it can easily be seen that

$$
\begin{equation*}
\|P\| \leqq\left\|A^{-1}\right\|^{1 / 2}\|A\|^{1 / 2} . \tag{6.12}
\end{equation*}
$$

We also note that (in the symmetric case)

$$
\begin{equation*}
Q=P^{*}, \quad P=Q^{*} \tag{6.13}
\end{equation*}
$$

The proof depends on the observation that, since $P$ is the eigenprojection for $\lambda$ of $A^{-1} T, P^{*}$ is the eigenprojection for $\bar{\lambda}=\lambda$ of $\left(A^{-1} T\right)^{*}=T A^{-1}$.

An alternative way of dealing with the symmetric case is to use the transformation to (6.4). $A^{-1 / 2} T A^{-1 / 2}$ is symmetric and similar to $A^{-1} T$ and to $T A^{-1}$. It is therefore selfadjoint if it (or $A^{-1} T$ or $T A^{-1}$ ) has at least one isolated eigenvalue. The associated eigennilpotent must be zero and the associated orthogonal projection is identical with $A^{1 / 2} P A^{-1 / 2}$.

## 2. Perturbation theory

Here we are mainly interested in the eigenvalue problems of the form

$$
\begin{equation*}
T(x) u=\lambda(x) A(x) u, \tag{6.14}
\end{equation*}
$$

where $T(x)$ as well as $A(x)$ is a holomorphic family of closed operators from X to Y defined near $\varkappa=0$. We inquire whether or not the eigenvalues $\lambda(x)$ and the associated eigenvectors can be expressed as holomorphic functions of $x$.

According to the restrictions introduced in the preceding paragraph, we shall assume that $A(\varkappa)$ is bounded-holomorphic, so that it can be expressed as a convergent power series

$$
\begin{equation*}
A(\varkappa)=A+\varkappa A^{(1)}+\varkappa^{2} A^{(2)}+\cdots, \quad A, A^{(n)} \in \mathscr{B}(\mathrm{X}, \mathrm{Y}) . \tag{6.15}
\end{equation*}
$$

Furthermore, $A$ will be assumed to have an inverse $A^{-1} \in \mathscr{B}(\mathrm{Y}, \mathrm{X})$, so that $A(x)^{-1}$ also exists and belongs to $\mathscr{B}(\mathrm{Y}, \mathrm{X})$ for small $|x|$, with the
expansion

$$
\begin{align*}
A(\varkappa)^{-1}=A^{-1}-\varkappa A^{-1} A^{(1)} A^{-1} & +\varkappa^{2}\left(A^{-1} A^{(1)} A^{-1} A^{(1)} A^{-1}-\right.  \tag{6.16}\\
& \left.-A^{-1} A^{(2)} A^{-1}\right)+\cdots .
\end{align*}
$$

(6.14) is now equivalent to the eigenvalue problem

$$
\begin{equation*}
T_{a}(\varkappa) u \equiv A(\varkappa)^{-1} T(x) u=\lambda(x) u . \tag{6.17}
\end{equation*}
$$

Here $T_{a}(\kappa)$ is a closed operator acting in X and forming a holomorphic family, as is easily verified from the property of $T(x)$. Thus the analytic perturbation theory developed in this chapter can be applied to $T_{a}(x)$. It follows, for example, that any isolated eigenvalue of the unperturbed operator $T_{a}=T_{a}(0)=A^{-1} T(0)$ can be continued as an analytic function $\lambda(x)$ of $\varkappa$, which is an eigenvalue of $T_{a}(\varkappa)$ for each $\varkappa$. Similar results hold for the associated eigenprojection $P(x)$ and the eigennilpotent $D(\varkappa)$ for the operator $T_{a}(\kappa)$, and for the eigenprojection $Q(x)=A(x) P(x) A(x)^{-1}$ and eigennilpotent $G(x)=A(x) D(x) A(x)^{-1}$ for the operator $T_{b}(x)=T(x) A(x)^{-1}=A(x) T_{a}(x) A(x)^{-1}$ (cf. the preceding paragraph).

There is another transformation of (6.14) [which is particularly convenient when $T(\varkappa)$ and $A(\varkappa)$ are selfadjoint]. We write (6.15) in the form
(6.18) $A(x)=\left(1+x C_{2}(x)\right) A=\left(1+x C_{2}(x)\right)^{1 / 2} A\left(1+x C_{1}(x)\right)^{1 / 2}$,
where

$$
\begin{equation*}
C_{2}(\varkappa)=\sum_{n=0}^{\infty} \varkappa^{n} A^{(n+1)} A^{-1} \in \mathscr{B}(\mathrm{Y}), C_{1}(\varkappa)=\sum_{n=0}^{\infty} \varkappa^{n} A^{-1} A^{(n+1)} \in \mathscr{B}(\mathrm{X}) \tag{6.19}
\end{equation*}
$$

are bounded-holomorphic. The validity of the first equality of (6.18) is obvious. The second is a consequence of the general formula

$$
\begin{equation*}
\left(1+B A^{-1}\right)^{k} A=A\left(1+A^{-1} B\right)^{k}, \quad A, B \in \mathscr{B}(\mathrm{X}, \mathrm{Y}) \tag{6.20}
\end{equation*}
$$

which holds for any number $k$ and any $B$ with sufficiently small $\|B\|$. To verify (6.20) one need only to develop both sides into binomial series.
(6.18) permits the transformation of (6.14) into

$$
\begin{equation*}
\left(1+\varkappa C_{2}(x)\right)^{-1 / 2} T(x)\left(1+\varkappa C_{1}(x)\right)^{-1 / 2} w=\lambda(x) A w \tag{6.21}
\end{equation*}
$$

where

$$
\begin{equation*}
w=\left(1+x C_{1}(x)\right)^{1 / 2} u . \tag{6.22}
\end{equation*}
$$

It should be noted that the operator on the left of (6.21) forms a selfadjoint family if both $T(x)$ and $A(x)$ are selfadjoint families.

The operator $A$ on the right of (6.21) can be eliminated, if destred, by a further transformation of the form (6.4). This is not necessary, however, since $A$ is independent of $\varkappa$. In the selfadjoint case with $A>0$,
it suffices to introduce the new metric (6.11) so that the operator on the left of (6.21) becomes selfadjoint after multiplication from the left by $A^{-1}$, thus reducing the problem to the standard form. The procedure described here is particularly convenient inasmuch as no fractional powers (such as $A^{1 / 2}$ ) of operators are needed except those which can be calculated by binomial series.

Problem 6.1. Let $T(x)$ and $A(x)$ be selfadjoint families with $A>0$. Then $\lambda(x)$ is real for real $x, \lambda(x)$ and $P(x)$ are holomorphic near the real axis, and $D(x) \equiv 0$.

## 3. Holomorphic families of type (A)

Suppose that the $T(x)$ of (6.14) is holomorphic of type (A) near $\varkappa=0$, with the expansion (2.1). Then $T_{a}(\varkappa)=A(x)^{-1} T(x)$ has the same property, and we have

$$
\begin{equation*}
T_{a}(x) u=A^{-1} T u+\varkappa\left(A^{-1} T^{(1)}-A^{-1} A^{(1)} A^{-1} T\right) u+\cdots . \tag{6.23}
\end{equation*}
$$

The series for the eigenvalues $\lambda_{j}(\kappa)$ that arise by splitting from an isolated eigenvalue $\lambda$ of $T_{a}(0)=A^{-1} T$ and for the associated eigenprojections $P_{j}(x)$ can then be calculated by application of the formulas of II- $\S 2$ to $T_{a}(\varkappa)$. We shall write only the series for the averaged eigenvalue $\hat{\lambda}(x)$ :

$$
\begin{align*}
\dot{\lambda(\chi)} & =\lambda+\varkappa \hat{\lambda}^{(1)}+\cdots  \tag{6.24}\\
\dot{\lambda(1)} & =\frac{1}{m} \operatorname{tr}\left(A^{-1} T^{(1)}-A^{-1} A^{(1)} A^{-1} T\right) P \\
& =\frac{1}{m} \operatorname{tr}\left(A^{-1} T^{(1)}-\lambda A^{-1} A^{(1)}\right) P,
\end{align*}
$$

where $P$ is the eigenprojection for $\lambda$ of $A^{-1} T, m=\operatorname{dim} P$ and the associated eigennilpotent is assumed to be zero.

If $\left\{u_{k}\right\}, k=1, \ldots, m$, is a basis of the eigenspace $P \mathrm{X}$ and $\left\{e_{k}\right\}$ is the adjoint basis of $P^{*} X^{*}$ (forming a biorthogonal set with $\left\{u_{k}\right\}$ ), we have

$$
\begin{align*}
\hat{\lambda}(\mathbf{1}) & =\frac{1}{m} \sum_{k=1}^{m}\left(A^{-1}\left(T^{(\mathbf{1})}-\lambda A^{(\mathbf{1})}\right) u_{k}, e_{k}\right) .  \tag{6.25}\\
& =\frac{1}{m} \sum_{k=1}^{m}\left(\left(T^{(\mathbf{1})}-\lambda A^{(\mathbf{1})}\right) u_{k}, f_{k}\right),
\end{align*}
$$

where

$$
\begin{align*}
t_{k} & =\left(A^{-1}\right)^{*} e_{k} \in A^{*-1} P^{*} \mathrm{X}^{*}=\left(P A^{-1}\right)^{*} \mathrm{X}^{*}  \tag{6.26}\\
& =\left(A^{-1} Q\right)^{*} \mathrm{X}^{*}=Q^{*} A^{*-1} \mathrm{X}^{*}=Q^{*} \mathrm{Y}^{*}
\end{align*}
$$

are characterized by the properties that

$$
\begin{equation*}
\left(A u_{j}, t_{k}\right)=\delta_{j_{k}}, \quad\left(A u, t_{k}\right)=0 \quad \text { for } \quad P u=0 . \tag{6.27}
\end{equation*}
$$

In the special case in which $\mathrm{X}=\mathrm{Y}=\mathrm{H}$ is a Hilbert space, $T(\kappa)$ and $A(x)$ are selfadjoint and $A$ is positive, it is convenient to choose $u_{k}$ in such a way that $f_{k}=u_{k}$. This is equivalent to choosing $u_{k}$ according to

$$
\begin{equation*}
\left(A u_{j}, u_{k}\right)=\delta_{j k} . \tag{6.28}
\end{equation*}
$$

If, in particular, $m=1$, we have

$$
\begin{equation*}
\lambda^{(1)}=\frac{\left(\left(T^{(1)}-\lambda A^{(1)}\right) u, u\right)}{(A u, u)}, \tag{6.29}
\end{equation*}
$$

where $u$ is an eigenvector for $\lambda$ of $A^{-1} T$. The coefficients $\lambda^{(n)}$ for $n \geqq 2$ can be calculated by the same method.

Of course one arrives at the same results if one starts from the symmetric form (6.21) of the eigenvalue equation. But here there is some inconvenience arising from the fact that the operator-valued function on the left of (6.21) is not necessarily of type (A), thus preventing the straightforward application of the formulas of II-§ 2.

## 4. Holomorphic families of type (B)

Suppose that $T(x)$ of (6.14) is a holomorphic family of type (B) near $\varkappa=0$. Thus $T(\varkappa)$ is an m-sectorial operator associated with a family $\mathrm{t}(\varkappa)$ of sectorial forms with a constant domain $\mathrm{D}=\mathrm{D}(\mathrm{t}(x))$ which has a Taylor expansion of the form (4.15).

In this case we have again the results of par. 2, but the calculation of the perturbation series is not so straightforward as in the case of type (A) considered above. Here it is convenient to consider $T(x)^{-1}$ instead of $T(x)$ itself, assuming for the moment that $t(x)$ has a positive vertex $\gamma$ independent of $\varkappa$. Then $T(\varkappa)^{-1}$ is bounded-holomorphic. Since the inverse $\lambda(\kappa)^{-1}$ of the eigenvalue $\lambda(\kappa)$ of (6.14) is an eigenvalue of the inverted eigenvalue problem

$$
\begin{equation*}
T(x)^{-1} v=\lambda(x)^{-1} A(x)^{-1} v, \quad v=A(x) u, \tag{6.30}
\end{equation*}
$$

$\lambda(x)^{-1}$ can be calculated by the method of the preceding paragraph, from which the series for $\lambda(x)$ can be obtained. For example, if we have a simple eigenvalue $\lambda$ of the unperturbed equation $T u=\lambda A u$ or $T^{-1} v=\lambda^{-1} A^{-1} v$, we obtain in this way

$$
\begin{equation*}
\lambda(x)=\lambda+\frac{t^{(1)}[u]-\lambda\left(A^{(1)} u, u\right)}{(A u, u)} x+\cdots ; \tag{6.31}
\end{equation*}
$$

the calculation is similar to that given in § 4.6 and may be omitted (see in particular Remark 4.18).

We have assumed above that $T(x)$ has a positive vertex, but this assumption can be eliminated if the bounded form $(A(x) u, u)$ has a positive vertex. In this case we have only to consider $T_{1}(x)=T(x)+$ $+\alpha A(\varkappa)$ instead of $T(\varkappa)$. If $\alpha$ is a sufficiently large real number, $T_{1}(\varkappa)$
has a positive vertex, while the eigenvalue $\lambda_{1}(\varkappa)$ for the problem (6.14) with $T(\varkappa)$ replaced by $T_{1}(\varkappa)$ is equal to $\lambda(\varkappa)+\alpha$.

Remark 6.2. Eigenvalue problems of the form $T u=\lambda A u$ arise in a natural way when one considers two quadratic forms $\mathfrak{t}[u]$ and $\mathfrak{a}[u]$. In our treatment of forms $\mathfrak{t}[u]$ in a Hilbert space $H$, we have been mainly concerned with the relation between $\mathfrak{t}[u]$ and the unit form $\|u\|^{2}$, which is a special quadratic form. When two forms $\mathfrak{t}$ and $\mathfrak{a}$ are to be considered without any reference to a third form such as $\|u\|^{2}$, there is no longer any point in supposing that $\mathfrak{t}$ and $\mathfrak{a}$ are defined in a given Hilbert space. Instead one could start from a vector space $X$ in which both $t$ and $\mathfrak{a}$ are defined and, if desired, make $X$ into a Hilbert space by introducing an inner product suitably related to these forms. If $\mathfrak{a}$ is a positive symmetric form, for example, we may take $\mathfrak{a}[u, v]$ as the inner product. The perturbation theory for an eigenvalue problem (6.14) could also be treated accordingly ${ }^{1}$.

We shall not go into this general theory. It will only be remarked that the eigenvalue problem $T u=\lambda A u$ can be formulated directly in terms of the forms $\mathfrak{t}$ and $\mathfrak{a}$ associated with $T$ and $A$ by

$$
\begin{equation*}
\mathfrak{t}[u, v]=\lambda \mathfrak{a}[u, v] \text { for all } v \in \mathrm{D}(\mathfrak{t}) \cap \mathrm{D}(\mathfrak{a}) . \tag{6.32}
\end{equation*}
$$

It will also be noted that, when both $t$ and $\mathfrak{a}$ are symmetric and certain conditions are satisfied so that the eigenvalues form a discrete set bounded from below, the eigenvalues of $T u=\lambda A u$ are characterized by the minimax principle applied to the ratio $\mathfrak{t}[u] / \mathfrak{a}[u]$ in place of $\mathrm{I}-(6.72)$.

## 5. Boundary perturbation

As an application of the preceding results, let us consider the socalled boundary perturbation ${ }^{2}$. A simple example is the eigenvalue problem

$$
\begin{equation*}
-\Delta u(x)=\lambda u(x), \quad x \in \mathrm{E} \subset \mathrm{R}^{n} \tag{6.33}
\end{equation*}
$$

with the zero boundary condition

$$
\begin{equation*}
u(x)=0, \quad x \in \partial \mathrm{E} . \tag{6.34}
\end{equation*}
$$

The main question is how the eigenvalues are changed by a small deformation of the region E.

In dealing with this problem, it is convenient to consider a family $\mathrm{E}(\varkappa)$ of bounded regions depending on a small real parameter $x$ and

[^195]inquire into the dependence of the associated eigenvalues $\lambda(x)$ on $\varkappa$. We shall assume that $\mathrm{E}(x)$ is obtained from $\mathrm{E}=\mathrm{E}(0)$ by a one-to-one transformation
\[

$$
\begin{equation*}
x \rightarrow y=x+x \phi(x) \tag{6.35}
\end{equation*}
$$

\]

where $\phi(x)$ is a sufficiently smooth function defined in an open set containing the closure $\mathrm{E}=\mathrm{E} \cup \partial \mathrm{E}$ of $\mathrm{E} . \phi(x)$ may be regarded as a vectorvalued function with components $\phi_{k}(x)=\phi_{k}\left(x_{1}, \ldots, x_{n}\right), k=1, \ldots, n$.

The eigenvalue problem (6.33), (6.34) to be considered in the region $\mathrm{E}(x)$ is associated with the quadratic form

$$
\begin{equation*}
\int_{\mathbf{E}(x)}|\operatorname{grad} u(y)|^{2} d y \tag{6.36}
\end{equation*}
$$

defined in the Hilbert space $H(x)=L^{2}(E(x))$ with the norm

$$
\begin{equation*}
\|u\|^{2}=\int_{\mathbf{E}(x)}|u(y)|^{2} d y . \tag{6.37}
\end{equation*}
$$

To avoid the difficulty that the underlying Hilbert space $\mathbf{H}(x)$ depends on $x$, we introduce the transformation

$$
\begin{equation*}
\hat{u}(x)=u(y) \text { with } x, y \text { related by (6.35) } \tag{6.38}
\end{equation*}
$$

of functions $u \in H(x)$ to functions $\hat{u} \in \mathbf{H}=\mathbf{H}(0)$. Note that $\hat{u}$ satisfies the boundary condition $\hat{u}=0$ on $\partial \mathrm{E}$ if and only if $u$ satisfies the boundary condition $u=0$ on $\partial \mathrm{E}(x)$.

Now (6.36) and (6.37) define two quadratic forms in $H$ depending on $x$ :

$$
\begin{gather*}
\mathbf{t}(x)[\hat{u}]=\int_{\mathbf{E}(x)}|\operatorname{grad} u(y)|^{2} d y=\int_{\mathbf{E}} \sum_{k}\left|\sum_{j} \frac{\partial x_{j}}{\partial y_{k}} \frac{\partial \hat{u}(x)}{\partial x_{j}}\right|^{2} J(x) d x,  \tag{6.39}\\
\mathfrak{a}(x)[\hat{u}]=\int_{\mathbf{E}(x)}|u(y)|^{2} d y=\int_{\mathbf{E}}|\hat{u}(x)|^{2} J(x) d x, \tag{6.40}
\end{gather*}
$$

where $J(x)$ is the Jacobian of the transformation (6.35):

$$
\begin{equation*}
J(x)=J(x, x)=\operatorname{det}\left(\delta_{j k}+\varkappa \frac{\partial \phi_{j}}{\partial x_{k}}\right) . \tag{6.41}
\end{equation*}
$$

By our assumptions on $\phi, J(x)$ is a smooth function on $\overline{\mathrm{E}}$ and so $\mathfrak{a}(x)$ is a bounded symmetric form with positive lower bound. The associated bounded operator $A(x)$ is simply the multiplication operator by $J(x, x)$.

Now' the eigenvalues $\lambda(x)$ to be considered are exactly the eigenvalues associated with the two forms $\mathfrak{t}(\varkappa)$ and $\mathfrak{a}(\varkappa)$ in the sense stated in the preceding paragraph, that is,

$$
\begin{equation*}
T(x) \hat{u}=\lambda(x) A(x) \hat{u} \tag{6.42}
\end{equation*}
$$

where $T(x)$ is the operator associated with the form $\mathfrak{t}(x)$. The forms $\mathfrak{t}(x), \mathfrak{a}(x)$ as well as the operators $T(x), A(x)$ are dependent on $x$ but
they are defined in the fixed Hilbert space H , so that the preceding results are applicable if $T(x)$ and $A(x)$ are shown to be holomorphic in $x$.

Since the $\phi_{k}(x)$ are smooth, it follows from (6.41) that $J(x)$ is a polynomial in $x$ with the constant term 1. Hence $A(x)$ is boundedholomorphic in $\varkappa$ and $A(x) \geqq \delta$ for some $\delta>0$ if $|x|$ is sufficiently small. As regards $T(\varkappa)$ or $\mathfrak{t}(\varkappa)$, it should be observed that on the right of (6.39), the $\partial x_{j} / \partial y_{k}$ as well as $J(x)$ depend on $x$. But since the matrix ( $\partial x_{j} / \partial y_{k}$ ) is the inverse of $\left(\partial y_{j} / \partial x_{k}\right)=\left(\delta_{j k}+\varkappa \partial \phi_{j} / \partial x_{k}\right)$, it is easily seen that $\mathfrak{t}(x)$ can be expressed in the form

$$
\begin{equation*}
\mathfrak{t}(x)[\hat{u}]=\mathfrak{t}[\hat{u}]+\varkappa \mathfrak{t}^{(\mathbf{1})}[\hat{u}]+\varkappa^{2} \mathbf{t}^{(2)}[\hat{u}]+\cdots, \tag{6.43}
\end{equation*}
$$

where

$$
\begin{align*}
\mathfrak{t}[\hat{u}] & =\int_{\mathbf{E}}|\operatorname{grad} \hat{u}(x)|^{2} d x,  \tag{6.44}\\
\mathfrak{t}^{(r)}[\hat{u}] & =\int_{\mathbf{E}} \sum_{j, k} p_{j k}^{(r)}(x) \frac{\partial \hat{u}}{\partial x_{j}} \frac{\bar{u}}{\partial x_{k}} d x
\end{align*}
$$

and the $p_{j k}^{(\gamma)}(x)$ are smooth functions such that

$$
\begin{equation*}
\left|p_{j k}^{r r}(x)\right| \leqq b c^{r-1}, \quad x \in \mathrm{E}, \tag{6.45}
\end{equation*}
$$

with positive constants $b, c$. By making use of the Schwarz inequality, it is then easy to show that the $\mathfrak{t}^{(r)}$ satisfy the inequalities of the form $\left|\mathfrak{t}^{(r)}[\hat{u}]\right| \leqq b c^{r-1} \mathfrak{t}[\hat{u}]$ with $b, c$ not necessarily identical with those in (6.45). This shows that $\mathfrak{t}(\varkappa)$ has an analytic continuation which is holomorphic of type (a), and hence that $T(x)$ is holomorphic of type (B), according to Theorem 4.8.

It follows from the results of par. 2 that the eigenvalues $\lambda(\kappa)$ of the problem (6.33)-(6.34) are holomorphic in $x$ near $x=0$ when the underlying region $\mathrm{E}(x)$ is obtained from $\mathrm{E}=\mathrm{E}(0)$ by a transformation of the form (6.35). The eigenfunctions $u(x)=u(y, x)$ are also holomorphic in $x$, but it requires a new definition because the region $\mathrm{E}(x)$ of the variable $y$ depends on $x$. We shall not go into this question, contenting ourselves with the remark that the transformed eigenfunction $\hat{u}(x)=\hat{u}(x, x)$ is holomorphic in $\varkappa$ as a vector-valued function with values in H .

These results can be generalized in several directions. First, the zero boundary condition (6.34) can be replaced by others, for instance the Neumann condition $\partial u / \partial n=0$. In this case one need only to replace $t(x)$ defined above by its extension $t_{1}(x)$ whose domain comprises all smooth functions not restricted by boundary conditions. The associated operator $T_{1}(\varkappa)$ will be a second order differential operator with the Neumann boundary condition, which acts on functions $\hat{u}(x) \in \mathbf{H}=\mathbf{L}^{2}(\mathrm{E})$ as above. The boundary condition of the third kind

$$
\begin{equation*}
\frac{\partial u}{\partial n}+\sigma(x) u=0 \text { for } x \in \partial \mathrm{E}(x) \tag{6.46}
\end{equation*}
$$

can be treated in the same way by adding to $\mathrm{t}_{1}(x)[\hat{u}]$ a term depending on the boundary value of $u$ determined properly from the transformation (6.35) (cf. VI-§ 4.4).

Second, the differential operator in (6.33) need not be the simple Laplacian $-\Delta$. There is no essential change if it is replaced by a second order differential operator of elliptic type, such as

$$
\begin{equation*}
L u=-\sum_{j, k} \frac{\partial}{\partial x_{j}} a_{j k}(x) \frac{\partial u}{\partial x_{k}}+\sum_{j} b_{j}(x) \frac{\partial u}{\partial x_{j}}+c(x) u . \tag{6.47}
\end{equation*}
$$

Then it suffices to consider, instead of (6.36), the form

$$
\begin{equation*}
\int_{\mathrm{E}(x)}\left[\sum_{j, k} a_{j k}(y) \frac{\partial u}{\partial y_{k}} \frac{\overline{\partial u}}{\partial y_{j}}+\sum_{j} b_{j}(y) \frac{\partial u}{\partial y_{j}} \bar{u}+c(y)|u|^{2}\right] d y . \tag{6.48}
\end{equation*}
$$

Third, there is no essential difference even if the operator $L$ and the boundary condition (6.46) depend on $x$ through the coefficients $a_{j k}(x)$, $b_{j}(x), c(x)$ and $\sigma(x)$ (simultaneous perturbation of the differential operator and the boundary).

## Chapter Eight

## Asymptotic perturbation theory

In the foregoing chapters we have been concerned almost exclusively with analytic or uniform perturbation theory, in which the continuity in norm of the resolvent in the parameter plays the fundamental role. We shall now go into a study in which the basic notion is the strong continuity of the resolvent. Here the assumptions are weakened to such an extent that the analyticity of the resolvent or of the eigenvalues of the operator as functions of the parameter cannot be concluded, but we shall be able to deduce, under suitable conditions, the possibility of asymptotic expansions of these quantities.

As in analytic perturbation, the behavior of the resolvent is basic for the theory. We shall even define the notion of generalized strong convergence for unbounded operators in terms of strong convergence of their resolvents.

An inherent difficulty in this generalized problem is that an isolated eigenvalue $\lambda$ need not remain isolated under perturbation. Thus it is necessary to distinguish between stable and unstable eigenvalues, with respect to a given perturbation. For stable eigenvalues we can develop a theory of asymptotic expansion; the perturbed eigenvalues and eigenvectors have asymptotic expansions in the parameter up to certain orders, depending on the properties of the unperturbed eigenspace.

If $\lambda$ is not stable, it may happen that it is absorbed into the "continuous spectrum" as soon as the perturbation is "switched on". Then it does not make sense to talk about the perturbed eigenvalue. But the resulting continuous spectrum is supposed to have a particular concentration near $\lambda$ - the so-called spectral concentration phenomenon.

The asymptotic theory developed here roughly corresponds to what is called singular perturbation in the theory of differential equations ${ }^{1}$. The results given in this chapter are abstract and should be applicable to differential equations. At present, however, the abstract theory is not advanced enough to comprise singular perturbation theory for differential equations.

## §1. Strong convergence in the generalized sense

## 1. Strong convergence of the resolvent

Let $\left\{T_{n}\right\}$ be a sequence of closed operators in a Banach space $X$. In the present section we are concerned with general considerations on strong convergence of the resolvents $R_{n}(\zeta)=\left(T_{n}-\zeta\right)^{-1}$. Let us recall the fundamental result on the convergence in norm of the resolvents: if $R_{n}(\zeta)$ converges in norm to the resolvent $R(\zeta)=(T-\zeta)^{-1}$ of a closed operator $T$ for some $\zeta \in \mathrm{P}(T)$, then the same is true for every $\zeta \in \mathrm{P}(T)$ (see Theorem IV-2.25, Remark IV-3.13, and Problem IV-3.14).

There is no corresponding theorem for strong convergence of the resolvents. Nevertheless, we can prove several theorems on the set of points $\zeta$ where the $R_{n}(\zeta)$ are strongly convergent or bounded.

Let us define the region of boundedness, denoted by $\Delta_{\mathrm{b}}$, for the sequence $\left\{R_{n}(\zeta)\right\}$ as the set of all complex numbers $\zeta$ such that $\zeta \in \mathrm{P}\left(T_{n}\right)$ for sufficiently large $n$ and the sequence $\left\{\left\|R_{n}(\zeta)\right\|\right\}$ is bounded [for $n$ so large that the $R_{n}(\zeta)$ are defined] ${ }^{2}$. Furthermore, let $\Delta_{\mathrm{s}}$ be the set of all $\zeta$ such that $\mathrm{s}-\lim R_{n}(\zeta)=R^{\prime}(\zeta)$ exists. $\Delta_{\mathrm{s}}$ will be called the region of strong convergence for $\left\{R_{n}(\zeta)\right\}$. Similarly we define the region $\Delta_{\mathrm{u}}$ of convergence in norm for $\left\{R_{n}(\zeta)\right\}$. Obviously we have $\Delta_{\mathrm{u}} \subset \Delta_{\mathrm{s}} \subset \Delta_{\mathrm{b}}$.

Theorem 1.1. $\Delta_{\mathrm{b}}$ is an open set in the complex plane. $\left\{R_{n}(\zeta)\right\}$ is bounded unitormly in $n$ and $\zeta$ in any compact subset of $\Delta_{b}$.

Proof. Let $\zeta_{0} \in \Delta_{\mathrm{b}}$; we have the Neumann series (see III-§ 6.1)

$$
\begin{equation*}
R_{n}(\zeta)=\sum_{k=0}^{\infty}\left(\zeta-\zeta_{0}\right)^{k} R_{n}\left(\zeta_{0}\right)^{k+1} \text { for }\left|\zeta-\zeta_{0}\right|<\left\|R_{n}\left(\zeta_{0}\right)\right\|^{-1} \tag{1.1}
\end{equation*}
$$

If $\left\|R_{n}\left(\zeta_{0}\right)\right\| \leqq M_{0}$, then $\left\|R_{n}(\zeta)\right\| \leqq M_{0}\left(1-M_{0}\left|\zeta-\zeta_{0}\right|\right)^{-1}$ for $\left|\zeta-\zeta_{0}\right|<$ $<M_{0}^{-1}$. The theorem follows immediately.

Theorem 1.1 implies that $\Delta_{\mathrm{b}}$ consists of at most a countable number of connected open sets $\Delta_{\mathrm{b} 1}, \Delta_{\mathrm{b} 2}, \ldots$ (the components of $\Delta_{\mathrm{b}}$ ).

Theorem 1.2. $\Delta_{\mathrm{s}}$ is relatively open and closed in $\Delta_{\mathrm{b}}$ (so that $\Delta_{\mathrm{s}}$ is the union of some of the components $\Delta_{\mathrm{b} k}$ of $\Delta_{\mathrm{b}}$ ). The strong convergence $R_{n}(\zeta) \rightarrow$ $\rightarrow R^{\prime}(\zeta)$ is uniform ${ }^{3}$ in each compact subset of $\Delta_{s}$.

[^196]Proof. If $\mathrm{s}-\lim R_{n}\left(\zeta_{0}\right)=A$ exists, we have $\mathrm{s}-\lim R_{n}\left(\zeta_{0}\right)^{k}=A^{k}$, $k=1,2, \ldots$. Since the series on the right of (1.1) is majorized in norm by the numerical series $\sum M_{0}^{k+1}\left|\zeta-\zeta_{0}\right|^{k}$, it follows that s-lim $R_{n}(\zeta)$ exists and is equal to $A\left(1-\left(\zeta-\zeta_{0}\right) A\right)^{-1}$ for $\left|\zeta-\zeta_{0}\right|<M_{0}^{-1}$. This shows that $\Delta_{\mathrm{s}}$ is open and at the same time proves the last assertion of the theorem.

To prove the relative closedness of $\Delta_{\mathrm{s}}$, let $\zeta \in \Delta_{\mathrm{b}}$ and assume that in each neighborhood of $\zeta$ there is a $\zeta_{0} \in \Delta_{\mathrm{s}} . \zeta \in \Delta_{\mathrm{b}}$ implies that $\left\|R_{n}(\zeta)\right\| \leqq M$ for a constant $M$. Take a $\zeta_{0} \in \Delta_{\mathrm{s}}$ such that $\left|\zeta-\zeta_{0}\right|<1 / 2 M$. Then $\left\|R_{n}\left(\zeta_{0}\right)\right\|<\left(1-2^{-1}\right)^{-1} M=2 M \equiv M_{0}$, and s-lim $R_{n}(\zeta)$ also exists because $\left|\zeta-\zeta_{0}\right|<1 / 2 M=M_{0}^{-1}$. Hence $\zeta \in \Delta_{\mathrm{s}}$.

The strong limit $R^{\prime}(\zeta)$ of $R_{n}(\zeta)$ for $\zeta \in \Delta_{\mathrm{s}}$ need not be the resolvent of an operator. In any case, however, $R^{\prime}(\zeta)$ satisfies the resolvent equation

$$
\begin{equation*}
R^{\prime}\left(\zeta_{1}\right)-R^{\prime}\left(\zeta_{2}\right)=\left(\zeta_{1}-\zeta_{2}\right) R^{\prime}\left(\zeta_{1}\right) R^{\prime}\left(\zeta_{2}\right), \quad \zeta_{1}, \zeta_{2} \in \Delta_{\mathrm{s}}, \tag{1.2}
\end{equation*}
$$

as the strong limit of operators $R_{n}(\zeta)$ which satisfy the same equation. For this reason $R^{\prime}(\zeta)$ is called a pseudo-resolvent. Note that $R^{\prime}\left(\zeta_{1}\right)$ and $R^{\prime}\left(\zeta_{2}\right)$ commute.
(1.2) implies that the null space $\mathrm{N}=\mathrm{N}\left(R^{\prime}(\zeta)\right.$ ) and the range R $=R\left(R^{\prime}(\zeta)\right)$ of $R^{\prime}(\zeta)$ are independent of $\zeta$. In fact, it follows from (1.2) that $R^{\prime}\left(\zeta_{2}\right) u=0$ implies $R^{\prime}\left(\zeta_{1}\right) u=0$ and that $u=R^{\prime}\left(\zeta_{2}\right) v$ implies $u=R^{\prime}\left(\zeta_{1}\right) w$ with $w=v-\left(\zeta_{1}-\zeta_{2}\right) u$.

The pseudo-resolvent $R^{\prime}(\zeta)$ is a resolvent (of a closed operator $T$ ) if and only if $\mathrm{N}=0$. The necessity of this condition is obvious. To prove its sufficiency, we note that every $u \in \mathrm{R}$ can be written as $u=R^{\prime}(\zeta) v(\zeta)$; here $v(\zeta)$ is uniquely determined if $\mathrm{N}=0$. Application of (1.2) to $u$ gives
$R^{\prime}\left(\zeta_{1}\right) R^{\prime}\left(\zeta_{2}\right)\left(v\left(\zeta_{2}\right)-v\left(\zeta_{1}\right)\right)=R^{\prime}\left(\zeta_{1}\right) u-R^{\prime}\left(\zeta_{2}\right) u=\left(\zeta_{1}-\zeta_{2}\right) R^{\prime}\left(\zeta_{1}\right) R^{\prime}\left(\zeta_{2}\right) u$
and hence $v\left(\zeta_{2}\right)-v\left(\zeta_{1}\right)=\left(\zeta_{1}-\zeta_{2}\right) u$ by $\mathrm{N}=0$. This implies that $v(\zeta)+\zeta u$ is a vector independent of $\zeta$; we shall denote it by $T u . T$ is a linear operator in X with $\mathrm{D}(T)=\mathrm{R}$ and $T u-\zeta u=v(\zeta)=R^{\prime}(\zeta)^{-1} u$. Hence $R^{\prime}(\zeta)=(T-\zeta)^{-1}$ is the resolvent of $T$; the closedness of $T$ follows from the fact that $R^{\prime}(\zeta) \in \mathscr{B}(\mathrm{X})$. Note that $\Delta_{\mathrm{s}}$ is a subset of the resolvent set $\mathrm{P}(T)$.

Theorem 1.3. Let $\Delta_{\mathrm{s}}$ be nonempty. There are the alternatives: either $R^{\prime}(\zeta)$ is invertible for no $\zeta \in \Delta_{\mathrm{s}}$ or $R^{\prime}(\zeta)$ is equal to the resolvent $R(\zeta)$ $=(T-\zeta)^{-1}$ of a unique operator $T \in \mathscr{C}(\mathrm{X})$. In the latter case we have $\Delta_{\mathrm{s}}=\mathrm{P}(T) \cap \Delta_{\mathrm{b}}$.

Proof. Only the last statement remains to be proved. We have $\Delta_{\mathrm{s}} \subset \mathrm{P}(T) \cap \Delta_{\mathrm{b}}$ since we proved above that $\Delta_{\mathrm{s}} \subset \mathrm{P}(T)$. To prove the
opposite inclusion, we note the identity

$$
\begin{equation*}
R_{n}(\zeta)-R(\zeta)=\left(1+\left(\zeta-\zeta_{0}\right) R_{n}(\zeta)\right)\left(R_{n}\left(\zeta_{0}\right)-R\left(\zeta_{0}\right)\right)\left(1+\left(\zeta-\zeta_{0}\right) R(\zeta)\right) \tag{1.3}
\end{equation*}
$$

for $\zeta, \zeta_{0} \in \mathrm{P}(T) \cap \Delta_{\mathrm{b}}$; this is a simple consequence of the resolvent equations for $R_{n}(\zeta)$ and $R(\zeta)$. If $\zeta_{0} \in \Delta_{\mathrm{s}}$, we have $\mathrm{s}-\lim R_{n}\left(\zeta_{0}\right)=R^{\prime}\left(\zeta_{0}\right)$ $=R\left(\zeta_{0}\right)$ so that (1.3) gives s-lim $R_{n}(\zeta)=R(\zeta)$ by the uniform boundedness of $\left\{R_{n}(\zeta)\right\}$. This shows that $\zeta \in \Delta_{\mathrm{s}}$ and completes the proof.

Corollary 1.4. Let $T_{n}$ and $T$ be selfadjoint operators in a Hilbert space, with the resolvents $R_{n}(\zeta)$ and $R(\zeta)$. If $\mathrm{s}-\lim R_{n}(\zeta)=R(\zeta)$ for some complex number $\zeta$, then the same is true for every nonreal $\zeta$.

Proof. Since $\left\|R_{n}(\zeta)\right\| \leqq 1 /|\operatorname{Im} \zeta|$, all nonreal numbers $\zeta$ are included in $\Delta_{\mathrm{b}}$ as well as in $\mathrm{P}(T)$. Thus $\mathrm{P}(T) \cap \Delta_{\mathrm{b}}$ also includes all nonreal $\zeta$, and the assertion follows from Theorem 1.3.

When the second alternative of Theorem 1.3 is realized, we shall say that $R_{n}(\zeta)$ converges strongly to $R(\zeta)$ on $\Delta_{\mathrm{s}}$ and that $T_{n}$ converges strongly to $T\left(T_{n \rightarrow} T\right.$, in symbol) in the generalized sense ${ }^{1}$.

A criterion for generalized strong convergence is given by
Theorem 1.5. Let $T_{n}, T \in \mathscr{C}(\mathrm{X})$ and let there be a core D of $T$ such that each $u \in \mathrm{D}$ belongs to $\mathrm{D}\left(T_{n}\right)$ for sufficiently large $n$ and $T_{n} u \rightarrow T u$. If $\mathrm{P}(T) \cap \Delta_{\mathrm{b}}$ is not empty, $T_{n}$ converges strongly to $T$ in the generalized sense and $\Delta_{\mathrm{s}}=\mathrm{P}(T) \cap \Delta_{\mathrm{b}}$.

Proof. For any $\zeta \in \mathrm{P}(T) \cap \Delta_{\mathrm{b}}$, we have $R_{n}(\zeta) u-R(\zeta) u=R_{n}(\zeta) \cdot$ $\cdot\left(T-T_{n}\right) R(\zeta) u \rightarrow 0$ if $R(\zeta) u \in \mathrm{D}$ (note that the $\left\|R_{n}(\zeta)\right\|$ are bounded). But such $u$ form a dense set in X because D is a core of $T$ (see Problem III-6.3). Since the $\left\|R_{n}(\zeta)\right\|$ are bounded, it follows that $R_{n}(\zeta) \rightarrow R(\zeta)$ (see Lemma III-3.5). Thus $\Delta_{\mathrm{s}} \supset \mathrm{P}(T) \cap \Delta_{\mathrm{b}}$ and the second alternative of Theorem 1.3 must be realized.

Corollary 1.6. Let $T_{n}, T$ be selfadjoint operators in a Hilbert space, and let there be a core D of $T$ such that $T_{n} u \rightarrow T u$ for $u \in \mathrm{D}$. Then $R_{n}(\zeta) \rightarrow R(\zeta)$ for every nonreal $\zeta$, and $T_{n}$ converges to $T$ strongly in the generalized sense.

Remark 1.7. In general there is no simple relationship between the strong convergence of $\left\{T_{n}\right\}$ in the generalized sense and that of $\left\{T_{n}^{*}\right\}$ (assuming that the $T_{n}$ are densely defined so that the $T_{n}^{*}$ exist). This is true even when $T_{n} \in \mathscr{B}(\mathrm{X})$ and $\mathrm{s}-\lim T_{n}=T$ exists in the proper sense. But the following theorem should be noted.

Theorem 1.8. Let $\left\{T_{n}\right\}$ and $\left\{T_{n}^{*}\right\}$ converge strongly to $T$ and $T^{*}$, respectively, in the generalized sense, $T_{n}$ and $T$ being densely defined. Let $\Delta_{\mathrm{s}}$ and $\Delta_{\mathrm{s}}^{*}$ be the regions of strong convergence of the resolvents of $T_{n}$ and $T_{n}^{*}$, respectively. Then $\Delta_{\mathrm{s}}^{*}$ is identical with the mirror image $\overline{\Delta_{\mathrm{s}}}$ of $\Delta_{\mathrm{s}}$ with respect to the real axis.

[^197]Proof. This is a direct consequence of the formula $\Delta_{\mathrm{s}}=\Delta_{\mathrm{b}} \cap \mathrm{P}(T)$ and a similar one for $\Delta_{\mathrm{s}}^{*}$, for we have $\Delta_{\mathrm{b}}^{*}=\overline{\Delta_{\mathrm{b}}}$ and $\mathrm{P}\left(T^{*}\right)=\mathrm{P}(T)$ (see Theorem III-6.22).

Remark 1.9. We have been considering the strong convergence of a sequence $\left\{R_{n}(\zeta)\right\}$ of resolvents, but we can deal in quite the same way with a family of resolvents $R(\zeta, x)=(T(x)-\zeta)^{-1}$ depending on a continuous parameter $\varkappa$. In what follows we shall do this without any explicit comments.

Example 1.10. Let $H$ be a selfadjoint operator in a Hilbert space $H$, and let $T_{n}=n^{-1} H$. Then $T_{n} u \rightarrow 0$ for every $u \in \mathrm{D}(H)$. Since $\mathrm{D}(H)$ is dense in H , it is a core of the bounded operator $T=0$. Hence Corollary 1.6 is applicable, with the result that $R_{n}(\zeta) \rightarrow R(\zeta)=-1 / \zeta$ strongly for any nonreal $\zeta$. This implies that $\left(1-n^{-1} \alpha H\right)^{-1} \rightarrow 1$ strongly for any nonreal $\alpha$. This result is not quite trivial. If the spectrum $\Sigma(H)$ of $H$ is the whole real axis, $\Delta_{\mathrm{b}}$ is the union of the upper and lower half-planes $(\operatorname{Im} \zeta \gtrless 0)$, and $\Delta_{\mathrm{b}}=\Delta_{\mathrm{s}}=\mathrm{P}(T) \cap \Delta_{\mathrm{b}}[\mathrm{P}(T)$ is the whole plane with the exception of the origin].

Example 1.11. Let $X=L^{2}(0, \infty)$ and

$$
\begin{equation*}
T_{n}=-d^{2} / d x^{2}+q_{n}(x), \quad T=-d^{2} / d x^{2}+q(x), \tag{1.4}
\end{equation*}
$$

with the boundary condition $u(0)=0$, say, where $q(x)$ and the $q_{n}(x)$ are realvalued functions. Under certain conditions (see V -§ 3.6) $T_{n}$ and $T$ are selfadjoint and $C_{0}^{\infty}(0, \infty)$ is a core of $T$. Suppose now that

$$
\begin{equation*}
\int_{a}^{b}\left|q_{n}(x)-q(x)\right|^{2} d x \rightarrow 0 \tag{1.5}
\end{equation*}
$$

for any $a, b$ such that $0<a<b<\infty$. Then we have $T_{n} u \rightarrow T u$ for $u \in C_{0}^{\infty}$. It follows from Corollary 1.6 that $R_{n}(\zeta) \underset{\mathrm{s}}{ } \mathrm{s}^{(\zeta)}$ for every nonreal $\zeta$. This means that the solution of the boundary value problem

$$
\begin{equation*}
-u u^{\prime \prime}+q_{n}(x) u-\zeta u=f(x), \quad u(0)=0, \quad u \in \mathrm{~L}^{2}(0, \infty), \tag{1.6}
\end{equation*}
$$

converges in $\mathrm{L}^{2}(0, \infty)$ to the solution of the same problem with $q_{n}$ replaced by $q$. See also the examples of par. 4.

Example 1.12. Consider the operator $T(\varkappa)=T+\varkappa A$ in which $T$ and $A$ are the shift operators in $\boldsymbol{l}^{\boldsymbol{p}}(-\infty, \infty)$ discussed in Example IV-3.8. The spectrum $\boldsymbol{\Sigma}(T(x))$ for $\varkappa \neq 0$ is the unit circle $|\zeta|=1$. Let $R(\zeta, x)=(T(x)-\zeta)^{-1}$. Since $\|R(\zeta, x)\| \leqq$ $\leqq(|\zeta|-1)^{-1}$ for $|\zeta|>1$ and $|x| \leqq 1$ (see Problem IV-3.10), the exterior of the unit circle belongs to the region of boundedness $\Delta_{\mathrm{b}}$ for $R(\zeta, x)$ for $\varkappa \rightarrow 0$. But the interior of this circle does not belong to $\Delta_{\mathrm{b}}$ (see loc. cit.). Here we have the relations $\mathrm{P}(T)$ $=\Delta_{\mathrm{b}}=\Delta_{\mathrm{s}}=$ the exterior of the unit circle.

Example 1.13. Let $T$ be a closed, maximal symmetric operator in a Hilbert space H and suppose $T$ is not selfadjoint. We may assume that the upper half-plane $\operatorname{Im} \zeta>0$ is the resolvent set $\mathrm{P}(T)$, whereas the lower half-plane has no point in $P(T)$. Let $\left\{P_{n}\right\}$ be a sequence of orthogonal projections with the following properties. i) The $P_{n}$ are nondecreasing ( $P_{1} \leqq P_{2} \leqq \cdots$ ) with s-lim $P_{n}=1$; ii) $P_{n} \mathrm{X} \subset \mathrm{D}(T)$; iii) $P_{n} T P_{n} u \rightarrow T u$ if $u$ belongs to the linear manifold $\mathrm{D}=\bigcup_{n=1}^{\infty} P_{n} X$; iv) D is
a core of $T$. Such a sequence can be constructed in the following way ${ }^{1}$. Let $u_{n} \in \mathbf{D}(T)$ be a sequence dense in $H$. Let $\left\{v_{n}\right\}$ be the orthonormal family obtained by applying the Schmidt orthogonalization process to the sequence $\left\{u_{n},(T-i)^{-1} u_{n}\right\}$. If $P_{n}$ is the projection on the $n$-dimensional subspace spanned by $v_{1}, \ldots, v_{n},\left\{P_{n}\right\}$ has the required properties.

Set $T_{n}=P_{n} T P_{n}$. The $T_{n}$ are obviously bounded and symmetric, hence selfadjoint. Thus the region of boundedness $\Delta_{\mathrm{b}}$ for $\left\{T_{n}\right\}$ comprises all nonreal numbers. Furthermore, it follows from iii), iv) and Theorem 1.5 that $\Delta_{\mathrm{s}}=\mathrm{P}(T) \cap \Delta_{\mathrm{b}}$ is exactly the upper half-plane. This is an example in which $\Delta_{\mathrm{s}}$ is a proper subset of $\Delta_{\mathrm{b}}$.

## 2. Generalized strong convergence and spectra

We have seen before that the spectrum $\Sigma(T)$ is upper-semicontinuous with respect to the generalized convergence (convergence in gap) of the operator, that is, $\Sigma(T)$ does not expand suddenly when $T$ is changed slightly in the sense of generalized convergence (in gap). The situation is quite different if generalized convergence (in gap) is replaced by generalized strong convergence defined above or even by strong convergence. This is one of the reasons why we had to introduce the region of strong convergence $\Delta_{\mathrm{s}}$ in the theorems proved above.

A very simple counter-example is furnished by a sequence $\left\{E_{n}\right\}$ of orthogonal projections in a Hilbert space such that $E_{n} \rightarrow \mathbf{c}$. The limit operator 0 has the single point $\zeta=0$ in its spectrum, but $\Sigma\left(E_{n}\right)$ in general contains two points $\zeta=0,1$. Since, on the other hand, $\Sigma(T)$ is in general not lower-semicontinuous even in the sense of convergence in norm, we conclude that it is neither upper- nor lower-semicontinuous in the sense of strong convergence.

However, the lower-semicontinuity of the spectrum can be proved under certain restrictions.

Theorem 1.14. Let $H_{n}, H$ be selfadjoint operators in a Hilbert space H and let $H_{n}$ converge to $H$ strongly in the generalized sense. Then every open set containing a point of $\Sigma(H)$ contains at least a point of $\Sigma\left(H_{n}\right)$ for sufficiently large $n$.

Proof. Let $\lambda \in \Sigma(H)$ and set $\zeta=\lambda+i \varepsilon, \varepsilon>0$. We have $\|R(\zeta)\|=1 / \varepsilon$ since $H$ is selfadjoint, so that there is a $u \in \mathrm{H}$ such that $\|R(\zeta) u\| \geqq 1 / 2 \varepsilon$, $\|u\|=1$. But we have $R_{n}(\zeta) u \rightarrow R(\zeta) u$ by hypothesis (see also Corollary 1.4). Hence $\left\|R_{n}(\zeta) u\right\| \geqq 1 / 3 \varepsilon$ for sufficiently large $n$. Since $H_{n}$ is selfadjoint, this implies that there is a $\lambda_{n} \in \Sigma\left(H_{n}\right)$ such that $\left|\lambda_{n}-\zeta\right| \leqq 3 \varepsilon$ or $\left|\lambda_{n}-\lambda\right| \leqq 4 \varepsilon$. Since $\varepsilon>0$ is arbitrary, this proves the theorem.

Theorem 1.14 can be strengthened in a certain sense to the following one:

[^198]Theorem 1.15. In Theorem 1.14 let $H_{n}=\int d E_{n}(\lambda), H=\int d E(\lambda)$ be the spectral representations of the operators involved. Then ${ }^{1,2}$

$$
\begin{equation*}
\operatorname{s}_{n \rightarrow \infty} \lim _{n} E_{n}(\lambda)=E(\lambda) \quad \text { if } \quad E(\lambda-0)=E(\lambda) . \tag{1.7}
\end{equation*}
$$

Proof. We may assume without loss of generality that $\lambda=0$. We recall that $E_{n}(0)+E_{n}(-0)$ is given by Lemma VI-5.6 with $\lambda=0$ and $H$ replaced by $H_{n}$. Or we may write

$$
\begin{align*}
& \left(1-E_{n}(0)-E_{n}(-0)\right) H_{n}\left(H_{n}^{2}+1\right)^{-1}  \tag{1.8}\\
& \quad=\frac{2}{\pi} \int_{0}^{\infty} H_{n}\left(H_{n}^{2}+\eta^{2}\right)^{-1} H_{n}\left(H_{n}^{2}+1\right)^{-1} d \eta
\end{align*}
$$

in this form we need not write $\lim _{\substack{\varepsilon \rightarrow 0 \\ e \rightarrow \infty}} \int_{\varepsilon}^{e}$ on the right, for the integral is absolutely convergent by

$$
\begin{equation*}
\left\|H_{n}\left(H_{n}^{2}+\eta^{2}\right)^{-1} H_{n}\left(H_{n}^{2}+1\right)^{-1}\right\| \leqq \min \left(1, \eta^{-2}\right) . \tag{1.9}
\end{equation*}
$$

Furthermore, we note that $\left(E_{n}(0)-E_{n}(-0)\right) H_{n}\left(H_{n}^{2}+1\right)^{-1}=0$, for $E_{n}(0)-E_{n}(-0)$ is the projection on the null space of $H_{n}$. Hence the $E_{n}(-0)$ on the left of (1.8) can be replaced by $E_{n}(0)$. We have also a formula similar to (1.8) with $H_{n}, E_{n}$ replaced by $H, E$ respectively.

The integrand in (1.8) tends to $H\left(H^{2}+\eta^{2}\right)^{-1} H\left(H^{2}+1\right)^{-1}$ strongly as $n \rightarrow \infty$ since $R_{n}(\zeta) \underset{\mathrm{s}}{ } R(\zeta)$ for any nonreal $\zeta$. In view of (1.9), it follows by the principle of dominated convergence that

$$
\begin{equation*}
\left(1-2 E_{n}(0)\right) H_{n}\left(H_{n}^{2}+1\right)^{-1} \rightarrow(1-2 E(0)) H\left(H^{2}+1\right)^{-1} . \tag{1.10}
\end{equation*}
$$

On the other hand, $H_{n}\left(H_{n}^{2}+1\right)^{-1} \underset{\mathrm{~s}}{\rightarrow} H\left(H^{2}+1\right)^{-1}$ by $R_{n}( \pm i) \underset{\mathrm{s}}{ } R( \pm i)$. Hence

$$
\begin{equation*}
\left(1-2 E_{n}(0)\right)\left[H_{n}\left(H_{n}^{2}+1\right)^{-1}-H\left(H^{2}+1\right)^{-1}\right] \underset{\mathrm{s}}{ } 0 . \tag{1.11}
\end{equation*}
$$

(1.10) and (1.11) together give

$$
\begin{equation*}
\left(E_{n}(0)-E(0)\right) H\left(H^{2}+1\right)^{-1} \rightarrow \underset{\mathrm{~s}}{ } 0 . \tag{1.12}
\end{equation*}
$$

${ }^{1}$ (1.7) can be generalized to $\mathrm{s}-\lim E_{n}\left(\lambda_{n}\right)=E(\lambda)$ for $\lambda_{n} \rightarrow \lambda$. For the proof it suffices to note that $E_{n}\left(\lambda_{n}\right)=E_{n}^{\prime}(\lambda)$ where $E_{n}^{\prime}$ is the spectral family for $H_{n}^{\prime}=H_{n}-$ $-\left(\lambda_{n}-\lambda\right)$ and that $H_{n}^{\prime} \rightarrow H$ since $\lambda_{n}-\lambda \rightarrow 0$. We remark also that s-lim $E_{n}\left(\lambda_{n}-0\right)$ $=E(\lambda)$ is true. For the proof note that $E_{n}\left(\lambda_{n}\right)$ and $E_{n}\left(\lambda_{n}-n^{-1}\right)$ has the same strong limit $E(\lambda)$, so that $E_{n}\left(\lambda_{n}\right)-E_{n}\left(\lambda_{n}-n^{-1}\right) \underset{\mathrm{s}}{ } 0$; then $0 \leqq E_{n}\left(\lambda_{n}\right)-E_{n}\left(\lambda_{n}-0\right)$ $\leqq E_{n}\left(\lambda_{n}\right)-E_{n}\left(\lambda_{n}-n^{-1}\right)$ shows that $E_{n}\left(\lambda_{n}\right)-E_{n}\left(\lambda_{n}-0\right) \underset{\mathrm{s}}{\longrightarrow} 0$.
${ }^{2}$ We could also raise the question whether $\phi\left(H_{n}\right) \longrightarrow \phi(H)$ is true for a given function $\phi$. We shall not consider this problem in the general form. For a related problem for spectral operators see Foguel [1].

This implies that $E_{n}(0) u \rightarrow E(0) u$ if $u=H\left(H^{2}+1\right)^{-1} v, v \in \mathrm{H}$, in other words, if $u$ is in the range of $H\left(H^{2}+1\right)^{-1}$. But this range is dense in H , for $H\left(H^{2}+1\right)^{-1}$ is a selfadjoint operator with nullity zero [see III-(5.10)]. Since $E_{n}(0)$ is uniformly bounded, it follows that $E_{n}(0) \underset{\mathrm{s}}{\rightarrow} E(0)$ (see Lemma III-3.5).

Remark 1.16. The argument used in the above proof may be generalized in the following way. One wants to prove a strong convergence $A_{n} \rightarrow A$, but one first proves $A_{n} \phi\left(H_{n}\right){\underset{\mathrm{s}}{ }} A \phi(H)$ for a certain function $\phi$. One also proves $\phi\left(H_{n}\right) \rightarrow \phi(H)$. Then $A_{n} \phi\left(H_{n}\right)-A_{n} \phi(H) \rightarrow 0$ if $A_{n}$ is known to be uniformly bounded. Hence $\left(A_{n}-A\right) \phi(H) \rightarrow \mathbf{c}$. If $\phi$ is such that the range of $\phi(H)$ is dense in H , one then concludes that $A_{n} \rightarrow A$.

## 3. Perturbation of eigenvalues and eigenvectors

The lack of upper-semicontinuity of the spectrum under a perturbation in the strong sense is rather embarrassing in the perturbation theory of spectra and, in particular, of isolated eigenvalues. Contrary to the case of a small perturbation in the sense of gap, it may well happen that an isolated eigenvalue of an operator $T$ becomes involved in the "continuous spectrum" ${ }^{1}$ as soon as $T$ is subjected to a perturbation which is small in the strong sense. Let us show by simple examples how such seemingly singular phenomena sometimes take place and sometimes do not.

Example 1.17. Let $X=L^{2}(-\infty, \infty)$ and let $T$ be an integral operator with the kernel $t(y, x)=-f(y) \overline{f(x)}$, where $f(x)$ is a continuous function with $\|f\|=1$ and $f(x) \neq 0$ everywhere. Let $T^{(1)}$ be the maximal multiplication operator by $x$ : $T^{(1)} u(x)=x u(x) . T$ is bounded and selfadjoint, and has the eigenvalues $0,-1 ;-1$ is simple but 0 has multiplicity $\infty$.

Set $T(x)=T+\varkappa T^{(1)}$ for $\varkappa \neq 0 . T(x)$ is selfadjoint for real $\varkappa$. For a complex $\varkappa$ the numerical range $\Theta(T(x))$ of $T(\varkappa)$ is a subset of the strip $\Pi_{\varkappa}$ between the two straight lines $\eta=\xi \tan \theta$ and $\eta=-1+\xi \tan \theta$, where $\zeta=\xi+i \eta$ and $\theta=\arg \varkappa$. Now $(T(x)-\zeta)^{-1}=\varkappa^{-1}\left(T^{(1)}+\varkappa^{-1} T-\varkappa^{-1} \zeta\right)^{-1}$ exists and belongs to $\mathscr{B}(\mathrm{X})$ at least if $\left\|x^{-1} T\right\|=\left|x^{-1}\right|<\left|\operatorname{Im}\left(x^{-1} \zeta\right)\right|=\left\|\left(T^{(1)}-x^{-1} \zeta\right)^{-1}\right\|^{-1}$, which means that $\zeta$ is sufficiently far from the strip $\Pi_{x}$. Thus $T(x)$ has deficiency index $(0,0)$ and the exterior of that strip belongs to $\mathrm{P}(T(x))$, with $\|R(\zeta, x)\| \leqq 1 / \operatorname{dist}\left(\zeta, \Pi_{\varkappa}\right)$ (see V§ 3.2).

Suppose now that $x$ varies over the region $\mathrm{D}_{0}:|\operatorname{Im} x|<M|\operatorname{Re} x|$. It follows from the above result that if $\zeta$ belongs to one of the two sectors $\eta>\phi(\xi)+\varepsilon, \eta<$ $-\phi(\xi)-\varepsilon$, where $\varepsilon>0$ and

$$
\begin{equation*}
\phi(\xi)=\max [-M \xi, M(\xi+1)]>0 \tag{1.13}
\end{equation*}
$$

then $\|R(\zeta, x)\| \leqq \varepsilon^{-1}\left(M^{2}+1\right)^{1 / 2}$.

[^199]Now let $x \rightarrow 0$ with $x \in D_{0}$. It follows from the above result that the two sectors

$$
\begin{equation*}
\Pi_{ \pm}: \eta>\phi(\xi) \quad \text { and } \quad \eta<-\phi(\xi) \tag{1.14}
\end{equation*}
$$

belong to $\Delta_{\mathrm{b}}$. Furthermore, $T(x) u \rightarrow T u$ if $u \in \mathrm{D}\left(T^{(1)}\right)$. Since $\mathrm{D}\left(T^{(1)}\right)$ is a core of $T$ and $\Pi_{ \pm} \in P(T), \Pi_{ \pm}$also belong to $\Delta_{\mathrm{s}}$ by Theorem 1.5. Thus $T(x) \underset{\mathrm{s}}{\longrightarrow} T$ in the generalized sense.

Similar results hold when $x$ is restricted to the region $\mathrm{D}_{1}:|\operatorname{Im} \varkappa|>m|\operatorname{Re} \varkappa|$, $m>0$. In this case $\Delta_{\mathrm{b}}$ and $\Delta_{\mathrm{s}}$ contain two sectors $|\eta|<m \xi$ and $|\eta|<-m(\xi+1)$, and $T(x) \rightarrow T$ in the generalized sense when $x \rightarrow 0$ within $\mathrm{D}_{1}$.

Let us consider the spectrum of $T(x)$. It is clear that $\Sigma\left(T^{(1)}\right)$ is exactly the real axis, which is at the same time the essential spectrum $\Sigma_{e}\left(T^{(1)}\right)$ of $T^{(1)}$ (see IV-§ 5.6). Since $T$ is degenerate with rank $1, T^{(1)}+\varkappa^{-1} T$ has the same essential spectrum as $T^{(1)}$ (see Theorem IV-5.35). This implies that, for any $\varkappa \neq 0$, the essential spectrum of $T(x)=x\left(T^{(1)}+x^{-1} T\right)$ is the straight line passing through 0 and $x$, so that the rest of $\Sigma(T(x))$ consists of isolated eigenvalues with finite multiplicities (see loc. cit.).

If, in particular, $x$ is real, $T(x)$ has no isolated eigenvalue (since it is selfadjoint and has its spectrum on the real axis). Furthermore, it has no eigenvalue at all. In fact, suppose $T(x) u=\lambda u$. This implies that

$$
\begin{array}{r}
-(u, f) f(x)+x x u(x)=\lambda u(x), \\
u(x)=\frac{c f(x)}{x x-\lambda}, \quad c=(u, f) . \tag{1.16}
\end{array}
$$

But such a $u$ belongs to $X$ only if $u=0$, for the denominator $x x-\lambda$ has a zero at $x=\lambda / x$ if $\lambda$ is real. On the other hand $T(x)$ has no nonreal eigenvalue as noted above. It can be shown that $T(x)$ has a pure continuous spectrum over the real axis ${ }^{1}$.

If $x$ is not real, on the other hand, the $u$ of (1.16) can belong to $X$ without being 0 . The eigenvalue $\lambda$ is determined by the equation

$$
\begin{equation*}
\int_{-\infty}^{\infty} \frac{|f(x)|^{2}}{x x-\lambda} d x=(u, f) / c=1 \tag{1.17}
\end{equation*}
$$

It can be shown that (1.17) determines $\lambda$ uniquely as a function of $x$, at least for small $|x|$ and $|\lambda+1|$, and that $\lambda=\lambda(x)$ tends to $\lambda(0)=-1$ if $x \rightarrow 0$ with $x \in D_{1}$.

Thus the isolated eigenvalue -1 of $T$ becomes absorbed into the continuous spectrum of $T(x)$ when $\varkappa$ is real, though it can be continued as an isolated eigenvalue if $x \in \mathrm{D}_{1}$. The other eigenvalue 0 of $T$ also diffuses into the essential spectrum in any case; this should be expected from the fact that it has multiplicity $\infty$.

Example 1.18. Let $X$ and $T$ be as in Example 1.17 and let $T^{(1)}=x^{2}$. Again $T(x)=T+\varkappa T^{(1)}$ converges strongly to $T$ in the generalized sense, if $x \rightarrow 0$ within $\mathrm{D}_{0}$ or $\mathrm{D}_{1}$. In this case, however, $T(\varkappa)$ has just one eigenvalue for real $\varkappa>0$; for the eigenfunction $u(x)$ corresponding to (1.16) has the denominator $x x^{2}-\lambda$, which does not vanish if $\lambda<0$. It is easy to show that the condition corresponding to (1.17), with $x x-\lambda$ replaced by $x x^{2}-\lambda$, determines $\lambda=\lambda(x)$ as a negative, increasing function of $x$ for $x>0$ and that $\lambda(x) \rightarrow-1$ for $x \searrow 0$. Furthermore, the essential spectrum of $T(x)$ coincides with the nonnegative real axis for $x>0$. $\Sigma(T(x))$ consists of one negative eigenvalue $\lambda(x)$ and a continuous spectrum covering the positive real axis if $x>0$. The perturbation of the spectrum looks
${ }^{1}$ This can be proved by observing that $T(\varkappa)=\varkappa\left(T^{(1)}+\varkappa^{-1} T\right)$, where $T^{(1)}$ has an absolutely continuous spectrum and $T$ is a degenerate operator (see Theorem $\mathrm{X}-4.4$ ).
quite normal for $x>0$ so far as concerns the isolated eigenvalue -1 of $T$. Similar behavior of the spectrum of $T(x)$ may be expected when $x$ is not real but $|\arg \varkappa| \leqq$ $\leqq \pi-\varepsilon, \varepsilon>0$.

But the situation is entirely different if $x$ is real and negative. In this case it is easily seen that $T(x)$ has no eigenvalue; the isolated eigenvalue -1 of $T$ is absorbed into the continuous spectrum as soon as $T$ is changed into $T(x)$.

Example 1.19. Let $X$ be any one of the function spaces $L^{p}(0,1), 1 \leqq p<\infty$, or $C[0,1]$. Let

$$
\begin{equation*}
T(x)=2 \alpha \frac{d}{d x}-\varkappa \frac{d^{2}}{d x^{2}}, \quad \alpha \neq 0, \tag{1.18}
\end{equation*}
$$

with the boundary condition

$$
\begin{equation*}
u(0)=u(1)=0 \tag{1.19}
\end{equation*}
$$

$T(x)$ is closed for $x \neq 0$ with $\mathrm{D}=\mathrm{D}(T(x))$ independent of $\varkappa . T(x)$ is even selfadjoint if $X=L^{2}, x$ is real, $x \neq 0$ and $\alpha$ is pure imaginary. A simple calculation shows that if $\varkappa \neq 0$ the spectrum of $T(\varkappa)$ consists of isolated eigenvalues

$$
\begin{equation*}
\lambda_{n}(x)=n^{2} \pi^{2} x+\frac{\alpha^{2}}{\varkappa}, \quad n=1,2,3, \ldots \tag{1.20}
\end{equation*}
$$

What is the "limit" of $T(x)$ as $x \rightarrow 0$ ? Formally one would have $T(0)=2 \alpha d / d x$. If one keeps the boundary condition (1.19) for this first-order differential operator, the spectrum of the closure $T(0)^{\sim}$ of $T(0)$ is the whole complex plane (Example III-6.8). But $T(0)^{\sim}$ is not a reasonable limit of $T(x)$ since it is natural to require not two, but only one boundary condition of a first-order differential operator. There are an infinite number of possible boundary conditions compatible with (1.19), namely

$$
\begin{equation*}
u(0)=\theta u(1) \tag{1.21}
\end{equation*}
$$

where $\theta$ is a fixed complex number (including $\theta=\infty$ ). The question is the choice of a "correct" boundary condition from among (1.21). This is a typical problem of the singular perturbation of differential operators.

The difficulty of this problem lies in that it is not covered by Theorem 1.5. We have indeed $T(x) u \rightarrow T(0)^{\sim} u, x \rightarrow 0$, for $u \in \mathrm{D}$, but $\mathrm{P}\left(T(0)^{\sim}\right)$ is empty and it is impossible to find an extension of $T(0)^{\sim}$ which has a nonempty resolvent set and for which $D$ is a core.

Actually $T(x)$ converges to a definite closed operator $T$ in the generalized sense, not only in the strong sense but even in gap, provided that $x \rightarrow 0$ with $x / \alpha$ being kept away from the imaginary axis. This is seen most directly by constructing the resolvent $R(\zeta, x)=(T(x)-\zeta)^{-1}$ as an integral operator with the kernel $g_{x}(y, x ; \zeta)$, the Green function. A straightforward calculation gives

$$
\begin{align*}
g_{x}(y, x ; \zeta)= & \frac{e^{\frac{\alpha}{x}(y-x)}}{\sqrt{\alpha^{2}-x \zeta} \sinh \frac{\sqrt{\alpha^{2}-x \zeta}}{x}} \cdot  \tag{1.22}\\
& \cdot\left\{\begin{array}{l}
\sinh \left(\frac{\sqrt{\alpha^{2}-x \zeta}}{x} y\right) \sinh \left(\frac{\sqrt{\alpha^{2}-x \zeta}}{x}(1-x)\right), \\
\sinh \left(\frac{\sqrt{\alpha^{2}-x \zeta}}{x}(1-y)\right) \sinh \left(\frac{\sqrt{\alpha^{2}-x \zeta}}{x} x\right), \\
\end{array} \quad y \geqq x,\right.
\end{align*}
$$

Now let $x \rightarrow 0$. If this is done under the restriction $|\arg (x / \alpha)| \leqq \delta<\pi / 2$, it can be shown without difficulty that

$$
g_{x}(y, x ; 0) \rightarrow g(y, x ; 0)= \begin{cases}0, & y<x  \tag{1.23}\\ \frac{1}{2 \alpha}, & y>x\end{cases}
$$

$g_{x}(y, x ; 0)$ being uniformly bounded in the square $0 \leqq x \leqq 1,0 \leqq y \leqq 1$. The limiting kernel $g(y, x ; 0)$ is exactly the Green function for the operator $T=2 \alpha d / d x$ with the boundary condition $u(0)=0$, which corresponds to (1.21) with $\theta=0$. (1.23) implies that

$$
\begin{equation*}
\int_{0}^{1} \int_{0}^{1}\left|g_{\kappa}(y, x ; 0)-g(y, x ; 0)\right|^{2} d x d y \rightarrow 0 \tag{1.24}
\end{equation*}
$$

by the principle of bounded convergence. If we consider the case $\mathrm{X}=\mathrm{L}^{2}, \| R(0, x)$ -$-R(0) \|^{2}$ does not exceed the left member of (1.24) (see Problem III-2.5), where $R(\zeta)=(T-\zeta)^{-1}$. Hence we have $R(\zeta, x) \rightarrow R(\zeta)$ in norm for $\zeta=0$ and this implies the same for every $\zeta \in \mathrm{P}(T)$ (see Remarks IV-3.13, 14). In other words, $T(x) \rightarrow T$ in the generalized sense (in gap). Thus we conclude that the correct choice among the boundary conditions (1.21) is the one with $\theta=0$, if the limit $\varkappa \rightarrow 0$ is taken in such a way that $|\arg (x / \alpha)| \leqq \delta<\pi / 2$. It is interesting to note that the spectrum of $T(x)$ recedes to infinity as $x \rightarrow 0$; if, for example, $\alpha$ is real positive, $\Sigma(T(x))$ is contained in the half-plane $\operatorname{Re} \zeta \geqq|x|^{-1} \cos \delta$. This does not conflict with the upper semicontinuity of the spectrum under perturbation small in gap, for the spectrum of $T$ is empty (see Example III-6.8).

Similarly, the correct boundary condition for the "limit" $T$ of $T(x)$ is given by $\theta=\infty$ in (1.21) if the limit $\varkappa \rightarrow 0$ is taken in such a way that $|\arg (-\varkappa / \alpha)| \leqq \delta<$ $<\pi / 2$. On the other hand, $T(x)$ has no generalized limit (even in the strong sense) when $x \rightarrow 0$ with $\varkappa / \alpha$ kept pure imaginary. We shall omit the proof, but this may be expected from the fact that no distinguished $\theta$ in (1.21) exists in this case. The spectrum of $T(x)$ behaves in a complicated way when $x \rightarrow 0$. If, for example, $\alpha$ is pure imaginary and $x>0$, the eigenvalues (1.20) are all real. Each $\lambda_{n}(x)$ tends to $-\infty$ as $x \rightarrow+0$, whereas the spacing of the eigenvalues becomes more and more dense. Thus the whole real axis may be regarded as the limit of $\Sigma(T(x))$.

Example 1.20. Let X be as in Example 1.19 and let

$$
\begin{equation*}
T(x)=-\alpha d^{2} / d x^{2}+x d^{4} / d x^{4}, \quad \alpha>0, \tag{1.25}
\end{equation*}
$$

with the boundary condition

$$
\begin{equation*}
u(0)=u^{\prime}(0)=u(1)=u^{\prime}(1)=0 \tag{1.26}
\end{equation*}
$$

For small $x>0, T(x)$ represents the operator that governs the motion of a stretched string with small rigidity clamped at both ends. If $x \rightarrow+0, T(x)$ formally tends to $T(0)=-\alpha d^{2} / d x^{2}$. But the boundary condition (1.26) is too strong for a second order differential operator $d^{2} / d x^{2}$, and we have again a problem of singular perturbation: the basic problem is the determination of the correct boundary condition for $T(0)$. Physical intuition leads immediately to the conjecture that

$$
\begin{equation*}
u(0)=u(1)=0 \tag{1.27}
\end{equation*}
$$

is the required boundary condition. In fact, it can be shown that $T(\varkappa) \rightarrow T$ $=-\alpha d^{2} / d x^{2}$ with the boundary condition (1.27) in the generalized sense, at least for $X=L^{2}$. This could be seen directly by considering the Green function as in Example 1.19, but we shall deduce this later from a more general point of view (see Example 3.8).

The generalized convergence $T(x) \rightarrow T$ (in gap) implies that each isolated eigenvalue $\lambda_{n}$ of $T$ is continued continuously to the corresponding eigenvalue $\lambda_{n}(x)$ of $T(x)$. It is known that ${ }^{1}$

$$
\begin{equation*}
\lambda_{n}(x)=n^{2} \pi^{2} \alpha\left[1+4\left(\frac{x}{\alpha}\right)^{1 / 2}+O(x)\right], \quad x>0 \tag{1.28}
\end{equation*}
$$

Thus the eigenvalues are continuous at $\varkappa=0$ but not differentiable.
These examples will suffice to show that the spectrum of an operator can behave in quite a complicated way under a "singular" perturbation. In particular, it should be noticed that the behavior may be essentially different for different directions from which the parameter $x$ tends to zero. Thus the perturbation is not very singular in Examples 1.19 and 1.20 if $\alpha>0$ and $x \searrow 0$, for here we have a generalized convergence in gap of $T(x)$ to $T$.

Under such a singular perturbation an isolated eigenvalue does not in general remain isolated; it may be absorbed into the continuous spectrum. If one wants to develop a singular perturbation theory of isolated eigenvalues, therefore, it is necessary to assume explicitly that such an absorption does not take place. But the question of deciding when this assumption is satisfied is complicated, and a satisfactory answer does not seem to exist in general. We shall consider these questions in due course.

If the eigenvalue $\lambda$ is absorbed by the continuous spectrum, we can no longer speak of the perturbation of the eigenvalue $\lambda$. Sometimes, however, the perturbed continuous spectrum has a certain kind of concentration near $\lambda$. This phenomenon of spectral concentration will be discussed in § 5.

## 4. Stable eigenvalues

According to the remark given in the preceding paragraph, we consider the perturbation of an isolated eigenvalue under the assumption that it remains isolated in spite of the perturbation. To make this assumption more precise, we introduce the following definition.

Let $T_{n} \underset{\mathrm{~s}}{ } T, n \rightarrow \infty$, in the generalized sense. An isolated eigenvalue $\lambda$ of $T$ with finite multiplicity is said to be stable under this perturbation if the following conditions i), ii) are satisfied.
i) The region of convergence $\Delta_{\mathrm{s}}$ for $R_{n}(\zeta)$ contains a neighborhood of $\lambda$ with the exception of $\lambda$. In other words, there is a $\delta>0$ such that every $\zeta$ with $0<|\zeta-\lambda|<\delta$ belongs to $\mathrm{P}\left(T_{n}\right)$ for sufficiently large $n$ (depending on $\zeta$ ) and $R_{n}(\zeta) \underset{\mathrm{s}}{ } R(\zeta), n \rightarrow \infty$.

This condition implies that the circle $\Gamma:|\zeta-\lambda|=r, 0<r<\delta$, is a subset of $\Delta_{\mathrm{s}}$ and that the convergence $R_{n}(\zeta) \underset{\mathrm{s}}{\longrightarrow} R(\zeta)$ is uniform on $\Gamma$

[^200](see Theorem 1.2). Therefore, the projection
\[

$$
\begin{equation*}
P_{n}=-\frac{1}{2 \pi i} \int_{\Gamma} R_{n}(\zeta) d \zeta \tag{1.29}
\end{equation*}
$$

\]

is defined and

$$
\begin{equation*}
P_{n} \underset{\mathrm{~s}}{ } P=-\frac{1}{2 \pi i} \int_{\Gamma} R(\zeta) d \zeta, \tag{1.30}
\end{equation*}
$$

where $P$ is the eigenprojection for the eigenvalue $\lambda$ of $T$.
ii) $\operatorname{dim} P_{n} \leqq \operatorname{dim} P$ for sufficiently large $n$.

In view of (1.30), ii) actually implies that
(1.31a) $\quad \operatorname{dim} P_{n}=\operatorname{dim} P \quad$ for sufficiently large $n$,
(1.31 b) $\left\|\left(P_{n}-P\right) P\right\| \rightarrow 0, \quad\left\|\left(P_{n}-P\right) P_{n}\right\| \rightarrow 0, \quad\left\|\left(P_{n}-P\right)^{2}\right\| \rightarrow 0$,

$$
\begin{equation*}
\hat{\delta}\left(P_{n} X, P X\right) \rightarrow 0, \quad n \rightarrow \infty \tag{1.31c}
\end{equation*}
$$

where $\hat{\delta}$ is the gap function introduced in IV, § 2.1. These relations follow from Lemma 1.23 proved below. [We shall express ( 1.31 c ) by saying that $P_{n} \rightarrow P$ in gap.]
$\operatorname{dim} P_{n}=\operatorname{dim} P=m<\infty$ implies that the spectrum of $T_{n}$ inside the circle $\Gamma$ consists of isolated eigenvalues with total multiplicity $m$. Since this is true for any choice of the radius $r$ of $\Gamma$ provided $n$ is sufficiently large, it follows that these isolated eigenvalues of $T_{n}$ converge to $\lambda$. At the same time, $(1.31 \mathrm{c})$ implies that the total projection associated with these eigenvalues (that is, the projection to the $m$-dimensional space which is the direct sum of the algebraic eigenspaces for these eigenvalues) tends in gap to the eigenprojection $P$ for $\lambda$ of $T$. Thus the stability of $\lambda$ implies already the convergence of the eigenvalues and the eigenspaces involved. It should be remarked, however, that the eigenspace for each individual eigenvalue of $T_{n}$ need not be convergent; such an eigenspace need not even have constant dimension.

Example 1.22. The eigenvalue -1 of $T$ of Example 1.17 is not stable for the perturbation considered if $x$ is real and $x \rightarrow 0$. But it is stable if $x \rightarrow 0$ along a straight line different from the real axis. In Example 1.18, the eigenvalue - 1 of $T$ is stable if $x \rightarrow 0$ along a ray different from the negative real axis. In Example 1.19, $T$ has no eigenvalue at all so that there is no question of stability. In Example 1.20, all the eigenvalues of $T$ are stable if $\varkappa \rightarrow 0$ along the positive real axis.

Lemma 1.23. Let $\left\{P_{n}\right\}, n=1,2, \ldots$, be a sequence of projections in a Banach space X such that $P_{n} \rightarrow P \in \mathscr{B}(\mathrm{X})$. Then $P$ is also a projection. Suppose further that $\operatorname{dim} P_{n} \leqq \operatorname{dim} P<\infty$ for all $n$. Then (1.31a), (1.31b), and $(1.31 \mathrm{c})$ are true.

Proof. $P_{n}^{2}=P_{n}$ and $P_{n} \rightarrow P$ together imply $P^{2}=P$, so that $P$ is a projection. Let $\left\{x_{1}, \ldots, x_{m}\right\}$ be a basis of $P \mathrm{X}$, where $m=\operatorname{dim} P$. Then

$$
\begin{equation*}
P=\sum_{k=1}^{m}\left(, e_{k}\right) x_{k}, \quad e_{j} \in P^{*} X^{*}, \tag{1.33}
\end{equation*}
$$

by III-(4.6); the fact that $e_{j} \in P^{*} X^{*}$ can be seen by noting III-(4.9). The condition $P^{2}=P$ leads, as is easily seen, to

$$
\begin{equation*}
\left(x_{k}, e_{j}\right)=\delta_{j k}, \quad k, j=1, \ldots, m \tag{1.35}
\end{equation*}
$$

Hence $\left\{e_{1}, \ldots, e_{m}\right\}$ is exactly the basis of $P^{*} X^{*}$ adjoint to the basis $\left\{x_{1}, \ldots, x_{m}\right\}$ of $P \mathrm{X}$.

## Set

$$
\begin{equation*}
\alpha_{j k}^{n}=\left(P_{n} x_{k}, e_{j}\right), \quad j, k=1, \ldots, m ; \quad n=1,2, \ldots \tag{1.36}
\end{equation*}
$$

Since $P_{n} x_{k} \rightarrow P x_{k}=x_{k}$ as $n \rightarrow \infty$, we have

$$
\begin{equation*}
\alpha_{j k}^{n} \rightarrow \delta_{j k}, \quad n \rightarrow \infty . \tag{1.37}
\end{equation*}
$$

In particular $\operatorname{det}\left(\alpha_{j k}^{n}\right) \rightarrow 1$, which implies that $P_{n} x_{1}, \ldots, P_{n} x_{m}$ are linearly independent if $n$ is sufficiently large. Since $\operatorname{dim} P_{n} \leqq m$ by hypothesis, they form a basis of $P_{n} \mathrm{X}$ with $\operatorname{dim} P_{n}=m$. This proves (1.31a).

Also we can write

$$
\begin{equation*}
P_{n}=\sum_{k=1}^{m}\left(, f_{k}^{n}\right) P_{n} x_{k}, \tag{1.38}
\end{equation*}
$$

where $\left\{f_{1}^{n}, \ldots, f_{m}^{n}\right\}$ is the basis of $P_{n}^{*} X^{*}$ adjoint to the basis $\left\{P_{n} x_{1}\right.$ $\left.\ldots, P_{n} x_{m}\right\}$ of $P \mathrm{X}$ (see the argument for $P$ given above). Thus

$$
P_{n}^{*}=\sum_{k=1}^{m}\left(, P_{n} x_{k}\right) f_{k}^{n}
$$

(again by III-(4.9)) and, in particular,

$$
P_{n}^{*} e_{j}=\sum_{k=1}^{m}\left(e_{j}, P_{n} x_{k}\right) f_{k}^{n}=\sum_{k=1}^{m} \bar{\alpha}_{j k}^{n} f_{k}^{n}
$$

by (1.36). Hence

$$
\begin{equation*}
f_{k}^{n}=\sum_{j=1}^{m} \beta_{k j}^{n} P_{n}^{*} e_{j}, \tag{1.39}
\end{equation*}
$$

where $\left(\beta_{j k}^{n}\right)$ is the inverse matrix to $\left(\bar{\alpha}_{j k}^{n}\right)$, so that

$$
\begin{equation*}
\beta_{j k}^{n} \rightarrow \delta_{j k}, \quad n \rightarrow \infty . \tag{1.40}
\end{equation*}
$$

Since $P_{n} \vec{A} P$ implies $P_{n}^{*} \overrightarrow{\mathrm{w}^{*}} P^{*}$, we have $P_{n}^{*} e_{j} \overrightarrow{\mathrm{w}^{*}} P^{*} e_{j}=e_{j}$. Hence (1.39) and (1.40) give

$$
\begin{equation*}
f_{k}^{n} \overrightarrow{\mathrm{w} *} e_{k}, \quad n \rightarrow \infty . \tag{1.41}
\end{equation*}
$$

Now we can complete the proof of the lemma. The first convergence in (1.31b) follows from $P_{n} \rightarrow P$ and $\operatorname{dim} P<\infty$ by virtue of Lemma III3.7. Indeed, $\left\|\left(P_{n}-P\right) P\right\|=\sup _{\|u\| \leq 1}\left\|\left(P_{n}-P\right) P u\right\| \leqq \sup _{\substack{\|v\|_{1}|\vec{v}| P \| \\ v \in P \times}}\left\|\left(P_{n}-P\right) v\right\|$ $\rightarrow 0$. To prove the second one, we note that (1.38) implies

$$
\left(P_{n}-P\right) P_{n}=\sum_{k=1}^{m}\left(, f_{k}^{n}\right)\left(P_{n}-P\right) P_{n} x_{k}
$$

hence

$$
\left\|\left(P_{n}-P\right) P_{n}\right\| \leqq \sum_{k=1}^{m}\left\|f_{k}^{n}\right\|\left\|\left(P_{n}-P\right) P_{n} x_{k}\right\| .
$$

Since $\left\|f_{k}^{n}\right\| \leqq$ const. by (1.41) (see Problem III-1.30) and since $\left\|\left(P_{n}-P\right) P_{n} x_{k}\right\| \rightarrow 0$ by $P_{n} \rightarrow P$, we have $\left\|\left(P_{n}-P\right) P_{n}\right\| \rightarrow 0$ as required.

Obviously the last convergence in (1.31b) follows from the preceding two.

To prove (1.31c), it suffices to notice that
$\delta\left(P \times, P_{n} \mathrm{X}\right)=\sup _{u \in P \times,\|u\| \leq 1} \operatorname{dist}\left(u, P_{n} \mathrm{X}\right) \leqq \sup _{u \in P \times,\|u\| \leq 1}\left\|\left(P_{n}-P\right) P u\right\|$

$$
\leqq\left\|\left(P_{n}-P\right) P\right\| \rightarrow 0
$$

by (1.31b) and similarly $\delta\left(P_{n} \times, P \mathrm{X}\right) \leqq\left\|\left(P_{n}-P\right) P_{n}\right\| \rightarrow 0$. Then we have $\hat{\delta}\left(P_{n} \mathrm{X}, P \mathrm{X}\right)=\max \left\{\delta\left(P_{n} \mathrm{X}, P \mathrm{X}\right), \delta\left(P \mathrm{X}, P_{n} \mathrm{X}\right\} \rightarrow 0\right.$ as required. This completes the proof of Lemma 1.23.

For later use we add
Lemma 1.24. In addition to the assumptions of Lemma 1.21 a , assume that $P_{n}^{*} \rightarrow P^{*}$. Then $\left\|P_{n}-P\right\| \rightarrow 0$.

Proof. In this case we have $P_{n}^{*} e_{j} \rightarrow P^{*} e_{j}=e_{j}$. Hence (1.39) and (1.40) give

$$
\begin{equation*}
f_{k}^{n} \rightarrow e_{k}, \quad n \rightarrow \infty . \tag{1.42}
\end{equation*}
$$

Since

$$
P_{n}-P=\sum_{k=1}^{m}\left[\left(, f_{k}^{n}\right)\left(P_{n} x_{k}-x_{k}\right)+\left(, f_{k}^{n}-e_{k}\right) x_{k}\right]
$$

by (1.33) and (1.38), we obtain

$$
\left\|P_{n}-P\right\| \leqq \sum_{k=1}^{m}\left[\left\|f_{k}^{n}\right\|\left\|P_{n} x_{k}-x_{k}\right\|+\left\|f_{k}^{n}-e_{k}\right\|\left\|x_{k}\right\|\right] \rightarrow 0
$$

## § 2. Asymptotic expansions

## 1. Asymptotic expansion of the resolvent

In what follows we shall be concerned with a rather special but practically important case in which $T(x)$ is given formally by $T(x)$ $=T+\varkappa T^{(1)}$. More precisely, we assume that two operators $T, T^{(\mathbf{1})}$ and a parameter $x$ are given, such that
i) $T \in \mathscr{C}(\mathrm{X})$;
ii) $\mathrm{D}=\mathrm{D}(T) \cap \mathrm{D}\left(T^{(\mathbf{1})}\right)$ is a core of $T$;
iii) $T(\varkappa) \in \mathscr{C}(\mathrm{X})$ and it is an extension of the operator $T+\varkappa T^{(1)}$ defined with domain $D^{1}$, where $\kappa$ is restricted to

$$
\begin{equation*}
0<x \leqq 1 . \tag{2.1}
\end{equation*}
$$

Let us make some comments on these assumptions. The condition (2.1) on the range of $x$ is not very restrictive. Even when $x$ is complex, we have in general to restrict ourselves to the case in which $x$ goes to 0 along a ray, in view of the varying behavior of $T(x)$ for different directions of approach of $x$ to 0 (see Examples in the preceding section). In such a case the range of $\varkappa$ can be reduced to (2.1) by writing $x=|x| e^{i \theta}$ and replacing $|x|$ by $x$ and $e^{i \theta} T^{(\mathbf{1})}$ by $T^{(\mathbf{1})}$, respectively. If ii) is not satisfied, we can replace $T$ by the closure of its restriction to $D$; this restores ii) without affecting the definition of $T(\varkappa)$.

We can now define the region of boundedness $\Delta_{\mathrm{b}}$ and the region of strong convergence $\Delta_{\mathrm{s}}$ for the family of resolvents $R(\zeta, x)=(T(\varkappa)-\zeta)^{-1}$ when $x \rightarrow 0$ (see Remark 1.9). We have by definition

$$
\begin{equation*}
\limsup _{x \rightarrow 0}\|R(\zeta, x)\|=M(\zeta)<\infty, \quad \zeta \in \Delta_{\mathrm{b}} . \tag{2.2}
\end{equation*}
$$

Since $T(\varkappa) u \rightarrow T u, \varkappa \rightarrow 0$, for $u \in \mathrm{D}$ and D is a core of $T$, it follows from Theorem 1.5 that $T(x) \rightarrow T$ in the generalized sense with

$$
\begin{equation*}
\Delta_{\mathrm{s}}=\Delta_{\mathrm{b}} \cap \mathrm{P}(T), \tag{2.3}
\end{equation*}
$$

provided that we assume in addition that
iv) $\Delta_{\mathrm{b}} \cap \mathrm{P}(T)$ is not empty.

Thus we have

$$
\begin{equation*}
{\mathrm{s}-\lim _{x \rightarrow 0} R(\zeta, x)=R(\zeta), \quad \zeta \in \Delta_{\mathrm{s}} .} \tag{2.4}
\end{equation*}
$$

[^201]This means that $R(\zeta, x) u \rightarrow R(\zeta) u$ for every $u \in \mathrm{X}$. We now want to estimate the rate of this convergence more precisely. To this end, however, we have to make specific assumptions on each $u$ to be considered. We shall prove a series of theorems on such estimates; in what follows i) to iv) are assumed unless otherwise stated.

Theorem 2.1. Let $\zeta \in \Delta_{\mathrm{s}}$. If $R(\zeta) u \in \mathrm{D}\left(T^{(1)}\right)$, we have

$$
\begin{equation*}
R(\zeta, \varkappa) u=R(\zeta) u-\varkappa R(\zeta) T^{(1)} R(\zeta) u+o(x) . \tag{2.5}
\end{equation*}
$$

Here $o(x)$ denotes an element of $X$ with norm of the order $o(x)$ as $x \rightarrow 0$.
Proof. In view of (2.4), (2.5) follows directly from the identity

$$
\begin{align*}
R(\zeta, x) u-R(\zeta) u & =-R(\zeta, x)(T(x)-T) R(\zeta) u  \tag{2.6}\\
& =-x R(\zeta, x) T^{(1)} R(\zeta) u ;
\end{align*}
$$

note that $R(\zeta) u \in \mathrm{D}=\mathrm{D}(T) \cap \mathrm{D}\left(T^{(\mathbf{1})}\right)$ by assumption.
Theorem 2.2. Let $\zeta \in \Delta_{\mathrm{s}}$. If $R(\zeta) u \in \mathrm{D}\left(T^{(1)}\right)$ and $R(\zeta) T^{(1)} R(\zeta) u \in$ $\in \mathrm{D}\left(T^{(\mathbf{1})}\right)$, then

$$
\begin{align*}
& R(\zeta, \varkappa) u=R(\zeta) u-\varkappa R(\zeta) T^{(\mathbf{1})} R(\zeta) u+  \tag{2.7}\\
&+\varkappa^{2} R(\zeta) T^{(\mathbf{1})} R(\zeta) T^{(\mathbf{1})} R(\zeta) u+o\left(\varkappa^{2}\right) .
\end{align*}
$$

Proof. Apply (2.5) to the right member of (2.6) with $u$ replaced by $T^{(1)} R(\zeta) u$.

It is obvious that we can proceed in the same way, obtaining the expansion of $R(\zeta, x) u$ in powers of $x$ under stronger and stronger assumptions. The series that appear in these expansions are exactly the second Neumann series for $R(\zeta, x)$ [see II-(1.13)]. We know that the second Neumann series is a convergent power series in $\varkappa$ if $T^{(1)}$ is relatively bounded with respect to $T$ (see Theorem IV-3.17). Here we have assumed no such relative boundedness, but the above theorems show that the second Neumann series is valid as an asymptotic expansion up to a particular power of $x$ as long as the relevant terms are significant.

The formulas (2.5) and (2.6) lead to corresponding expansions of the scalar quantity $(R(\zeta, x) u, v)$ for $u \in \mathbf{X}, v \in \mathrm{X}^{*}$, under the stated assumptions on $u$. Since $(R(\zeta, x) u, v)=\left(u, R(\zeta, x)^{*} v\right)$, a similar expansion is valid if $v$ satisfies conditions similar to those made on $u$ above, under the basic assumptions for $T^{*}$ and $T^{(1) *}$ similar to the ones for the pair $T$, $T^{(1)}$. For simplicity, we shall state the results when $T$ and the $T(\varkappa)$ are selfadjoint, assuming X to be a Hilbert space. A remarkable result
here is that the expansion of $(R(\zeta, x) u, v)$ can be obtained up to the order $\varkappa^{2}$ if both $u$ and $v$ satisfy the condition of Theorem 2.1, namely

Theorem 2.3. Let $\mathrm{X}=\mathrm{H}$ be a Hilbert space and let $T$ and $T(x)$ be selfadjoint and $T^{(\mathbf{1})}$ symmetric. If both $\zeta$ and $\zeta$ belong to $\Delta_{\mathrm{s}}$ and if $R(\zeta) u \in$ $\in \mathrm{D}\left(T^{(\mathbf{1})}\right), R(\bar{\zeta}) v=R(\zeta)^{*} v \in \mathrm{D}\left(T^{(\mathbf{1})}\right)$, then

$$
\begin{align*}
&(R(\zeta, x) u, v)=(R(\zeta) u, v)-\varkappa\left(R(\zeta) T^{(1)} R(\zeta) u, v\right)+  \tag{2.8}\\
&+\varkappa^{2}\left(R(\zeta) T^{(\mathbf{1})} R(\zeta) u, T^{(\mathbf{1})} R(\bar{\zeta}) v\right)+o\left(\varkappa^{2}\right) .
\end{align*}
$$

Proof. From (2.6) we have

$$
\begin{equation*}
(R(\zeta, x) u, v)-(R(\zeta) u, v)=-x\left(T^{(1)} R(\zeta) u, R(\zeta, x) v\right) \tag{2.9}
\end{equation*}
$$

since $R(\zeta, x)^{*}=R(\bar{\zeta}, x)$. (2.8) follows from (2.9) by applying (2.5) with $\zeta$ and $u$ replaced by $\bar{\zeta}$ and $v$, respectively.

In the same way we can obtain the expansion of $(R(\zeta, x) u, v)$ up to the order $\varkappa^{4}$ if $T^{(\mathbf{1})} R(\zeta) T^{(\mathbf{1})} R(\zeta) u$ and $T^{(\mathbf{1})} R(\bar{\zeta}) T^{(\mathbf{1})} R(\bar{\zeta}) v$ exist.

Remark 2.4. (2.5) and (2.7) give asymptotic expansions for the solution of $(T(\varkappa)-\zeta) v=u$, which is, for example, a boundary value problem when $T(x)$ is a differential operator. However, the use of these formulas is restricted since the assumptions are rather strong. In §§ 3, 4 we shall develop a more satisfactory theory of asymptotic expansion of $R(\zeta, x)$ based on the theory of sesquilinear forms in a Hilbert space.

Example 2.5. Consider the $T(x)$ of Example 1.17. If we write $T(x)=T+$ $+|\varkappa| e^{i \theta} T^{(1)}$ and replace $|\varkappa|, e^{i \theta} T^{(1)}$ by $\varkappa, T^{(1)}$ respectively, $T(\varkappa)$ satisfies the basic assumptions i) to iv) [for iv) see Example 1.17]. The applicability of Theorems 2.1, 2.2 depends on the properties of $u$ and $f$. Since $T=-(, f) f,\|f\|=1$, it is easy to compute $R(\zeta) u$; we have

$$
R(\zeta) u=-\frac{1}{\zeta} u+\frac{(u, f)}{\zeta(\zeta+1)} f .
$$

If $u$ and $f$ belong to $\mathrm{D}\left(T^{(1)}\right)$, then $R(\zeta) u \in \mathrm{D}\left(T^{(1)}\right)$ and Theorem 2.1 is applicable. In this case $R(\zeta) T^{(1)} R(\zeta) u$ is a linear combination of $T^{(1)} u, T^{(1)} f$ and $f$. If $\left[T^{(1)}\right]^{2} u$ and $\left[T^{(1)}\right]^{2} f$ exist, then $R(\zeta) T^{(1)} R(\zeta) u \in \mathrm{D}\left(T^{(1)}\right)$ and Theorem 2.2 is applicable, and so forth. Similar results can be stated for Example 1.18.

## 2. Remarks on asymptotic expansions

In general the asymptotic expansions of the resolvent given by (2.5) or (2.7) are valid only under certain specific restrictions on $u$, as stated in these theorems. The expansions are valid, moreover, only up to a certain order in $x$ determined by $u$. Thus the expansions are of a more general kind than what is usually called asymptotic expansions, in which it is required that the expansion be possible to any order of the parameter.

This remark is of particular importance in view of the fact that, in the theory of singular perturbation for ordinary differential operators, the expansion for $R(\zeta, x) u$ is usually given to any order in $\varkappa$, with the restriction that one or both ends of the interval considered should be excluded. Consider, for example, the operator $T(x)$ of Example 1.19 and set $\zeta=0, u(x)=1$. A simple calculation gives then

$$
\begin{equation*}
R(0, x) u(x)=\frac{x}{2 \alpha}-\frac{e^{-\frac{2 \alpha}{x}(1-x)}-e^{-\frac{2 \alpha}{x}}}{2 \alpha\left(1-e^{-\frac{2 \alpha}{x}}\right)}, \tag{2.10}
\end{equation*}
$$

in which the first term $x / 2 \alpha$ is equal to the zeroth approximation $R(0) u(x)$. The additional term on the right of (2.10) has the asymptotic expansion 0 (which is valid to any order in $x$ ) provided $0 \leqq x<1$, and this expansion is uniform for $0 \leqq x \leqq b^{\prime}<1$.

Thus one might suppose that, in this example, no restriction is necessary for the asymptotic expansion of $R(\zeta, x) u$ and, furthermore, that the expansion is valid to any order, at least if $u(x)$ is a smooth function. But this is not correct. Although the remainder term on the right of (2.10) is smaller than any finite power of $x$ for a fixed $x<1$, it is not necessarily small in the whole interval ( 0,1 ). In fact, a simple calculation shows that the $L^{2}$-norm of this remainder term is

$$
\begin{equation*}
\left(\frac{x}{16 \alpha^{3}}\right)^{1 / 2}+\cdots, \tag{2.11}
\end{equation*}
$$

where $\cdots$ denotes a function of $\boldsymbol{\varkappa}$ tending to zero faster than any finite power of $\varkappa$. Therefore, we have to say that in this example the expansion of $R(0, x) u$ as an element of $L^{2}$ is valid only up to the zeroth order of $\varkappa$, the remainder being of the order $\boldsymbol{x}^{1 / 2}$.

It should be noted, furthermore, that the situation cannot be improved by considering the asymptotic expansion of (2.10) in powers of, say, $\boldsymbol{x}^{1 / 2}$. A glance at (2.10) is sufficient to exclude such a possibility. In this sense the impossibility of the asymptotic expansion for (2.10) is essential, if one considers the vector $R(0, x) u$ of $L^{2}$ and does not confine one's attention on a fixed value of $x$. Similar remarks apply to all asymptotic expansions encountered in the singular perturbation of differential operators ${ }^{1}$.
${ }^{1}$ The second term on the right of (2.10), which has the asymptotic expansion 0 for each $x<1$, is called the boundary layer term. In general the asymptotic expansion of $R(0, x) u(x)$ must be supplemented by a boundary layer term, which has the asymptotic expansion 0 for a fixed interior point $x$ but which need not be small globally. For detailed theory of the boundary layer and singular perturbation in general, see e. g. Harris [1], [2], Huet [1]-[7], Kumano-go [1], Ladyženskaja [1], Levinson [1], Morgenstern [1], Moser [2], Nagúmo [1], Višik and LyusterNIK [2].

## 3. Asymptotic expansions of isolated eigenvalues and eigenvectors

We now consider the rate of convergence of the eigenvalues and eigenvectors of $T(x)$ arising from an eigenvalue $\lambda$ of $T$ (see § 1.4), under the basic assumptions of par. 1 and the additional assumption that $\lambda$ is stable: We assume that $\lambda$ has multiplicity $m<\infty$. We take over the notations $\Delta_{\mathrm{b}}, \Delta_{\mathrm{s}}, \delta, r, \Gamma$, etc. of § 1.4. In particular we note that the region of strong convergence $\Delta_{\mathrm{s}}$ contains the set of $\zeta$ such that $0<$ $<|\zeta-\lambda|<\delta$.

We recall also that $\Sigma(T(x))$ inside the circle $\Gamma:|\zeta-\lambda|=r$ consists of isolated eigenvalues with total multiplicity $m$ and that these eigenvalues converge to $\lambda$ as $x \rightarrow 0$. Let us denote these repeated eigenvalues by $\mu_{1}(x), \ldots, \mu_{m}(x)$ :

$$
\begin{equation*}
\mu_{j}(x) \rightarrow \lambda, \quad x \rightarrow 0, \quad j=1, \ldots, m . \tag{2.12}
\end{equation*}
$$

The total projection

$$
\begin{equation*}
P(x)=-\frac{1}{2 \pi i} \int_{\Gamma} R(\zeta, x) d \zeta \tag{2.13}
\end{equation*}
$$

tends in gap to $P$, the eigenprojection for $\lambda$ [see (1.31a, b, c)]:

$$
\begin{align*}
& \|(P(x)-P) P\| \rightarrow 0,  \tag{2.14a}\\
& \|(P(x)-P) P(x)\| \rightarrow 0, \quad \operatorname{dim} P(x)=\operatorname{dim} P=m
\end{align*}
$$

If $m=1, P(\varkappa)$ is itself the eigenprojection on the one-dimensional eigenspace of $T(\varkappa)$ for the eigenvalue $\lambda(x)=\mu_{1}(\varkappa)$, which converges to $\lambda$. (2.14) implies that an eigenvector $\varphi(x)$ of $T(x)$ for the eigenvalue $\lambda(x)$ can be chosen in such a way that

$$
\begin{equation*}
\varphi(x) \rightarrow \varphi, \quad x \rightarrow 0, \tag{2.15}
\end{equation*}
$$

where $\varphi$ is an eigenvector of $T$ for the eigenvalue $\lambda$ :

$$
\begin{equation*}
T \varphi=\lambda \varphi, \quad T(\varkappa) \varphi(x)=\lambda(\varkappa) \varphi(x) . \tag{2.16}
\end{equation*}
$$

To see this, it suffices to set $\varphi(\varkappa)=P(x) \varphi$.
In general it is impossible to deduce more precise results on the rate of convergence in (2.12) or (2.14) or (2.15). Such a refinement is possible, however, if one makes further assumptions on the eigenspace $P \mathrm{X}$ of $T$. We have namely ${ }^{1}$

Theorem 2.6. Let $\lambda$ be an isolated, semisimple eigenvalue of $T$ with the eigenprojection $P, \operatorname{dim} P=m<\infty$. Let $\lambda$ be stable and let $P \mathrm{X} \subset \mathrm{D}\left(T^{(1)}\right)$.

[^202]Then the eigenvalues $\mu_{j}(x)$ admit asymptotic expansions ${ }^{1}$

$$
\begin{equation*}
\mu_{j}(\varkappa)=\lambda+\varkappa \mu_{j}^{(1)}+o(\varkappa), \quad j=1, \ldots, m, \tag{2.17}
\end{equation*}
$$

where the $\mu_{j}^{(1)}$ are the repeated eigenvalues of the operator $P T^{(1)} P$ considered in the m-dimensional space $P \mathrm{X}$. The total projection $P(\varkappa)$ for these eigenvalues has the property that

$$
\begin{equation*}
P(\varkappa) P=P-\varkappa S T^{(1)} P+o(\varkappa)_{u}, \tag{2.18}
\end{equation*}
$$

where $S$ is the reduced resolvent for $\lambda$ of $T$ (see III- $\S 6.5$ ) and $o(\varkappa)_{\mathrm{u}}$ denotes an operator such that $\varkappa^{-1}\left\|o(x)_{u}\right\| \rightarrow 0$ as $x \rightarrow 0$. If in particular $m=1$, an eigenvector $\varphi(x)$ for the eigenvalue $\lambda(x)=\mu_{1}(x)$ of $T(x)$ can be chosen in such a way that

$$
\begin{equation*}
\varphi(x)=\varphi-\varkappa S T^{(\mathbf{1})} \varphi+o(x), \tag{2.19}
\end{equation*}
$$

where $\varphi$ is an eigenvector of $T$ for $\lambda$.
Proof. I. We start with the remark that $R(\zeta) P v=(\lambda-\zeta)^{-1} P v \in$ $\in \mathrm{D}\left(T^{(1)}\right)$ for every $v \in \mathrm{X}$ so that (2.6) gives

$$
\begin{aligned}
R(\zeta, x) P v & =(\lambda-\zeta)^{-1} P v-x(\lambda-\zeta)^{-1} R(\zeta, x) T^{(1)} P v \\
& =(\lambda-\zeta)^{-1} P v-x(\lambda-\zeta)^{-1} R(\zeta) T^{(1)} P v+o(x),
\end{aligned}
$$

where $o(\varkappa)$ is uniform in $\zeta$ for $\zeta \in \Gamma$. Since $\operatorname{dim} P X=m<\infty$, this implies ${ }^{2}$

$$
\begin{align*}
R(\zeta, x) P & =(\lambda-\zeta)^{-1} P-x(\lambda-\zeta)^{-1} R(\zeta, x) T^{(1)} P  \tag{2.20}\\
& =(\lambda-\zeta)^{-1} P-x(\lambda-\zeta)^{-1} R(\zeta) T^{(1)} P+o(x)_{\mathrm{u}}
\end{align*}
$$

where $o(x)_{\mathrm{u}}$ is uniform in $\zeta \in \Gamma$. Substitution of (2.20) into (2.13) multiplied by $P$ from the right leads immediately to (2.18); recall the expansion $R(\zeta)=(\lambda-\zeta)^{-1} P+S+(\zeta-\lambda) S^{2}+\cdots$ [see III-(6.32) where $D=0$ by assumption] and note that

$$
\begin{equation*}
T^{(\mathbf{1})} P \in \mathscr{B}(\mathrm{X}) \tag{2.21}
\end{equation*}
$$

by the assumption that $P \times \subset\left(T^{(1)}\right)$. (2.19) follows from (2.18) on setting $\varphi(\varkappa)=P(\varkappa) \varphi=P(\varkappa) P \varphi$ for a $\varphi \in M=P X$.
II. To deduce the asymptotic expansion for $\mu_{j}(x)$, we introduce the operator [see (2.18) just proved]

$$
\begin{equation*}
V(x)=1-P+P(x) P=1-x S T^{(\mathbf{1})} P+o(x)_{\mathrm{u}} . \tag{2.22}
\end{equation*}
$$

Since $V(x) P=P(x) P$ and $V(x)(1-P)=1-P, V(x)$ maps the eigenspace $M=P X$ onto $M(x)=P(x) X$ and leaves every element of the complementary subspace $(1-P) X$ unchanged. The map $M \rightarrow V(x) M$

[^203]$=M(x)$ is onto since $\left\|(P(x)-P)^{2}\right\| \rightarrow 0$ by (2.14a) (see Problem I-4.12). It follows that the inverse
\[

$$
\begin{equation*}
V(x)^{-1}=1+\varkappa S T^{(1)} P+o(x)_{u} \tag{2.23}
\end{equation*}
$$

\]

maps $M(\varkappa)$ onto $M$, keeping every element of $(1-P) X$ invariant.
We now consider the operator $R_{1}(\zeta, x)=V(x)^{-1} R(\zeta, x) V(x) P$. $V(x) P$ has range $\mathrm{M}(x)$ by the above remark, $R(\zeta, x)$ sends $\mathrm{M}(x)$ into itself because $P(x)$ commutes with $R(\zeta, x)$, and $V(x)^{-1}$ maps $M(x)$ onto M ; hence $R_{1}(\zeta, x)$ has range in M . Thus

$$
\begin{aligned}
R_{\mathbf{1}}(\zeta, x) & =P R_{\mathbf{1}}(\zeta, x)=P V(x)^{-1} R(\zeta, x) V(x) P \\
& =\left(P+o(x)_{\mathbf{u}}\right) R(\zeta, x)\left(P-\varkappa S T^{(\mathbf{1})} P+o(x)_{\mathbf{u}}\right)
\end{aligned}
$$

(note that $P S=0$ ). Substituting for $R(\zeta, \varkappa) P$ from (2.20) and noting that $R(\zeta, x) S T^{(1)} P \rightarrow R(\zeta) S T^{(1)} P$ in norm, $P R(\zeta)=(\lambda-\zeta)^{-1} P$, and $P S=0$, we obtain

$$
\begin{align*}
& V(x)^{-1} R(\zeta, x) V(x) P  \tag{2.24}\\
& \quad=(\lambda-\zeta)^{-1} P-x(\lambda-\zeta)^{-2} P T^{(1)} P+o(x)_{u}
\end{align*}
$$

where $o(x)_{\mathrm{u}}$ is uniform for $\zeta \in \Gamma$.
Since

$$
\begin{equation*}
T(x) P(x)=-\frac{1}{2 \pi i} \int_{\Gamma} \zeta R(\zeta, x) d \zeta \tag{2.25}
\end{equation*}
$$

[see III-(6.24)], integration of (2.24) along $\Gamma$ after multiplication by $-\zeta / 2 \pi i$ gives $^{1}$

$$
\begin{equation*}
V(\varkappa)^{-1} T(\varkappa) P(\varkappa) V(\varkappa) P=\lambda P+\varkappa P T^{(1)} P+o(\varkappa)_{\mathrm{u}} \tag{2.26}
\end{equation*}
$$

Now the $\mu_{j}(x)$ are the repeated eigenvalues of $T(x)$ considered in the $m$-dimensional subspace $\mathrm{M}(x)$, hence equal to the eigenvalues of $T(x) P(x)$ in $M(x)$ and therefore also to those of $V(x)^{-1} T(x) P(x) V(x)=T_{0}(x)$, which is similar to $T(x) P(x)$. Since $V(x)^{-1} \mathrm{M}(x)=\mathrm{M}$ as remarked above, these are in turn equal to the eigenvalues of $T_{0}(\varkappa) P$, that is, of the operator (2.26), considered in M. In view of (2.26), this remark leads immediately to the result (2.17) by Theorem II-5.4 concerning the differentiability of eigenvalues in a finite-dimensional space. This completes the proof of Theorem 2.6.

Remark 2.7. (2.18) shows that $P(x) P$ admits an asymptotic expansion up to the first order in $x . P(x)$ itself does not seem to have such an expansion, for the formal expansion of $P(x)$ is $P(x)=P-\varkappa\left(S T^{(1)} P+\right.$ $\left.+P T^{(1)} S\right)+\cdots$ [see II-(2.14)], in which the term $P T^{(1)} S$ need not

[^204]make sense under the present assumptions. (This is one reason why the proof of Theorem 2.6 is rather complicated.) Thus the expansion (2.19) of the eigenvector (but not of the eigenprojection) is the best one can obtain even for $m=1$.

In Theorem 2.6 it is in general impossible to give any statement on the behavior of the eigenvectors or eigenspaces of $T(x)$ except in the case $m=1$. If we assume that the $\mu_{j}^{(1)}$ are distinct, however, we have

Theorem 2.8. In Theorem 2.6 assume that the $m$ eigenvalues $\mu_{j}^{(1)}$ of $P T^{(1)} P$ are distinct, and let $P_{j}^{(1)}$ be the associated eigenprojections. Then the $\mu_{j}(x)$ are also distinct for sufficiently small $|x|$. Let $P_{j}^{(1)}(x)$ be the onedimensional eigenprojections of $T(x)$ for the eigenvalues $\mu_{j}(x)$. Then

$$
\begin{equation*}
P_{j}^{(1)}(x) \rightarrow P_{j}^{(1)} \text { in gap as } \quad x \rightarrow 0 . \tag{2.27}
\end{equation*}
$$

Proof. $P_{j}^{(1)}(x)$ is the eigenprojection of the operator $\widetilde{T}^{(1)}(x)=\varkappa^{-1}(T(x)-$ $-\lambda) P(x)$ for the eigenvalue $\varkappa^{-1}\left(\mu_{j}(x)-\lambda\right)=\mu_{j}^{(1)}+o(1)$. But we have, in virtue of (2.26),

$$
\begin{equation*}
V(x)^{-1} \widetilde{T}^{(1)}(x) V(x) P=P T^{(1)} P+o(1)_{\mathrm{u}} \tag{2.28}
\end{equation*}
$$

since $V(x)^{-1} P(x) V(x) P=V(x)^{-1} V(x) P=P$. Since $P T^{(1)} P$ has $m$ distinct eigenvalues $\mu_{j}^{(1)}$, the operator (2.28) has the same property. Thus we can choose its $m$ eigenvectors $\psi_{j}(x) \in M$ in such a way that $\psi_{j}(x) \rightarrow \varphi_{j}, \varphi_{j} \in \mathrm{M}$ being the eigenvectors of $P T^{(1)} P$ (continuity of eigenvalues and eigenprojections, see II-§5.1). Now $\varphi_{j}(\varkappa)=V(x) \psi_{j}(x)$ is an eigenvector of $\widetilde{T}^{(1)}(x)$ and $\varphi_{j}(x) \rightarrow \varphi_{j}$ since $V(x) \rightarrow 1$.

The $\varphi_{j}(\varkappa)$ form a basis of $M(\varkappa)$, so that for any $w \in X$ we have

$$
P(\varkappa) w=\xi_{1}(\varkappa) \varphi_{1}(\varkappa)+\cdots+\xi_{m}(\varkappa) \varphi_{m}(\varkappa) .
$$

Since $\varphi_{j}(x) \rightarrow \varphi_{j}$ and the $\varphi_{j}$ form a basis of $M$ and since $P(x) w \rightarrow P w$, it is easily seen that $\lim _{x \rightarrow 0} \xi_{j}(x)=\xi_{j}$ exists and $P w=\xi_{1} \varphi_{1}+\cdots+\xi_{m} \varphi_{m}$. On the other hand we have $\xi_{j}(x) \varphi_{j}(x)=P_{j}^{(1)}(x) w$ and $\xi_{j} \varphi_{1}=P_{j}^{(1)} w$. Hence we conclude that $P_{j}^{(1)}(x) w \rightarrow P_{j}^{(1)} w$, that is, $P_{j}^{(1)}(x) \rightarrow P_{j}^{(1)}$ strongly. Since $\operatorname{dim} P_{j}^{(1)}(x)=\operatorname{dim} P_{j}^{(1)}=1$, the convergence is actually in gap by Lemma 1.23. This completes the proof of Theorem 2.8.

## 4. Further asymptotic expansions

We shall now show that a higher approximation to the eigenvalues can be obtained if we assume that $P T^{(1)}$ is bounded, in addition to the assumptions of Theorem 2.6. Since $P T^{(\mathbf{1})}$ has range in the finite-dimensional subspace $M=P X$, it can then be extended to an operator of $\mathscr{B}(\mathrm{X})$ with range in M . Such an extension is not unique unless $T^{(1)}$ is densely defined, but we take any such extension and denote it by $\left[P T^{(1)}\right]$;
we note that $P\left[P T^{(1)}\right]=\left[P T^{(1)}\right]$. If $T^{(\mathbf{1})}$ is densely defined, $P T^{(1)}$ is bounded if and only if $T^{(1) *} P^{*} \in \mathscr{B}\left(\mathrm{X}^{*}\right)$; in this case $\left[P T^{(\mathbf{1})}\right]$ is unique.

To state the theorem that gives the higher approximation, it is convenient to modify the notations of Theorem 2.6 and introduce further ones. Let $\lambda_{j}, j=1, \ldots, s$, be the distinct eigenvalues of $P T^{(1)} P$ (that is, the different ones among the $\mu_{j}$ ) in the subspace $P \mathrm{X}$ and let $P_{j}^{(1)}$ be the associated eigenprojections. Then we have

Theorem 2.9. ${ }^{1}$ Assume D is a core of $T(x)$ for $x>0$. In Theorem 2.6 suppose that $P T^{(1)}$ is bounded and define $\left[P T^{(1)}\right] \in \mathscr{B}(\mathrm{X})$ as above. Let all the eigenvalues $\lambda_{j}^{(1)}$ of $P T^{(1)} P$ be semisimple ${ }^{2}$. Then the $m$ eigenvalues $\mu_{j}(x)$ can be renumbered in the form $\mu_{j k}(x), j=1, \ldots, s, k=1, \ldots, m_{j}^{(1)}$, in such a way that they have the asymptotic expansions

$$
\begin{equation*}
\mu_{j k}(\varkappa)=\lambda+\varkappa \lambda_{j}^{(1)}+\varkappa^{2} \mu_{j k}^{(2)}+o\left(\varkappa^{2}\right), \tag{2.29}
\end{equation*}
$$

where the $\mu_{j k}^{(2)}, k=1, \ldots, m_{j}^{(1)}$, are the repeated eigenvalues of $-P_{j}^{(1)}\left[P T^{(\mathbf{1})}\right] S T^{(\mathbf{1})} P_{j}^{(1)}$. The total projection $P_{j}^{(1)}(x)$ for the $m_{j}^{(1)}$ eigenvalues $\mu_{j k}(x)$ for $k=1, \ldots, m_{j}^{(1)}$ has the asymptotic expansion

$$
\begin{equation*}
P_{j}^{(1)}(\varkappa)=P_{j}^{(1)}+\varkappa P_{j}^{(11)}+o(\varkappa)_{\mathrm{s}}, \tag{2.30}
\end{equation*}
$$

where $o(x)_{\mathrm{s}}$ denotes an operator such that $\varkappa^{-1} o(x)_{\mathrm{s}} \rightarrow 0$ and

$$
\begin{align*}
P_{j}^{(11)}= & -P_{j}^{(1)}\left[P T^{(1)}\right] S+P_{j}^{(1)}\left[P T^{(1)}\right] S T^{(1)} S_{j}^{(1)}- \\
& -S T^{(1)} P_{j}^{(1)}+S_{j}^{(1)}\left[P T^{(1)}\right] S T^{(1)} P_{j}^{(1)},  \tag{2.31}\\
S_{i}^{(1)}= & -\sum_{i \neq j}\left(\lambda_{j}^{(1)}-\lambda_{i}^{(1)}\right) P_{i}^{(1)} .
\end{align*}
$$

The total projection $P(x)$ for the $m$ eigenvalues $\mu_{j k}(\varkappa)$ has the expansion

$$
\begin{equation*}
P(\varkappa)=P-\varkappa\left(S T^{(1)} P+\left[P T^{(1)}\right] S\right)+o(\varkappa)_{\mathrm{s}} . \tag{2.32}
\end{equation*}
$$

Remark 2.10. The formulas (2.29) to (2.32) are formally identical with certain formulas of Theorem II-5.11, but they are more complicated than the latter since here we are dealing with unbounded operators. It should be noted, nevertheless, that the operators $T^{(\mathbf{1})} P, T^{(\mathbf{1})} P_{j}^{(\mathbf{1})}$ $=T^{(1)} P P_{j}^{(1)}, T^{(1)} S_{j}^{(1)}=T^{(1)} P S_{j}^{(1)}$ belong to $\mathscr{B}(\mathrm{X})$.
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I. We start with the identity

$$
\begin{equation*}
P R(\zeta, \varkappa)=(\lambda-\zeta)^{-1} P-\varkappa(\lambda-\zeta)^{-1}\left[P T^{(1)}\right] R(\zeta, \varkappa), \tag{2.33}
\end{equation*}
$$

which is in a certain sense dual to (2.20). To prove it, we denote by $A$ the right member; then

$$
A(T(x)-\zeta) u=(\lambda-\zeta)^{-1} P\left(T-\zeta+\varkappa T^{(1)}\right) u-
$$

$$
\begin{equation*}
-\varkappa(\lambda-\zeta)^{-1}\left[P T^{(\mathbf{1})}\right] u \tag{2.34}
\end{equation*}
$$

$$
=P u+x(\lambda-\zeta)^{-1} P T^{(1)} u-x(\lambda-\zeta)^{-1} P T^{(1)} u=P u
$$

for any $u \in \mathrm{D}=\mathrm{D}(T) \cap \mathrm{D}\left(T^{(1)}\right)$ (note that $\left.P T \subset T P=\lambda P\right)$. Since D is a core of $T(x)$ by hypothesis, the final result of (2.34) can be extended to all $u \in \mathrm{D}(T(x))$. This shows that $A=P R(\zeta, x)$ as required.

Since $R(\zeta, x) \rightarrow R(\zeta)$ as $x \rightarrow 0$, (2.33) gives ${ }^{1}$

$$
\begin{equation*}
P R(\zeta, x)=(\lambda-\zeta)^{-1} P-\varkappa(\lambda-\zeta)^{-1}\left[P T^{(1)}\right] R(\zeta)+o(x)_{\mathrm{s}}, \tag{2.35}
\end{equation*}
$$

where $o(x)_{\mathrm{s}}$ is uniform in $\zeta \in \Gamma$, that is, $\varkappa^{-1} o(x)_{\mathrm{s}} u \rightarrow 0$ uniformly in $\zeta$ for each $u$.

Now we multiply (2.33) from the right by $P$ and substitute (2.20) for the $R(\zeta, x) P$ that appears on the right, obtaining

$$
\begin{align*}
P R(\zeta, x) P & =(\lambda-\zeta)^{-1} P-\varkappa(\lambda-\zeta)^{-2} P T^{(1)} P+  \tag{2.36}\\
& +\varkappa^{2}(\lambda-\zeta)^{-2}\left[P T^{(1)}\right] R(\zeta) T^{(1)} P+o\left(\varkappa^{2}\right)_{u}
\end{align*}
$$

[note that $\left[P T^{(\mathbf{1})}\right] P=P T^{(\mathbf{1})} P$ since $\left.P \mathrm{X} \subset \mathrm{D}\left(T^{(\mathbf{1})}\right)\right]$.
Integration of (2.35) and (2.36) along $\Gamma$ gives, as before,

$$
\begin{align*}
P P(\varkappa) & =P-\varkappa\left[P T^{(1)}\right] S+o(\varkappa)_{\mathrm{s}}  \tag{2.37}\\
P P(\varkappa) P & =P-\varkappa^{2}\left[P T^{(1)}\right] S^{2} T^{(1)} P+o\left(\varkappa^{2}\right)_{\mathrm{u}},
\end{align*}
$$

where we used the expansion $R(\zeta)=(\lambda-\zeta)^{-1} P+S+(\zeta-\lambda) S^{2}+\cdots$.
II. To prove (2.32), let us write $Q(\varkappa)=P(x)-P$. Making use of (2.37) and a similar expansion (2.18) for $P(x) P$ proved above, we obtain

$$
\begin{gather*}
Q(x)^{2}=P(x)+P-P(x) P-P P(x)=Q(x)-\varkappa P^{(\mathbf{1})}+o(x)_{\mathrm{s}}  \tag{2.39}\\
P^{(\mathbf{1})}=-S T^{(\mathbf{1})} P-\left[P T^{(\mathbf{1})}\right] S .
\end{gather*}
$$

Hence
(2.40) $\quad(1-Q(x))\left(Q(x)-x P^{(1)}\right)=\varkappa Q(x) P^{(1)}+o(x)_{\mathrm{s}}=o(x)_{\mathrm{s}}$
because $Q(x)=o(1)_{\mathrm{s}}$. Hence,

$$
\begin{equation*}
Q(\varkappa)-\varkappa P^{(1)}=(1-Q(x))^{-1} o(x)_{s}=o(x)_{s}, \tag{2.41}
\end{equation*}
$$

which proves (2.32); note that $\left\|(1-Q(x))^{-1}\right\| \leqq$ const. because $\left\|Q(x)^{2}\right\| \rightarrow 0$ by (2.14a).
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\[

$$
\begin{align*}
U(x) & =\left(1-Q(x)^{2}\right)^{-1 / 2}[(1-P(x))(1-P)+P(x) P]  \tag{2.42}\\
& =1-P-P(x)+2 P(x) P+O\left(\varkappa^{2}\right)_{\mathrm{u}} ;
\end{align*}
$$
\]

note that $Q(x)=O(x)_{\mathrm{u}}$ by (2.41), for $o(x)_{\mathrm{s}}=O(x)_{\mathrm{u}}$ by the principle of uniform boundedness. By (2.18) and (2.32), we obtain

$$
\begin{equation*}
U(x)=1+\varkappa\left(\left[P T^{(1)}\right] S-S T^{(1)} P\right)+o(\chi)_{\mathrm{s}} . \tag{2.43}
\end{equation*}
$$

The properties of $U(x)$ have been studied in detail in I-§4.6. It follows from the results proved there that

$$
\begin{align*}
U(\varkappa)^{-1} & =\left(1-Q(x)^{2}\right)^{-1 / 2}[(1-P)(1-P(x))+P P(x)]  \tag{2.44}\\
& =1-P-P(x)+2 P P(x)+O\left(\varkappa^{2}\right)_{\mathrm{u}} \\
& =1+\varkappa\left(S T^{(1)} P-\left[P T^{(1)}\right] S\right)+o(x)_{\mathrm{s}}, \\
P(x)= & U(x) P U(x)^{-1} . \tag{2.45}
\end{align*}
$$

Recall, in particular, that $Q(\varkappa)^{2}$ commutes with $P$ and $P(\varkappa)$.
We further note that $P U(x) P$ can be expanded to the second order:

$$
\begin{align*}
P U(\varkappa) P & =P\left(1-Q(x)^{2}\right)^{-1 / 2} P(x) P  \tag{2.46}\\
& =P P(\varkappa) P+\frac{1}{2} P Q(x)^{2} P+O\left(\varkappa^{3}\right)_{\mathrm{u}} \\
& =P-\frac{1}{2} \varkappa^{2}\left[P T^{(\mathbf{1})}\right] S^{2} T^{(1)} P+o\left(\varkappa^{2}\right)_{\mathrm{u}} ;
\end{align*}
$$

note (2.38) and that $P\left(P^{(1)}\right)^{2} P=\left[P T^{(1)}\right] S^{2} T^{(1)} P$ in virtue of $P S$ $=S P=0$. Here we have also made use of the fact that $o(x)_{\mathrm{s}} P=o(x)_{\mathrm{u}}$ because $\operatorname{dim} P<\infty$. In quite the same way it can be shown that

$$
\begin{equation*}
P U(\varkappa)^{-1} P=P-\frac{1}{2} \varkappa^{2}\left[P T^{(1)}\right] S^{2} T^{(\mathbf{1})} P+o\left(\varkappa^{2}\right)_{\mathrm{u}} . \tag{2.47}
\end{equation*}
$$

IV. $U(x)$ will now replace the $V(x)$ used in the proof of Theorem 2.6. The advantage of $U(x)$ over $V(x)$ lies in the transformation property (2.45) that $V(\varkappa)$ does not possess. In this connection, it should be remarked that $U(x)$ becomes useful only under the present assumptions by which $\left[P T^{(1)}\right] S$ makes sense.

We now calculate $P U(x)^{-1} R(\zeta, x) U(x) P$. This can be written in the form

$$
\begin{array}{rl}
P U(x)^{-1} & R(\zeta, x) U(x) P=A_{1}+A_{2}+A_{3}+A_{4},  \tag{2.48}\\
A_{1} & =P U(x)^{-1} P R(\zeta, x) P U(x) P, \\
A_{2} & =P U(x)^{-1}(1-P) R(\zeta, x) P U(x) P, \\
A_{3} & =P U(x)^{-1} P R(\zeta, x)(1-P) U(x) P, \\
A_{4} & =P U(x)^{-1}(1-P) R(\zeta, x)(1-P) U(x) P .
\end{array}
$$

In $A_{1}$ we substitute (2.36), (2.46) and (2.47) to obtain (note $P=P^{2}$ )

$$
\begin{gathered}
A_{1}=(\lambda-\zeta)^{-1} P-\varkappa(\lambda-\zeta)^{-2} P T^{(1)} P-\varkappa^{2}(\lambda-\zeta)^{-1}\left[P T^{(1)}\right] S^{2} T^{(1)} P+ \\
+\varkappa^{2}(\lambda-\zeta)^{-2}\left[P T^{(1)}\right] R(\zeta) T^{(1)} P+o\left(\varkappa^{2}\right)_{\mathrm{u}} .
\end{gathered}
$$

In $A_{2}$ we note that [see (2.44) and (2.20)]

$$
\begin{align*}
P U(x)^{-1}(1-P) & =-\varkappa\left[P T^{(1)}\right] S+o(\varkappa)_{\mathrm{s}}  \tag{2.49}\\
(1-P) R(\zeta, x) P & =-\varkappa(\lambda-\zeta)^{-1}(1-P) R(\zeta) T^{(1)} P+o(\varkappa)_{\mathrm{u}} \tag{2.50}
\end{align*}
$$

obtaining [note $1-P=(1-P)^{2}$ and $S P=0$ ]

$$
A_{2}=\varkappa^{2}(\lambda-\zeta)^{-1}\left[P T^{(1)}\right] S R(\zeta) T^{(1)} P+o\left(\varkappa^{2}\right)_{u}
$$

where $o(x)_{\mathrm{s}} o(x)_{\mathrm{u}}=o\left(\varkappa^{2}\right)_{\mathrm{u}}$ because the factor $o(x)_{\mathrm{u}}$ involves a factor $P$ to the extreme right. Similarly we have

$$
\begin{aligned}
& A_{3}=\varkappa^{2}(\lambda-\zeta)^{-1}\left[P T^{(1)}\right] R(\zeta) S T^{(1)} P+o\left(\varkappa^{2}\right)_{\mathrm{u}}, \\
& A_{4}=\varkappa^{2}\left[P T^{(1)}\right] S R(\zeta) S T^{(1)} P+o\left(\varkappa^{2}\right)_{\mathrm{u}} .
\end{aligned}
$$

Collecting these terms, we arrive at [note that $R(\zeta)$ and $S$ commute] $P U(x)^{-1} R(\zeta, x) U(x) P$
$=(\lambda-\zeta)^{-1} P-\varkappa(\lambda-\zeta)^{-2} P T^{(1)} P-\varkappa^{2}(\lambda-\zeta)^{-1}\left[P T^{(1)}\right] S^{2} T^{(1)} P+$ $+\varkappa^{2}(\lambda-\zeta)^{-2}\left[P T^{(1)}\right] R(\zeta)\left[1+2(\lambda-\zeta) S+(\lambda-\zeta)^{2} S^{2}\right] T^{(1)} P+o\left(\varkappa^{2}\right)_{u}$.

Finally we multiply (2.51) by $\zeta$ and integrate on $\Gamma$. Since all terms $o\left(\varkappa^{2}\right)_{\mathrm{u}}$ are uniform for $\zeta \in \Gamma$, we thus obtain by (2.25)

$$
\begin{align*}
& P U(\varkappa)^{-1} T(\varkappa) P(\varkappa) U(x) P  \tag{2.52}\\
& \quad=\lambda P+\varkappa P T^{(1)} P-\varkappa^{2}\left[P T^{(1)}\right] S T^{(1)} P+o\left(\varkappa^{2}\right)_{\mathrm{u}}
\end{align*}
$$

note that the coefficient of $\varkappa^{2}$ in (2.51) simplifies to $\left[P T^{(1)}\right]\left[(\lambda-\zeta)^{-3} P+\right.$ $\left.+(\lambda-\zeta)^{-2} S\right] T^{(1)} P$.
V. We are now able to complete the proof of Theorem 2.9. As before we consider the operator $\widetilde{T}^{(1)}(x)=\varkappa^{-1}(T(x)-\lambda) P(x)$. Since $P(x)$ commutes with $T(x)$ and $U(x)^{-1} P(x) U(x)=P$ by (2.45), we have by (2.52)

$$
\begin{align*}
\widetilde{T}_{0}^{(1)}(x) & \equiv U(x)^{-1} \widetilde{T}^{(1)}(x) U(x)  \tag{2.53}\\
& =P T^{(1)} P-\varkappa\left[P T^{(1)}\right] S T^{(1)} P+o(x)_{\mathbf{u}} .
\end{align*}
$$

This can be regarded as an operator in the $m$-dimensional space $M=P X$. The first term on the right of (2.53) has the eigenvalues $\lambda_{j}^{(1)}$ with the associated eigenprojections $P_{j}^{(1)}$. Application of Theorem II-5.4 to (2.53) (replace $T$ by $P T^{(1)} P, \lambda$ by $\lambda_{j}^{(1)}, P$ by $P_{j}^{(1)}, T^{\prime}(0)$ by $-\left[P T^{(1)}\right] S T^{(1)} P$ )
shows immediately that the $\lambda_{j}^{(1)}$-group eigenvalues of $\widetilde{T}_{0}^{(1)}(x)$ have the form

$$
\begin{equation*}
\lambda_{j}^{(1)}+\varkappa \mu_{j k}^{(2)}+o(x), \quad k=1, \ldots, m_{j}^{(1)} \tag{2.54}
\end{equation*}
$$

with the $\mu_{j k}^{(2)}$ as given in the theorem. $\widetilde{T}^{(1)}(x)$ has exactly the same eigenvalues, and the eigenvalues of $T(x)$ are given by (2.29). Also the total projection for the $\lambda_{j}^{(1)}$-group eigenvalues of $\widetilde{T}_{0}^{(1)}(x)$ is given by II-(5.9) with $P$ replaced by $P_{j}^{(1)}, T^{\prime}(0)$ by $-\left[P T^{(\mathbf{1})}\right] S T^{(\mathbf{1})} P$ and $S$ by $S_{j}^{(1)}$. This gives

$$
\begin{equation*}
P_{j}^{(\mathbf{1})}+\varkappa\left\{P_{j}^{(\mathbf{1})}\left[P T^{(\mathbf{1})}\right] S T^{(\mathbf{1})} S_{j}^{(\mathbf{1})}+S_{j}^{(\mathbf{1})}\left[P T^{(\mathbf{1})}\right] S T^{(\mathbf{1})} P_{j}^{(1)}\right\}+o(\varkappa)_{\mathrm{u}} \tag{2.55}
\end{equation*}
$$

The corresponding projection $P_{j}^{(1)}(x)$ for $\widetilde{T}^{(1)}(x)$, which is the total projection for the $\lambda+\varkappa \lambda_{j}^{(1)}$-group eigenvalues of $T(x)$, is obtained from (2.55) by multiplication from the left by $U(x)$ and from the right by $U(x)^{-1}$. Noting that $(2.55)$ is unchanged by multiplication by $P$ either from the left or from the right and that

$$
\begin{align*}
U(x) P & =P-\varkappa S T^{(1)} P+o(x)_{\mathrm{u}} \\
P U(x)^{-1} & =1-x\left[P T^{(\mathbf{1})}\right] S+o(x)_{\mathrm{s}} \tag{2.56}
\end{align*}
$$

we obtain the required result (2.30). This completes the proof of Theorem 2.9.

Example 2.11. The assumptions of Theorems 2.6 and 2.9 are simple and easy to verify ${ }^{1}$. Here we consider the $T(x)$ of Example 1.17. Rewriting it as $T(x)=T+$ $+\varkappa T^{(1)}$ as in Example 2.5, with $x>0$ and $T^{(1)}=e^{i \theta} x$, the eigenvalue $\lambda=-1$ of $T$ is stable if $e^{i \theta}$ is not real (see Example 1.22), which will be assumed in the following. Since the eigenvector of $T$ for the simple eigenvalue -1 is $f$ and since $T^{(1)}$ differs from a selfadjoint operator $x$ only by a numerical factor $e^{i \theta}$, Theorem 2.9 is applicable if $f \in \mathrm{D}\left(T^{(1)}\right)$, that is, if $x f(x) \in \mathrm{L}^{2}$. [Of course this can be verified directly from (1.17).] Similar results can be stated for the $T(x)$ of Example 1.18; Theorem 2.9 is applicable to the eigenvalue -1 of $T$ if $t \in D\left(T^{(1)}\right)$.

## § 3. Generalized strong convergence of sectorial operators

## 1. Convergence of a sequence of bounded forms

Let $\left\{t_{n}\right\}$ be a sequence of bounded sesquilinear forms defined on a Hilbert space $H$. We say that $t_{n}$ converges to a form $t$, in symbol $t_{n} \rightarrow \mathbf{t}$, if $\mathbf{t}$ is also bounded and defined on H and if $\mathrm{t}_{n}[u, v] \rightarrow \mathbf{t}[u, v]$ for all $u, v \in \mathrm{H}$. By virtue of the polarization principle VI-(1.1), it suffices to assume that $\mathbf{t}_{n}[u] \rightarrow \mathfrak{t}[u]$. Let $T_{n}, T \in \mathscr{B}(\mathrm{H})$ be the operators associated with these

[^207]forms. Then $\mathrm{t}_{n} \rightarrow \mathfrak{t}$ is equivalent to $\left(T_{n} u, v\right) \rightarrow(T u, v)$ for all $u, v$, that is, $T_{n} \rightarrow T$. In general, however, it is difficult to draw from the weak convergence $T_{n} \xrightarrow[\mathrm{w}]{ } T$ any interesting conclusion regarding the spectral properties of $T_{n}$ and $T$. Thus we have to assume something more on the mode of convergence of the sequence $\left\{t_{n}\right\}$ in order to attain results of interest from the point of view of perturbation theory.

A fundamental theorem on the convergence of bounded forms $t_{n}$ is given by

Theorem 3.1. Let $\left\{\mathbf{t}_{n}\right\}$ be a sequence of bounded sesquilinear forms defined everywhere on H . Let $\left\{\mathrm{t}_{n}\right\}$ be uniformly sectorial in the sense that

$$
\begin{equation*}
\left|\operatorname{Imt}_{n}[u]\right| \leqq M \operatorname{Ret}_{n}[u], \quad u \in \mathrm{H}, \tag{3.1}
\end{equation*}
$$

where $M>0$ is independent of $n$. If $\mathrm{t}_{n} \rightarrow 0$, the operator $T_{n} \in \mathscr{B}(\mathrm{H})$ associated with $\mathrm{t}_{n}$ tends to zero strongly. The same is true of $T_{n}^{*}$.

Proof. (3.1) implies that $\mathfrak{b}_{n}=\operatorname{Ret}_{n} \geqq 0$. It follows by VI-(1.15) that

$$
\begin{equation*}
\left|\left(T_{n} u, v\right)\right|=\left|\mathfrak{t}_{n}[u, v]\right| \leqq(1+M) \mathfrak{b}_{n}[u]^{1 / 2} \mathfrak{b}_{n}[v]^{1 / 2} . \tag{3.2}
\end{equation*}
$$

Set $v=T_{n} u$ in (3.2). Since $T_{n}$ is weakly convergent and thus uniformly bounded $\left(\left\|T_{n}\right\| \leqq N\right), \mathfrak{b}_{n}[v]=\mathfrak{b}_{n}\left[T_{n} u\right]=\operatorname{Re}\left(T_{n}^{2} u, T_{n} u\right)$ is bounded by $N^{3}\|u\|^{2}$. Since $\mathfrak{b}_{n}[u]=\operatorname{Ret}_{n}[u] \rightarrow 0$ by hypothesis, it follows from (3.2) that $\left\|T_{n} u\right\| \rightarrow 0$. Since the adjoint forms $\mathrm{t}_{n}^{*}$ satisfy the same conditions as $\mathrm{t}_{n}$, we have also $T_{n}^{*} \underset{\mathrm{~s}}{ } 0$.

Corollary 3.2. If a sequence of bounded, nonnegative selfadjoint operators converges weakly to 0 , it converges strongly to 0 .

A related theorem is
Theorem 3.3. Let $\left\{\mathfrak{b}_{n}\right\}$ be a nonincreasing sequence of bounded symmetric forms on H bounded from below:

$$
\begin{equation*}
\mathfrak{b}_{1} \geqq \mathfrak{b}_{2} \geqq \cdots \geqq-c . \tag{3.3}
\end{equation*}
$$

Then there is a bounded symmetric form $\mathfrak{b}$ such that $\mathfrak{b}_{n} \geqq \mathfrak{b}$ and $\mathfrak{b}_{n} \rightarrow \mathfrak{b}$. The associated bounded selfadjoint operators $H_{n}$ and $H$ have the property that $H_{n} \rightarrow H$ strongly.

Proof. (3.3) implies that, for each $u \in \mathrm{H}, \mathfrak{b}_{n}[u]$ is a nonincreasing sequence bounded below by $-c\|u\|^{2}$. Hence $\lim _{n}[u]$ exists, so that $\lim \mathfrak{b}_{n}[u, v]=\mathfrak{b}[u, v]$ exists for each $u, v$ by polarization. $\mathfrak{b}$ is bounded by the principle of uniform boundedness. We have $\mathfrak{b}_{n} \geqq \mathfrak{b}$ and $\mathfrak{b}_{\boldsymbol{n}} \rightarrow \mathfrak{b}$, and the assertion on $H_{n}$ follows from Corollary 3.2.

Remark 3.4. In Corollary 3.2 the sequence need not be monotonic but the existence of the limit is assumed. The situation is in a sense reversed in Theorem 3.3. Obviously there are similar theorems in which the inequalities $\geqq$ are replaced by $\leqq$.

These results will be generalized to unbounded sectorial forms in the following paragraphs. Here we add another theorem.

Theorem 3.5. In Theorem 3.3 let $H_{n}-H$ be compact for all $n$. Then $\left\|H_{n}-H\right\| \rightarrow 0$.

Proof. Set $H_{n}-H=K_{n}$; we have $K_{n} \geqq 0$ and $K_{n} \rightarrow 0$ strongly by Theorem 3.3. Since $K_{1}$ is compact, we can find, for any $\varepsilon>0$, a decomposition $H=M \oplus N$ of $H$ into the direct sum of orthogonal subspaces $\mathrm{M}, \mathrm{N}$, both invariant under $K_{1}$, in such a way that $\operatorname{dim} \mathrm{M}<\infty$ and $\left\|K_{1} u\right\| \leqq \varepsilon\|u\|$ for $u \in \mathrm{~N}$ (see V-§ 2.3). For any $u \in \mathrm{H}$, let $u=u^{\prime}+u^{\prime \prime}$, $u^{\prime} \in \mathrm{M}, u^{\prime \prime} \in \mathrm{N}$. Since $K_{n} \geqq 0$, we have by the triangle inequality

$$
\begin{equation*}
0 \leqq\left(K_{n} u, u\right) \leqq 2\left(K_{n} u^{\prime}, u^{\prime}\right)+2\left(K_{n} u^{\prime \prime}, u^{\prime \prime}\right) . \tag{3.4}
\end{equation*}
$$

Since $M$ is finite-dimensional, the convergence $K_{n} \rightarrow 0$ is locally uniform on $M$, so that there exists an $N$ such that

$$
\begin{equation*}
0 \leqq\left(K_{n} u^{\prime}, u^{\prime}\right) \leqq \varepsilon\left\|u^{\prime}\right\|^{2} \text { for } n>N \tag{3.5}
\end{equation*}
$$

On the other hand, the definition of N gives

$$
\begin{equation*}
0 \leqq\left(K_{n} u^{\prime \prime}, u^{\prime \prime}\right) \leqq\left(K_{1} u^{\prime \prime}, u^{\prime \prime}\right) \leqq \varepsilon\left\|u^{\prime \prime}\right\|^{2} \text { for all } n . \tag{3.6}
\end{equation*}
$$

It follows from (3.4)-(3.6) that

$$
\begin{equation*}
0 \leqq\left(K_{n} u, u\right) \leqq 2 \varepsilon\left(\left\|u^{\prime}\right\|^{2}+\left\|u^{\prime \prime}\right\|^{2}\right)=2 \varepsilon\|u\|^{2} \text { for } n>N . \tag{3.7}
\end{equation*}
$$

Hence $\left\|K_{n}\right\| \leqq 2 \varepsilon$ for $n>N$ so that $\left\|K_{n}\right\| \rightarrow 0, n \rightarrow \infty$.

## 2. Convergence of sectorial forms "from above"

Let us now consider the convergence of a sequence of unbounded sesquilinear forms $\mathrm{t}_{n}$ in H . The following is a fundamental theorem, which generalizes Theorem 3.1.

Theorem 3.6. ${ }^{1}$ Let $\mathrm{t}_{n}, n=1,2, \ldots$, and $\mathfrak{t}$ be densely defined, closed sectorial forms in H with the following properties:
i) $\mathrm{D}\left(\mathrm{t}_{n}\right) \subset \mathrm{D}(\mathrm{t}), n=1,2, \ldots$.
ii) $\mathfrak{t}_{n}^{\prime}=\mathfrak{t}_{n}-\mathbf{t}$ is uniformly sectorial in the sense that
$\left|\operatorname{Imt}_{n}^{\prime}[u]\right| \leqq M \operatorname{Ret}_{n}^{\prime}[u], \quad u \in \mathrm{D}\left(\mathrm{t}_{n}\right), \quad n=1,2, \ldots, \quad M>0$.
iii) There is a core $\mathbf{D}$ of $\mathfrak{t}$ such that $\mathrm{D} \subset \lim \inf \mathrm{D}\left(\mathrm{t}_{n}\right)$ (that is, each $u \in \mathrm{D}$ belorigs to $\mathrm{D}\left(\mathrm{t}_{n}\right)$ for sufficiently large $n$ ) and

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mathfrak{t}_{n}[u]=\mathbf{t}[u] \text { if } \quad u \in \mathbf{D} . \tag{3.9}
\end{equation*}
$$

${ }^{1}$ The results of this and the following paragraphs were proved in T. Kato [3], [7], [8], for symmetric forms and the associated selfadjoint operators. For their applications see Killeen [1]. See also Birman [3], [4], Gol'dberg [1]. Similar results for nonsymmetric forms were first given by Huet [1], [2]; these and subsequent papers [3]-[7] by HUET contain applications to partial differential equations.

Let $T_{n}$ and $T$ be the $m$-sectorial operators associated with $\mathrm{t}_{n}$ and t , respectively, according to the first representation theorem (Theorem VI-2.1). Then $T_{n}$ and $T_{n}^{*}$ converge to $T$ and $T^{*}$, respectively, strongly in the generalized sense. More precisely, let $\Delta_{\mathrm{s}}, \Delta_{\mathrm{s}}^{*}$ be the regions of strong convergence for $\left\{T_{n}\right\},\left\{T_{n}^{*}\right\}$, respectively. Then $\Delta_{\mathrm{s}}^{*}$ is the mirror image of $\Delta_{\mathrm{s}}$ with respect to the real axis and both $\Delta_{\mathrm{s}}$ and $\Delta_{\mathrm{s}}^{*}$ contain the half-plane $\operatorname{Re} \zeta<\gamma$, where $\gamma$ is a vertex of $t$, and we have as $n \rightarrow \infty$

$$
\begin{array}{r}
R_{n}(\zeta) \rightarrow R(\zeta), \quad t\left[R_{n}(\zeta) u-R(\zeta) u\right] \rightarrow 0, \quad \mathfrak{t}_{n}^{\prime}\left[R_{n}(\zeta) u\right] \rightarrow 0,  \tag{3.10}\\
R_{n}(\zeta)^{*} \underset{\mathrm{~s}}{\rightarrow} R(\zeta)^{*}, \mathfrak{t}\left[R_{n}(\zeta)^{*} u-R(\zeta)^{*} u\right] \rightarrow 0, \mathfrak{t}_{n}^{\prime}\left[R_{n}(\zeta)^{*} u\right] \rightarrow 0,
\end{array}
$$

for $\zeta \in \Delta_{\mathrm{s}}$ and $u \in \mathrm{H}$, where $R_{n}(\zeta), R(\zeta)$ are the resolvents of $T_{n}, T$, respectively. The convergences in (3.10) are uniform in each compact subset of $\Delta_{\mathrm{s}}$.

Proof. I. Set $\mathfrak{b}_{n}=\operatorname{Ret}_{n}, \mathfrak{b}=\operatorname{Ret}, \mathfrak{b}_{n}^{\prime}=\operatorname{Ret}_{n}^{\prime}$. By adding a suitable scalar to $\mathrm{t}_{n}$ and to t if necessary, we may assume that t has a vertex $\gamma=0$, so that

$$
\begin{equation*}
\mathfrak{b}_{n}[u] \geqq \mathfrak{b}[u] \geqq 0, \quad u \in \mathrm{D}\left(\mathrm{t}_{n}\right) \subset \mathrm{D}(\mathrm{t}), \tag{3.11}
\end{equation*}
$$

where $\mathfrak{b}_{n} \geqq \mathfrak{b}$ is a consequence of (3.8). Thus the half-plane $\operatorname{Re} \zeta<0$ belongs to $\mathrm{P}\left(T_{n}\right)$ and $\mathrm{P}(T)$, with [see V-(3.38)]

$$
\begin{equation*}
\left\|R_{n}(\zeta)\right\| \leqq 1 / \operatorname{Re}(-\zeta), \quad\|R(\zeta)\| \leqq 1 / \operatorname{Re}(-\zeta), \quad \operatorname{Re} \zeta<0 \tag{3.12}
\end{equation*}
$$

Recalling the definition of $T_{n}$ and $T$, we see that, for any $u \in \mathrm{H}$ and $\operatorname{Re} \zeta=\xi<0$,

$$
\begin{align*}
(\mathfrak{b}-\xi) & {\left[R_{n}(\zeta) u\right] \leqq\left(b_{n}-\xi\right)\left[R_{n}(\zeta) u\right]=\operatorname{Re}\left(\mathfrak{t}_{n}-\zeta\right)\left[R_{n}(\zeta) u\right] }  \tag{3.13}\\
& =\operatorname{Re}\left(\left(T_{n}-\zeta\right) R_{n}(\zeta) u, R_{n}(\zeta) u\right)=\operatorname{Re}\left(u, R_{n}(\zeta) u\right) \leqq \\
& \leqq\|u\|\left\|R_{n}(\zeta) u\right\| \leqq(-\xi)^{-1 / 2}\|u\|\left((\mathfrak{b}-\xi)\left[R_{n}(\zeta) u\right]\right)^{1 / 2} .
\end{align*}
$$

It follows from (3.13) first that $(\mathfrak{b}-\xi)\left[R_{n}(\zeta) u\right] \leqq(-\xi)^{-1}\|u\|^{2}$ and then, considering the second and the last member, that

$$
\left.\begin{array}{r}
(\mathfrak{b}-\xi)\left[R_{n}(\zeta) u\right]  \tag{3.14}\\
\mathfrak{b}_{n}^{\prime}\left[R_{n}(\zeta) u\right]
\end{array}\right\} \leqq\left(\mathfrak{b}_{n}-\xi\right)\left[R_{n}(\zeta) u\right] \leqq(-\xi)^{-1}\|u\|^{2} .
$$

II. Let $v \in \mathrm{D}$ and $u \in \mathrm{H}$. By hypothesis we have $v \in \mathrm{D}(\mathrm{t}), R_{n}(\zeta) u \in$ $\in \mathrm{D}\left(\mathrm{t}_{n}\right) \subset \mathrm{D}(\mathrm{t})$ and

$$
\begin{align*}
& (\mathrm{t}-\zeta)\left[R_{n}(\zeta) u-R(\zeta) u, v\right]=\left(\mathrm{t}_{n}-\zeta\right)\left[R_{n}(\zeta) u, v\right]-  \tag{3.15}\\
& \quad-\mathrm{t}_{n}^{\prime}\left[R_{n}(\zeta) u, v\right]-(\mathrm{t}-\zeta)[R(\zeta) u, v]=-\mathrm{t}_{n}^{\prime}\left[R_{n}(\zeta) u, v\right],
\end{align*}
$$

since the first and the third terms in the middle member cancel each other, both being equal to $(u, v)$. It follows by (3.8) and VI-(1.15) that

$$
\begin{equation*}
\left|(\mathrm{t}-\zeta)\left[R_{n}(\zeta) u-R(\zeta) u, v\right]\right| \leqq(1+M) \mathfrak{b}_{n}^{\prime}\left[R_{n}(\zeta) u\right]^{1 / 2} \mathfrak{b}_{n}^{\prime}[v]^{1 / 2} \rightarrow 0, \tag{3.16}
\end{equation*}
$$

since the $\mathfrak{b}_{n}^{\prime}\left[R_{n}(\zeta) u\right]$ are bounded by (3.14) and $\mathfrak{b}_{n}^{\prime}[v]=\operatorname{Ret}_{n}^{\prime}[v] \rightarrow 0$ by iii).

Let $H_{5}$ be the Hilbert space into which $D(t)$ is converted on introducing the inner product $(u, v)_{\mathfrak{g}}=\mathfrak{b}[u, v]+(u, v)$ and the associated norm $\|u\|_{9}$ (see VI- $\S 1.3$ ). That D is a core of t means that D is dense in $\mathrm{H}_{9}$ (Theorem VI-1.21). On the other hand, (3.14) shows that the sequence $R_{n}(\zeta) u$ is bounded in $\mathrm{H}_{\emptyset}$. Therefore, the relation (3.16) is extended to all $v \in H_{b}=D(t)$ since $t$ is a bounded form on $H_{b}$. In particular we have

$$
\begin{equation*}
(t-\zeta)\left[R_{n}(\zeta) u-R(\zeta) u, R(\zeta) u\right] \rightarrow 0, \quad n \rightarrow \infty . \tag{3.17}
\end{equation*}
$$

III. We have now

$$
\begin{align*}
& (\mathbf{t}-\zeta)\left[R_{n}(\zeta) u-R(\zeta) u\right]+\mathbf{t}_{n}^{\prime}\left[R_{n}(\zeta) u\right]  \tag{3.18}\\
& =\left(\mathbf{t}_{n}-\zeta\right)\left[R_{n}(\zeta) u\right]+(\mathbf{t}-\zeta)[R(\zeta) u]- \\
& \quad \quad-(\mathbf{t}-\zeta)\left[R_{n}(\zeta) u, R(\zeta) u\right]-(\mathbf{t}-\zeta)\left[R(\zeta) u, R_{n}(\zeta) u\right] \\
& =(\mathbf{t}-\zeta)\left[R(\zeta) u-R_{n}(\zeta) u, R(\zeta) u\right] \rightarrow 0,
\end{align*}
$$

since the first and the last terms in the middle member cancel each other, both being equal to ( $u, R_{n}(\zeta) u$ ). Taking the real part of (3.18) and noting that $\mathfrak{b},-\xi$ and $\mathfrak{b}_{n}^{\prime}$ are all nonnegative, we see that $R_{n}(\zeta) u \rightarrow R(\zeta) u$, $\mathfrak{b}\left[R_{n}(\zeta) u-R(\zeta) u\right] \rightarrow 0$ and $\mathfrak{b}_{n}^{\prime}\left[R_{n}(\zeta) u\right] \rightarrow 0$ for $n \rightarrow \infty$. In virtue of the sectorial property of the forms $\mathfrak{t}$ and $\mathfrak{t}_{n}^{\prime}$, this gives the first three convergences in (3.10) for $\operatorname{Re} \zeta<0$.
IV. So far we have been assuming that $\operatorname{Re} \zeta<0$. We shall now eliminate this restriction. The first formula of (3.10) is true for all $\zeta \in \Delta_{\mathrm{s}}$ by the very definition of $\Delta_{\mathrm{s}}$. To prove the second, it suffices to show that $\mathfrak{b}\left[R_{n}(\zeta) u-R(\zeta) u\right] \rightarrow 0$. Substituting from (1.3), we have

$$
\begin{align*}
\mathfrak{b}\left[R_{n}(\zeta) u-R(\zeta) u\right] & =\mathfrak{b}\left[\left(1+\left(\zeta-\zeta_{0}\right) R_{n}(\zeta)\right) v_{n}\right] \leqq 2 \mathfrak{h}\left[v_{n}\right]+  \tag{3.19}\\
& +2\left|\zeta-\zeta_{0}\right|^{2} \mathfrak{g}\left[R_{n}(\zeta) v_{n}\right],
\end{align*}
$$

where $v_{n}=\left(R_{n}\left(\zeta_{0}\right)-R\left(\zeta_{0}\right)\right)\left(1+\left(\zeta-\zeta_{0}\right) R(\zeta)\right) u$ and $\zeta_{0}$ is any fixed number with $\operatorname{Re} \zeta_{0}<0$. Now $\mathfrak{b}\left[v_{n}\right] \rightarrow 0$ by what was proved above. Furthermore, $\mathfrak{b}\left[R_{n}(\zeta) v_{n}\right] \leqq \mathfrak{b}_{n}\left[R_{n}(\zeta) v_{n}\right]=\operatorname{Re}\left(\mathrm{t}_{n}-\zeta\right)\left[R_{n}(\zeta) v_{n}\right]+$ $+\operatorname{Re} \zeta\left\|R_{n}(\zeta) v_{n}\right\|^{2}=\operatorname{Re}\left(v_{n}, R_{n}(\zeta) v_{n}\right)+\operatorname{Re} \zeta\left\|R_{n}(\zeta) v_{n}\right\|^{2} \rightarrow 0$ since $v_{n} \rightarrow 0$ and $R_{n}(\zeta)$ is uniformly bounded as $n \rightarrow \infty$ by $\zeta \in \Delta_{\mathrm{s}}$. Thus the right member of (3.19) goes to zero as $n \rightarrow \infty$ as we wished to show. (3.19) also shows that the convergences in question are uniform in $\zeta$ on any compact subset of $\Delta_{\mathrm{s}}$; note that $R(\zeta) u$ varies over a compact subset of $\mathrm{H}_{5}$ and apply Lemma III-3.7.

Once the first two formulas of (3.10) have been extended to every $\zeta \in \Delta_{\mathrm{s}}$, the same is true of the third by (3.18).

Finally we remark that the assumptions of the theorem are also satisfied for the adjoint forms $\mathrm{t}_{n}^{*}, \mathrm{t}^{*}$. Therefore, the above results hold
true when $T_{n}, T$ are replaced by $T_{n}^{*}, T^{*}$ respectively. This proves (3.10), and $\Delta_{\mathrm{s}}^{*}=\bar{\Delta}_{\mathrm{s}}$ follows from Theorem 1.8.

Theorem 3.6 is very useful as a criterion for the generalized strong convergence $T_{n} \rightarrow T$. In many cases it is more powerful than Theorem 1.5 when $X=H$.

Example 3.7. Let $H=L^{\mathbf{2}}(0, \infty)$ and

$$
\begin{align*}
\mathfrak{t}[u] & =\int_{0}^{\infty}\left(\left|u^{\prime}(x)\right|^{2}+q(x)|u(x)|^{2}\right) d x, \\
\mathfrak{t}_{n}[u] & =\int_{0}^{\infty}\left(\left|u^{\prime}(x)\right|^{2}+q_{n}(x)|u(x)|^{2}\right) d x, \tag{3.20}
\end{align*}
$$

where $q$ and $q_{n}$ are real-valued functions with the properties stated in VI-§ 4.1, so that $t$ and $t_{n}$ are closed symmetric forms bounded from below (with an appropriate definition of their domains). Furthermore, let $q_{n}(x) \geqq q(x)$ and

$$
\begin{equation*}
\int_{a}^{b}\left(q_{n}(x)-q(x)\right) d x \rightarrow 0 \tag{3.21}
\end{equation*}
$$

for any $a, b$ such that $0<a<b<\infty$. It is easily verified that the assumptions of Theorem 3.6 are satisfied [with $D=D(t)$ ]. The operators associated with these forms are $T=-d^{2} / d x^{2}+q(x)$ and $T_{n}=-d^{2} / d x^{2}+q_{n}(x)$ (see Theorem VI-4.2) with appropriate domains. It follows from Theorem 3.6 that $T_{n} \rightarrow T$ in the generalized sense. Note that the condition (3.21) is weaker than the corresponding one (1.5) in Example 1.11. It will also be remarked that $q$ and $q_{n}$ need not be real-valued; the main condition is that the $q_{n}-q$ are uniformly sectorial.

Example 3.8. Consider the operator $T(\varkappa)$ of Example 1.20. It is obvious that Theorem 3.6 is applicable to this case with $T_{n}$ replaced by $T(x)$. If $\operatorname{Re} \alpha>0$ and $\operatorname{Re} x>0, T(x)$ is the operator associated with the form

$$
\begin{equation*}
\mathrm{t}(x)[u, v]=\int_{0}^{1}\left(\alpha u^{\prime}(x) \overline{v^{\prime}(x)}+x u^{\prime \prime}(x) \overline{v^{\prime \prime}(x)}\right) d x \tag{3.22}
\end{equation*}
$$

with the boundary condition (1.26). It is easy to show that $t(x)$ is sectorial and closed. We have $\mathrm{t}(x) \rightarrow \mathrm{t}, \boldsymbol{x} \rightarrow 0$, in the sense required in Theorem 3.6, where $\mathbf{t}[u, v]$ is given by the first term of (3.22) with the boundary condition $u(0)=u(1)$ $=0$. In fact, we have $\mathrm{t}(x)[u] \rightarrow \mathrm{t}[u]$ if $u \in \mathrm{D}=\mathrm{D}(\mathrm{t}(x))$ (which is independent of $\varkappa$ ), and $D$ is a core of $t$ as is easily seen.

The operator associated with this t is exactly the $T$ of Example 1.20. Since, moreover, $\mathrm{t}(x)$ - t is uniformly sectorial in the sense of (3.8) if $x$ is restricted to a sector $|\arg x| \leqq \delta<\pi / 2$, Theorem 3.6 shows that $T(x) \longrightarrow T$ in the generalized sense. If we further assume that $\alpha$ and $\varkappa$ are real positive, $T(x)$ and $T$ are selfadjoint and have compact resolvents (as is always the case with a regular differential operator on a bounded domain), and the monotonicity of $t(x)[u]$ in $x$ implies that $T(x)^{-1}$ is monotone nondecreasing as $x \rightarrow 0$ (see Theorem VI-2.21). It follows from Theorem 3.5 that $T(\varkappa)^{-1} \rightarrow T^{-1}$ in norm, so that we have also $R(\zeta, \varkappa) \rightarrow R(\zeta)$ in norm and $T(x) \rightarrow T$ in the generalized sense (in gap). This gives a complete proof of the statements given in Example 1.20 .

Note that Theorem 1.5 is not applicable to this example, for $D(T(x))$ is not a core of $T$. In this connection it should be remarked that even Theorem 3.6 is not applicable to Example 1.19, for the limiting form $\mathfrak{t}[u, v]=2 \alpha \int_{0}^{1} u^{\prime}(x) \overline{v(x)} d x$ that would correspond to the limiting operator $T$ is not sectorial.

Remark 3.9. Another remark to Theorem 3.6 is that the convergence (3.9) is required only for $u \in D, D$ being some core of $t$ such that $D \subset$ C $\lim \inf \mathrm{D}\left(\mathrm{t}_{n}\right)$. It is not necessary that (3.9) hold for all $u \in \lim \inf D\left(\mathrm{t}_{n}\right)$. A pertinent example is given by

Example 3.10. Let $H=L^{2}(0,1)$ and define $t_{n}$ by

$$
\begin{equation*}
\mathrm{t}_{n}[u]=n^{-1} \int_{0}^{1}\left|u^{\prime}(x)\right|^{2} d x+|u(0)|^{2}+|u(1)|^{2} \tag{3.23}
\end{equation*}
$$

with no boundary condition. $D\left(t_{n}\right)=D_{0}$ is the set of $u \in L^{2}$ such that $u^{\prime} \in L^{2}$; $D_{0}$ is independent of $n$. Theorem 3.6 is applicable if we set $t=0$ [with $D(t)=H$ ]. The only condition to be considered is iii). ,the other two conditions being trivially satisfied. iii) is satisfied if $D$ is chosen as the set of $u \in D_{0}$ such that $u(0)=u(1)=0$. Even with these restrictions $D$ is a core of $t$, for $t$ is bounded and $D$ is dense in $H$. It follows from Theorem 3.6 that $T_{n} \longrightarrow \mathbf{s} 0$ in the generalized sense. This result is by no means trivial. $T_{n}$ is the differential operator $-n^{-1} d^{2} / d x^{2}$ with the boundary condition $u^{\prime}(0)=n u(0), u^{\prime}(1)=-n u(1)$.

It should be noted that $\operatorname{limt}_{n}[u]$ exists for all $u \in D_{0}$, but it is not necessarily equal to $\mathrm{t}[u]=0$.

## 3. Nonincreasing sequences of symmetric forms

In Theorem 3.6 it is assumed that the limiting form $t$ is given. It would be desirable to have a theorem in which only the sequence $\left\{\mathrm{t}_{n}\right\}$ is given and the limiting form $t$, or at least the limiting operator $T$, is to be constructed. The circumstance stated in Remark 3.9 and Example 3.10, however, suggests that this is not easy, for in Theorem $3.6 \lim t_{n}[u]$ need not be equal to $\mathfrak{t}[u]$ for all $u$ for which this limit exists. Thus the attempt to construct $\mathfrak{t}$ by $\mathfrak{t}[u]=\lim _{n}[u]$ must fail.

At present there seem to exist no theorems of the desired kind for a sequence of nonsymmetric sectorial forms. But we can give at least a theorem on monotonic sequences of symmetric forms.

Let us recall that, when $\mathfrak{h}_{1}$ and $\mathfrak{h}_{2}$ are symmetric forms bounded from below, $\mathfrak{h}_{1} \geqq \mathfrak{b}_{2}$ means that $D\left(\mathfrak{h}_{1}\right) \subset D\left(\mathfrak{b}_{2}\right)$ and $\mathfrak{h}_{1}[u] \geqq \mathfrak{b}_{2}[u]$ for $u \in \mathrm{D}\left(\mathfrak{b}_{1}\right)$ (the larger form has the smaller domain!) (see VI-§ 2.5). A sequence $\left\{b_{n}\right\}$ of symmetric forms bounded from below is nonincreasing (nondecreasing) if $\mathfrak{b}_{n} \geqq \mathfrak{b}_{n+1}\left(\mathfrak{b}_{n} \leqq \mathfrak{b}_{n+1}\right)$ for all $n$.

Theorem 3.11. Let $\left\{_{n}\right\}$ be a nonincreasing sequence of densely defined, closed symmetric forms uniformly bounded from below: $h_{n} \geqq \gamma, \gamma$ being a constant. If $H_{n}$ is the selfadjoint operator associated with $\mathfrak{b}_{n}, H_{n}$ converges to a selfadjoint operator $H \geqq \gamma$ strongly in the generalized sense. We have as $n \rightarrow \infty$ (writing $R_{n}(\zeta)=\left(H_{n}-\zeta\right)^{-1}, R(\zeta)=(H-\zeta)^{-1}$ )

$$
\begin{align*}
& R_{n}(\zeta) \underset{\mathrm{s}}{\rightarrow} R(\zeta), \quad \operatorname{Re} \zeta<\gamma,  \tag{3.24}\\
& \left(H_{n}-\xi\right)^{1 / 2} u_{\mathrm{w}}(H-\xi)^{1 / 2} u \quad \text { for } \quad u \in \bigcup_{n} \mathrm{D}\left(\mathfrak{b}_{n}\right) \quad \text { and } \quad \xi<\gamma . \tag{3.25}
\end{align*}
$$

If, in particular, the symmetric form $\mathfrak{b}$ defined by $\mathfrak{b}[u]=\lim _{n}[u]$ with $D(\mathfrak{b})=\bigcup_{n} D\left(\mathfrak{b}_{n}\right)$ is closable, then $H$ is the selfadjoint operator associated with $\mathfrak{\mathfrak { h }}$, the closure of $\mathfrak{b}$, and the convergence in (3.25) is strong convergence.

Proof. We may assume without loss of generality that $\gamma=0$, so that $\mathfrak{b}_{n}$ and $H_{n}$ are nonnegative. As we know (see Theorem VI-2.21), the nonincreasing property of $\left\{b_{n}\right\}$ implies that the sequence of bounded selfadjoint operators $R_{n}(\xi)$ with $\xi<0$ is nondecreasing. Since the $R_{n}(\xi)$ are uniformly bounded from above by $(-\xi)^{-1}$, it follows from Theorem 3.3 (with the order relation reversed) that $\mathrm{s}-\lim R_{n}(\xi)=R(\xi)$ exists. $R(\xi)$ is invertible, for, since $0 \leqq R_{n}(\xi) \leqq R(\xi), R(\xi) u=0$ implies $R_{n}(\xi) u=0$ and so $u=0$. It follows from Theorem 1.3 that $R(\xi)$ is the resolvent of a closed linear operator $H . H$ is selfadjoint since $R(\xi)$ is. It follows also that $R_{n}(\zeta) \underset{\mathrm{s}}{ } R(\zeta)=(H-\zeta)^{-1}$ for any $\zeta$ with $\operatorname{Re} \zeta<0$, for such $\zeta$ belong to $\Delta_{\mathrm{b}}$, the region of boundedness.
$0 \leqq R_{n}(\xi) \leqq R(\xi)$ for $\xi<0$ implies $H_{n}-\xi \geqq H-\xi$ by Theorem VI-2.21, which implies that $\mathrm{D}\left(\mathrm{b}_{n}\right)=\mathrm{D}\left(\left(H_{n}-\xi\right)^{1 / 2}\right) \subset \mathrm{D}\left((H-\xi)^{1 / 2}\right)$. Similarly we have $D\left(\mathfrak{b}_{m}\right) \subset D\left(b_{n}\right)$ for $m<n$. For any $u \in D\left(\mathfrak{b}_{m}\right), v \in H$ and $n>m, \xi<0$, we have therefore

$$
\begin{align*}
\left(\left(H_{n}-\xi\right)^{1 / 2} u-(H-\xi)^{1 / 2} u,\left(H_{1}-\xi\right)^{-1 / 2} v\right)  \tag{3.26}\\
\quad=\left(u-\left(H_{n}-\xi\right)^{-1 / 2}(H-\xi)^{1 / 2} u, B_{n} v\right) \rightarrow 0, \quad n \rightarrow \infty,
\end{align*}
$$

where $\quad B_{n}=\left(H_{n}-\xi\right)^{1 / 2}\left(H_{1}-\xi\right)^{-1 / 2} \in \mathscr{B}(\mathrm{H})$ because $\mathrm{D}\left(\left(H_{n}-\xi\right)^{1 / 2}\right)$ $=\mathrm{D}\left(\mathfrak{b}_{n}\right) \supset \mathrm{D}\left(\mathfrak{b}_{1}\right)$; note that $R_{n}(\xi) \underset{\mathrm{s}}{ } R(\xi)$ implies $R_{n}(\xi)^{1 / 2} \rightarrow R(\xi)^{1 / 2}$ (see Problem V-3.52) and that $\left\|B_{n}\right\| \leqq 1$ because $\mathfrak{b}_{n} \leqq \mathfrak{b}_{1}$. Since $\|\left(H_{n}-\right.$ $-\xi)^{1 / 2} u\|\leqq\|\left(H_{m}-\xi\right)^{1 / 2} u \|$ is bounded for $n \rightarrow \infty$ and $\left(H_{1}-\xi\right)^{-1 / 2} v$ varies over $\mathrm{D}\left(\mathfrak{b}_{1}\right)$, which is dense in H , when $v$ varies over H , it follows that $\left(H_{n}-\xi\right)^{1 / 2} u \underset{\mathrm{w}}{ }(H-\xi)^{1 / 2} u$ if $u \in \mathrm{D}\left(\mathfrak{b}_{m}\right)$. Since $m$ is arbitrary, we have proved (3.25).

Suppose now that the limiting form $\mathfrak{b}$ as defined in the theorem is closable. Then we have a situation of Theorem 3.6, with $\mathrm{t}_{n}$, t replaced respectively by $\mathfrak{b}_{n}, \tilde{\mathfrak{b}}$. Let $H_{0}$ be the selfadjoint operator associated with $\tilde{\mathfrak{h}}$. We must have $H_{0}=H$, for both $(H-\zeta)^{-1}$ and $\left(H_{0}-\zeta\right)^{-1}$ are the strong limit of $R_{n}(\zeta)$. It only remains to show that (3.25) is a strong convergence. Since the weak convergence has been proved, it suffices (see Lemma V-1.2) to show that $\left\|\left(H_{n}-\xi\right)^{1 / 2} u\right\|^{2} \rightarrow\left\|(H-\xi)^{1 / 2} u\right\|^{2}$ for $u \in \bigcup_{n} \mathrm{D}\left(b_{n}\right)$. But this is another expression of the assumption that $\mathfrak{b}_{n}[u] \rightarrow \mathfrak{b}[u]$ $=\tilde{\mathfrak{b}}[u]$.

Remark 3.12. In general the weak convergence in (3.25) cannot be replaced by strong convergence. This is seen from Example 3.10, in which $\mathfrak{b}_{n}[u] \rightarrow \mathfrak{b}[u]$ is not true for all $u \in \mathrm{D}_{0}$.

## 4. Convergence from below

Theorem 3.13a. Let $\mathfrak{h}_{1} \leqq \mathfrak{b}_{2} \leqq$... be a monotone nondecreasing sequence of closed symmetric forms bounded from below. Set $\mathfrak{b}[u]=\lim _{\mathfrak{n} \rightarrow \infty} \mathfrak{b}_{\mathfrak{n}}[u]$ whenever the finite limit exists. $\mathfrak{b}$ is a closed symmetric form bounded from below. Suppose $\mathfrak{b}$, and hence all the $\mathfrak{b}_{n}$, are densely defined, and let $H$ and $H_{n}$ be the associated selfadjoint operators, with the resolvents $R$ and $R_{n}$. Then we have, as $n \rightarrow \infty$,

$$
\begin{align*}
& \mathfrak{b}_{n}[u, v] \rightarrow \mathfrak{b}[u, v], \quad u, v \in \mathrm{D}(\mathfrak{b}),  \tag{3.28a}\\
& \text { (3.29a) } \left.\left.\quad R_{n}(\stackrel{\circ}{5}) \rightarrow R()_{s}^{\circ}\right), \quad \operatorname{Re} \zeta<\gamma_{1} \quad \text { (the loater bound of } \mathfrak{b}_{1}\right) \text {, } \\
& \left(H_{n}-\xi\right)^{1 / 2} u \rightarrow \overrightarrow{\mathbf{s}}(H-\xi)^{1 / 2} u, \quad u \in \mathrm{D}(\mathfrak{b}), \quad \xi<\gamma_{1} . \tag{3.30a}
\end{align*}
$$

Before proving this theorem, it is convenient to introduce the improper extension $\mathfrak{f}_{\text {ext }}$ of a symmetric form $\mathfrak{k}$ bounded from below. It is defined by $\mathfrak{k}_{\text {ext }}[u]=\mathfrak{k}[u]$ if $u \in \mathbb{D}(\mathfrak{k})$ and $\mathfrak{k}_{\text {ext }}[u]=+\infty$ otherwise.

Lemma 3.14a. $\mathfrak{k}$ is closed if and only if $\mathfrak{k}_{\mathrm{ext}}$ is lower semicontinuous.
Proof. Suppose $\mathfrak{f}_{\text {ext }}$ is lower semicontinuous. Let $u_{n} \in \mathrm{D}(\boldsymbol{k}), u_{n} \rightarrow u \in \mathrm{H}$, and $\mathfrak{k}\left[u_{n}-u_{m}\right] \rightarrow 0$. Then $\mathfrak{E}_{\text {ext }}\left[u_{n}-u\right] \leqq \lim _{\mathrm{m}} \mathfrak{E}\left[u_{n}-u_{m}\right]$ by the lower semicontinuity, so that $\lim _{\mathbf{n}} \operatorname{upf}_{\text {ext }}\left[u_{n}-u\right] \leqq \lim _{\mathbf{n}} \lim _{\mathbf{m}} \mathfrak{f}\left[u_{n}-u_{m}\right]=0$. Hence $u_{n}-u \in \mathrm{D}(\mathfrak{k}), u \in \mathrm{D}(\mathfrak{k})$, and $\mathfrak{k}\left[u_{n}-u\right] \rightarrow 0$. This proves that $\mathfrak{k}$ is closed.

Suppose, conversely, that is closed. We have to show that $\lim \operatorname{inff}_{\text {ext }}\left[u_{n}\right] \geqq \mathfrak{k}_{\text {ext }}[u]$ whenever $u_{n} \rightarrow u$. We may assume that the $\lim \inf =c<\infty$. Going over to a subsequence, we may further assume that $\mathfrak{f}_{\text {ext }}\left[u_{n}\right]=\mathfrak{k}\left[u_{n}\right] \rightarrow c$. If we regard $\mathbf{D}(\mathfrak{k})$ as a Hilbert space $\mathrm{H}_{\mathfrak{t}}$ as in VI-§1.3, the $u_{n}$ form a bounded set in $H_{f}$. Hence it contains a subsequence (which we denote again by $u_{n}$ ) converging weakly in $\mathrm{H}_{\mathrm{f}}$. The limit must be identical with $u$. Hence $u \in \mathrm{D}(\mathfrak{k}), \mathfrak{E}_{\text {ext }}[u]=\mathfrak{k}[u] \leqq \lim \mathfrak{f}\left[u_{n}\right]=c$ as required [see III-(3.26)].

Proof of Theorem 3.13a. It is easy to see that $\mathrm{D}(\mathfrak{b})$ is a linear manifold, $\mathfrak{b}$ is a quadratic form, and that (3.28a) holds [see VI-(1.1), (1.16)]. To see that $\mathfrak{b}$ is closed, it suffices to note that $\mathfrak{h}_{\text {ext }}$ is lower semicontinuous (Lemma 3.14a). Indeed, the semicontinuity follows from that of the $\mathfrak{b}_{n, \text { ext }}$ because $\mathfrak{b}_{n, \text { ext }}[u] \uparrow \mathfrak{b}_{\text {ext }}[u]$ for each $u \in \mathbf{H}$.

Suppose now that $\mathfrak{b}$ is densely defined, so that the same is true of the $\mathfrak{b}_{n}$. Then $H_{1} \leqq H_{2} \leqq \ldots \leqq H$ and $R_{1}(\xi) \geqq R_{2}(\xi) \geqq \ldots \geqq R(\xi)$ for $\xi<\gamma_{1}$. As in the proof of Theorem 3.11, it follows that $R_{0}(\xi)=\mathrm{s}-\lim R_{n}(\xi)$ exists and
$R_{0}(\xi) \geqq R(\xi)$. Since $R(\xi) \geqq 0$ is invertible, the same is true of $R_{0}(\xi)$, which is therefore the resolvent of a selfadjoint operator $H_{0} \leqq H$. If $\mathfrak{h}_{0}$ is the associated form, we have $\mathfrak{b}_{n} \leqq \mathfrak{b}_{0} \leqq \mathfrak{b}$. In view of the definition of $\mathfrak{b}$, however, one must have $\mathfrak{b}_{0}=\mathfrak{b}$. Hence $H_{0}=H, R_{0}=R$, and we have proved (3.29a) (cf. Proof of Theorem 3.11).

It remains to prove (3.30a). For $u \in \mathrm{D}(\mathrm{b})$ set $v_{n}=\left(H_{n}-\xi\right)^{1 / 2} u$. Since $\left\|v_{n}\right\| \leqq\left\|(H-\xi)^{1 / 2} u\right\|$ by $H_{n} \leqq H$, we may assume that $v_{n} \rightarrow v \in \mathrm{H}$, going over to a subsequence if necessary. For any $f \in \mathrm{H}$, we have then $(u, f)=$ $\left(R_{n}(\xi)^{1 / 2} v_{n}, f\right)=\left(v_{n}, R_{n}(\xi)^{1 / 2} f\right) \rightarrow\left(v, R(\xi)^{1 / 2} f\right.$ ) because $R_{n}(\xi)^{1 / 2} \rightarrow R(\xi)^{1 / 2}$ (see Proof of Theorem 3.11). Thus $u=R(\xi)^{1 / 2} v$, or $v=(H-\xi)^{1 / 2} u$. Since this implies $\left\|v_{n}\right\| \leqq\|v\|$, we must have $v_{n_{\mathrm{s}}}$. Since we could have started with any subsequence of $v_{n}$ with the same limit $v$, we have proved (3.30a).

## 5. Spectra of converging operators

Suppose $\left\{T_{n}\right\}$ is the sequence of operators defined in one of Theorems 3.6, 3.11 or 3.13a. $\left\{T_{n}\right\}$ is strongly convergent to $T$ in the generalized sense. Let $\lambda$ be an isolated eigenvalue of $T$ with finite multiplicity $m$. If $\lambda$ is stable in the sense defined in § 1.4, there are exactly $m$ repeated eigenvalues of $T_{n}$ in the neighborhood of $\lambda$ and these eigenvalues converge to $\lambda$. This follows exactly in the same way as in §1.4.

In the case of Theorem 3.6, $\lambda$ is stable (with respect to the perturbation $T \rightarrow T_{n}$ ) if and only if $\bar{\lambda}$ is a stable eigenvalue of $T^{*}$ (with respect to the perturbation $T^{*} \rightarrow T_{n}^{*}$ ). This follows easily from Theorem 3.6.

In all these cases, $(1.31 \mathrm{~b}, \mathrm{c})$ can be strengthened to

$$
\left\|P_{n}-P\right\| \rightarrow 0
$$

(see Lemma 1.24).
Theorem 3.15. If the lower part $\lambda<\beta$ of the spectrum of $H$ of Theorem 3.11 consists of isolated eigenvalues with finite multiplicities, these eigenvalues are stable under the perturbation considered. The same is true in Theorem 3.6 if $\mathrm{t}_{n}$ and t are symmetric so that $T=H$ and $T_{n}=H_{n}$ are selfadjoint. When $n \rightarrow \infty$, the eigenvalues $\mu_{k}^{(n)}$ of $H_{n}$ tend from above to the corresponding eigenvalues $\mu_{k}$ of $H$.

Proof. Since $H_{n} \geqq H \geqq \gamma$, we have (see Problem VI-5.5)

$$
\begin{equation*}
\operatorname{dim} E_{n}(\lambda) \leqq \operatorname{dim} E(\lambda), \quad-\infty<\lambda<\infty, \tag{3.33}
\end{equation*}
$$

where $E_{n}(\lambda)$ and $E(\lambda)$ are the spectral families for the selfadjoint operators $H_{n}$ and $H$, respectively. If $\lambda<\beta$, we have $\operatorname{dim} E(\lambda)<\infty$ and hence $\operatorname{dim} E_{n}(\lambda)<\infty$ for $\lambda<\beta$. This implies that $H_{n}$ also has a spectrum consisting of isolated eigenvalues in the part $\lambda<\beta$. Let us denote the
repeated eigenvalues of $H$ and $H_{n}$ in this part respectively by

$$
\begin{equation*}
\mu_{1} \leqq \mu_{2} \leqq \cdots<\beta, \quad \mu_{1}^{(n)} \leqq \mu_{2}^{(n)} \leqq \cdots<\beta \tag{3.34}
\end{equation*}
$$

Then (3.33) implies that (cf. Theorem I-6.44)

$$
\begin{equation*}
\mu_{k}^{(n)} \geqq \mu_{k}, \quad n, k=1,2, \ldots . \tag{3.35}
\end{equation*}
$$

In the case of Theorem 3.11 in which $\mathfrak{b}_{n}$ and $H_{n}$ are nonincreasing, each sequence $\mu_{k}^{(n)}$ for fixed $k$ is nonincreasing in $n$.

Now we have

$$
\begin{equation*}
\left\|E_{n}(\lambda)-E(\lambda)\right\| \rightarrow 0, \quad n \rightarrow \infty, \quad \lambda<\beta, \quad \lambda \neq \mu_{k} . \tag{3.36}
\end{equation*}
$$

To see this, we first note that $E_{n}(\lambda) \underset{\mathrm{s}}{ } E(\lambda)$ for every $\lambda$ such that $E(\lambda-0)$ $=E(\lambda)$, in particular, for every $\lambda<\beta$ different from any of the $\mu_{k}$ (see Theorem 1.15). In view of (3.33) and $\operatorname{dim} E(\lambda)<\infty$, (3.36) then follows by Lemma 1.23. (3.36) in turn implies that $\operatorname{dim} E_{n}(\lambda)=\operatorname{dim} E(\lambda)$ for such $\lambda$ for sufficiently large $n$. It is easy to see that this implies $\mu_{k}^{(n)} \rightarrow \mu_{k}, n \rightarrow \infty$.

Since $\left\|R_{n}(\zeta)\right\| \leqq 1 / \operatorname{dist}\left(\zeta, \Sigma\left(H_{n}\right)\right)$, every real number $\zeta \neq \mu_{k}$ belongs to the region $\Delta_{\mathrm{b}}$ of boundedness and hence to $\Delta_{s}$ by Theorem 1.3. This proves the theorem.

Example 3.16. Applying Theorem 3.15 to Example 3.7, we see that the eigenvalues of $T=-d^{2} / d x^{2}+q(x)$ are stable under the perturbation considered, provided the real-valued potential $q(x)$ is such that $T$ has isolated eigenvalues at the lower part of the spectrum.

Remark 3.17. The above result does not appear to hold in the non-selfadjoint case. At first it might be expected that in Theorem 3.6, in which the forms $\mathrm{t}_{n}$ tend to $t$ "from above" (in the sense that $\operatorname{Ret}_{n} \geqq \operatorname{Ret}$ ), the eigenvalues of $T_{n}$ should also tend to the eigenvalues of $T$ from above, at least in a region of the spectrum of $T$ consisting of isolated eigenvalues. This conjecture is wrong, however. For example, consider Example 1.19 with $\mathbf{X}=\mathrm{L}^{2}$ and $\alpha>0, \boldsymbol{x}>\mathbf{0}$. Here the operator $T(x)$ is associated with the quadratic form $\mathfrak{t}(x)[u]=2 \alpha \int_{0}^{1}\left[u^{\prime}(x) \overline{u(x)}+\varkappa\left|u^{\prime}(x)\right|^{2}\right] d x$, which is sectorial and closed for $x>0$ and which is decreasing for decreasing $x$. But the eigenvalues of $T(x)$ are given by (1.20), each of which is increasing for decreasing $\varkappa$ for sufficiently small $x$.

## §4. Asymptotic expansions for sectorial operators

1. The problem. The zeroth approximation for the resolvent

We resume the study, begun in § 2, of asymptotic expansions ${ }^{1}$ for $x \rightarrow 0$ of the resolvent $R(\zeta, x)$ and the isolated eigenvalues of an operator $T(x)$ depending on the parameter $x$. We shall again be concerned with

[^208]the case in which $T(x)$ may be written $T+\varkappa T^{(1)}$ formally, but now the exact definition of $T(x)$ will be given in terms of a sectorial form in a Hilbert space $H$.

Consider a family of sectorial forms $\mathbf{t}(x)$ in H given by

$$
\begin{equation*}
\mathbf{t}(x)=\mathbf{t}+\boldsymbol{x}^{(\mathbf{1})}, \quad 0<x \leqq 1 . \tag{4.1}
\end{equation*}
$$

Throughout the present section, we make the following fundamental assumptions.
i) $\mathbf{t}$ and $\mathbf{t}^{(\mathbf{l})}$ are densely defined, closed sectorial forms.
ii) $\mathfrak{t}^{(1)}$ has a vertex zero; $\mathfrak{t}$ has a vertex $\gamma$.
iii) $D=D(t) \cap D\left(t^{(t)}\right)$ is a core of $t$.

Again we make some comments on these assumptions. ii) is not a restrictive assumption, for if $\mathfrak{t}$ and $\mathfrak{t}^{(\mathbf{1})}$ have vertices $\gamma$ and $\gamma^{(\mathbf{1})}$, we may write $t^{(\mathbf{l})}=\gamma^{(\mathbf{1})}+\mathrm{t}^{\prime}$, where $\mathrm{t}^{\prime}$ is sectorial with a vertex 0 , and (4.1) becomes

$$
\begin{equation*}
\left.\mathbf{t}(x)=x \gamma^{(\mathbf{l}}\right)+\mathbf{t}+x \mathbf{t}^{\mathbf{\prime}} . \tag{4.2}
\end{equation*}
$$

Here the first term $x \gamma^{(\mathbf{1})}$ is a small scalar, has no importance in most problems to be considered below and may be omitted, and we may replace $t^{\prime}$ by $t^{(1)}$. Again, (4.1) implies that $D(t(x))=D(t) \cap D\left(t^{(1)}\right)=D$. If $D$ were not a core of $t$, we could replace $t$ by the closure of its restriction to $D$; this does not affect $t(x)$, while $D$ is a core of the new $t$. For the same reason we could have assumed that $D$ is also a core of $t^{(1)}$, but we need not assume this explicitly.

Since both $\mathbf{t}$ and $\mathbf{t}^{(\mathbf{1})}$ are closed sectorial, the same is true of $\mathfrak{t}(\varkappa)$ (see Theorem VI-6.1). $\mathrm{D}(\mathrm{t}(x))=\mathrm{D}$ is dense, since it is a core of the densely defined form $\mathfrak{t}$ by iii). Let $T(x)$ be the $m$-sectorial operator associated with $\mathbf{t}(x)$ by the first representation theorem. Similarly, we denote by $T$ the $m$-sectorial operator associated with $t$.

Now Theorem 3.6 is applicable to the present problem, with $\mathrm{t}_{n}$, $\mathbf{t}, T_{n}$ replaced by $\mathfrak{t}(x), \mathfrak{t}, T(x)$, respectively. It follows that $T(x)$ converges as $x \rightarrow 0$ strongly to $T$ in the generalized sense. More precisely, we have by (3.10)
(4.4) $\mathfrak{t}[R(\zeta, x) u-R(\zeta) u] \rightarrow 0, \quad \mathbf{t}\left[R(\zeta, x)^{*} u-R(\zeta)^{*} u\right] \rightarrow 0$
$x \rightarrow 0$,
(4.5) $x \mathfrak{t}^{(1)}[R(\zeta, x) u] \rightarrow 0, \quad x \mathfrak{t}^{(1)}\left[R(\zeta, x)^{*} u\right] \rightarrow 0$
$\zeta \in \Delta_{\mathrm{s}}$,
(4.5) $x \sim[R(\zeta, x) u] \rightarrow 0, x[R(\zeta, x) u] \rightarrow 0 \quad u \in \mathrm{H}$,
where we write $R(\zeta, x)=(T(x)-\zeta)^{-1}, R(\zeta)=(T-\zeta)^{-1}$ as usual. The convergences (4.3)-(4.5) are uniform in each compact subset of $\Delta_{\mathrm{s}}$. $\Delta_{\mathrm{s}}$ contains the half-plane $\operatorname{Re} \zeta<\gamma$.

In the following paragraphs we shall study under what conditions the expressions $R(\zeta, \varkappa) u$ and $(R(\zeta, \varkappa) u, v)$ admit asymptotic expansions in powers of $\varkappa$.

We write

$$
\begin{equation*}
\mathfrak{b}=\operatorname{Ret}, \mathfrak{b}^{(\mathbf{1})}=\operatorname{Ret} \mathbf{t}^{(\mathbf{l})}, \mathfrak{b}(x)=\operatorname{Ret}(x)=\mathfrak{b}+x \mathfrak{b}^{(\mathbf{1})}, \quad \xi=\operatorname{Re} \zeta, \tag{4.6}
\end{equation*}
$$ and denote by $T^{(1)}, H, H^{(1)}, H(\varkappa)$ the operators associated with $\mathfrak{t}^{(1)}$, $\mathfrak{h}, \mathfrak{h}^{(1)}, \mathfrak{h}(x)$, respectively. Also we have

$$
\begin{equation*}
|\operatorname{Imt}[u]| \leqq M(\mathfrak{b}-\gamma)[u], \quad\left|\operatorname{Im}^{(\mathbf{1})}[u]\right| \leqq M^{\prime} \mathfrak{b}^{(\mathbf{1})}[u] \tag{4.7}
\end{equation*}
$$

Where $M=\tan \theta, M^{\prime}=\tan \theta^{\prime}$ if $\theta, \theta^{\prime}$ are the semi-angles for the sectorial forms $t, t^{(1)}$. Finally we note that there need not be any simple relationship between $\mathrm{D}(T)$ and $\mathrm{D}\left(T^{(\mathbf{1})}\right.$, so that $T(x)$ need not be equal to $T+\varkappa T^{(\mathbf{1})}$.

Remark 4.1. Since $\mathrm{D}\left(\mathrm{t}^{*}\right)=\mathrm{D}(\mathrm{t})$, etc., the assumptions i) ~ iii) imply the same for their adjoint forms.

## 2. The $\mathbf{1 / 2}$-order approximation for the resolvent

Theorem 4.2. Let $\zeta \in \Delta_{\mathrm{s}}, u \in \mathrm{H}$ and $R(\zeta) u \in \mathrm{D}\left(\mathfrak{t}^{(\mathbf{l})}\right)$. Then we have as $x \rightarrow 0$

$$
\begin{gather*}
\|R(\zeta, x) u-R(\zeta) u\|=o\left(x^{1 / 2}\right),  \tag{4.8}\\
\mathbf{t}[R(\zeta, x)-R(\zeta) u]=o(x), \quad \mathfrak{t}^{(1)}[R(\zeta, x) u-R(\zeta) u]=o(1) . \tag{4.9}
\end{gather*}
$$

If $R(\zeta) u \in \mathrm{D}\left(\mathbf{t}^{(\mathbf{l})}\right)$ and $R(\zeta)^{*} v \in \mathrm{D}\left(\mathbf{t}^{(\mathbf{l})}\right)$, then
(4.10) $\quad(R(\zeta, x) u, v)=(R(\zeta) u, v)-x \mathbf{t}^{(\mathbf{l})}\left[R(\zeta) u, R(\zeta)^{*} v\right]+o(x)$.

Proof. I. Set

$$
\begin{equation*}
w=w(x)=R(\zeta, x) u-R(\zeta) u ; \tag{4.11}
\end{equation*}
$$

note that $w \in \mathrm{D}$ since $R(\zeta) u \in \mathrm{D}(T) \subset \mathrm{D}(\mathrm{t})$ and $R(\zeta) u \in \mathrm{D}\left(\mathfrak{t}^{(\mathbf{l})}\right)$ by assumption and since $R(\zeta, x) u \in \mathrm{D}(T(x)) \subset \mathrm{D}(\mathrm{t}(x))=\mathrm{D}$. Then we have

$$
\begin{align*}
& (\mathrm{t}(x)-\zeta)[w]=(\mathbf{t}(x)-\zeta)[R(\zeta, x) u-R(\zeta) u, w]  \tag{4.12}\\
& \quad=(u, w)-(u, w)-x \mathbf{t}^{(1)}[R(\zeta) u, w]=-x \mathbf{t}^{(1)}[R(\zeta) u, w] .
\end{align*}
$$

Suppose, for the moment, that $\xi=\operatorname{Re} \zeta<0$, assuming $\gamma=0$ for simplicity (which does not affect the generality). Then $\operatorname{Re}(t(x)-\zeta)=\mathfrak{b}-$ $-\xi+\varkappa \mathfrak{b}^{(1)} \geqq x \mathfrak{b}^{(1)} \geqq 0$, and (4.12) implies

$$
\begin{equation*}
x \mathfrak{b}^{(\mathbf{1})}[w] \leqq x\left|\mathfrak{t}^{(\mathbf{1})}[R(\zeta) u, w]\right| \leqq\left(1+M^{\prime}\right) x \mathfrak{b}^{(\mathbf{1})}[R(\zeta) u]^{1 / 2} \mathfrak{b}^{(\mathbf{1})}[w]^{1 / 2} \tag{4.13}
\end{equation*}
$$ [see VI-(1.15)] and hence

$$
\begin{equation*}
\mathfrak{b}^{(1)}[w] \leqq\left(1+M^{\prime}\right)^{2} \mathfrak{b}^{(1)}[R(\zeta) u] . \tag{4.14}
\end{equation*}
$$

This shows that $w=w(x)$ is bounded as $x \rightarrow 0$ with respect to the norm $\|w\|_{\mathfrak{h}^{(1)}}=\left(\mathfrak{b}^{(1)}[w]+\|w\|^{2}\right)^{1 / 2}$ by which $D\left(t^{(1)}\right)$ becomes a Hilbert space $H_{\mathfrak{t}^{(1)}}$. But we have, for any $v \in H,\left(b^{(1)}+1\right)\left[w,\left(H^{(1)}+1\right)^{-1} v\right]=(w, v) \rightarrow 0$ because $w \rightarrow 0$ by (4.3). Since $\left(H^{(1)}+1\right)^{-1} \mathrm{H}=\mathrm{D}\left(H^{(1)}\right)$ is a core of $\mathfrak{b}^{(1)}$ and hence dense in $H_{t^{(1)}}$, it follows that $w \rightarrow 0$ weakly in $H_{t^{(1)}}$. Since $t^{(\mathbf{1})}$
is a bounded form on $\mathbf{H}_{t^{(1)}}$, this implies that $t^{(1)}[R(\zeta) u, w] \rightarrow 0$. Thus the right member of (4.12) is $o(x)$.

Again taking the real part of (4.12) and noting that $\operatorname{Re}(t(x)-\zeta)[w]$ $=\mathfrak{b}[w]+(-\xi)\|w\|^{2}+x \mathfrak{b}^{(1)}[w]$, in which all three terms are nonnegative, we see that $\mathfrak{b}[w],\|w\|^{2}$ and $x \mathfrak{b}^{(1)}[w]$ are all $o(x)$. This proves (4.8) and (4.9).
II. Now (4.8), (4.9) can be extended to the general case in which $\zeta \in \Delta_{\mathrm{s}}$ and $R(\zeta) u \in \mathrm{D}\left(\mathrm{t}^{(1)}\right)$. To show this we use a version of (1.3):
(4.15) $R(\zeta, x)-R(\zeta)$

$$
=\left(1+\left(\zeta-\zeta_{0}\right) R(\zeta, x)\right)\left(R\left(\zeta_{0}, x\right)-R\left(\zeta_{0}\right)\right)\left(1+\left(\zeta-\zeta_{0}\right) R(\zeta)\right),
$$

in which we choose $\zeta_{0}$ as a fixed number with $\operatorname{Re} \zeta_{0}<0$. Set $x=(1+$ $\left.+\left(\zeta-\zeta_{0}\right) R(\zeta)\right) u$. Then we have $R\left(\zeta_{0}\right) x=R(\zeta) u \in \mathrm{D}\left(\mathfrak{t}^{(1)}\right)$ by the resolvent equation. Hence $y(x) \equiv\left(R\left(\zeta_{0}, x\right)-R\left(\zeta_{0}\right)\right) x=o\left(x^{1 / 2}\right)$ by what was proved above. Since $R(\zeta, x)$ is bounded when $x \rightarrow 0$, (4.8) follows from $(R(\zeta, x)-R(\zeta)) u=\left(1+\left(\zeta-\zeta_{0}\right) R(\zeta, x)\right) y(x)$.

To prove (4.9), we note that

$$
\begin{gather*}
\mathfrak{h}(x)[(R(\zeta, x)-R(\zeta)) u]=\mathfrak{b}(x)\left[y(x)+\left(\zeta-\zeta_{0}\right) R(\zeta, x) y(x)\right] \leqq  \tag{4.16}\\
\leqq 2 \mathfrak{h}(x)[y(x)]+2\left|\zeta-\zeta_{0}\right|^{2} \mathfrak{h}(x)[R(\zeta, x) y(x)] .
\end{gather*}
$$

We shall show that the last member of (4.16) is $o(x)$. This is true for the first term by what has already been proved. In the second term, we may replace $\mathfrak{b}(\varkappa)$ by $\mathfrak{b}(\varkappa)-\xi$ since $\|R(\zeta, \chi) y(x)\|^{2}=o(x)$ as shown above. But

$$
\begin{aligned}
& (\mathfrak{b}(x)-\xi)[R(\zeta, x) y(x)]=\operatorname{Re}(\mathfrak{t}(x)-\zeta)[R(\zeta, x) y(x)] \\
& \quad=\operatorname{Re}(y(x), R(\zeta, x) y(x)) \leqq\|R(\zeta, x)\|\|y(x)\|^{2}=o(x) .
\end{aligned}
$$

Thus (4.16) is $o(\varkappa)$ and hence (4.9) follows immediately.
III. To prove (4.10), we use the identity

$$
\begin{align*}
(w, v) & =(\mathfrak{t}-\zeta)\left[w, R(\zeta)^{*} v\right]  \tag{4.17}\\
& =(\mathfrak{t}-\zeta)\left[R(\zeta, x) u, R(\zeta)^{*} v\right]-(\mathfrak{t}-\zeta)\left[R(\zeta) u, R(\zeta)^{*} v\right] \\
& =\left(u, R(\zeta)^{*} v\right)-x \mathfrak{t}^{(\mathbf{1})}\left[R(\zeta, x) u, R(\zeta)^{*} v\right]-\left(u, R(\zeta)^{*} v\right) \\
& =-x \mathfrak{t}^{(\mathbf{1})}\left[R(\zeta) u, R(\zeta)^{*} v\right]-x \mathfrak{t}^{(\mathbf{1})}\left[w, R(\zeta)^{*} v\right] .
\end{align*}
$$

This is true since $R(\zeta)^{*} v \in \mathrm{D}$, which follows from the assumption that $R(\zeta)^{*} v \in \mathrm{D}\left(\mathbf{t}^{(\mathbf{1})}\right)$ as before. (4.10) follows from (4.17) in virtue of (4.9), which implies that $w \rightarrow 0$ in $H_{t^{(1)}}$.

## 3. The first and higher order approximations for the resolvent

Once Theorem 4.2 for the $1 / 2$-order approximation has been established, the further approximations are rather straightforward. For example, we have

Theorem 4.3. Let $\zeta \in \Delta_{\mathrm{s}}$ and $u \in \mathrm{H}$. If $R(\zeta) u \in \mathrm{D}\left(T^{(\mathbf{1})}\right)$, we have as $x \rightarrow 0$

$$
\begin{equation*}
R(\zeta, x) u=R(\zeta) u-\varkappa R(\zeta) T^{(\mathbf{1})} R(\zeta) u+o(\varkappa) \tag{4.18}
\end{equation*}
$$

If $R(\zeta) u \in \mathrm{D}\left(T^{(1)}\right)$ and $R(\zeta)^{*} v \in \mathrm{D}\left(T^{(1) *}\right)$, then

$$
\begin{align*}
& (R(\zeta, x) u, v)=(R(\zeta) u, v)-\varkappa\left(R(\zeta) T^{(1)} R(\zeta) u, v\right)+  \tag{4.19}\\
& +\varkappa^{2}\left(R(\zeta) T^{(1)} R(\zeta) u, T^{(1) *} R(\zeta)^{*} v\right)+o\left(\varkappa^{2}\right) .
\end{align*}
$$

Proof. Using the same notations as in the preceding paragraph, we have for any $v \in \mathrm{H}$

$$
\begin{align*}
& (w, v)=(\mathrm{t}(x)-\zeta)\left[w, R(\zeta, x)^{*} v\right]  \tag{4.20}\\
& =(\mathfrak{t}(x)-\zeta)\left[R(\zeta, x) u, R(\zeta, x)^{*} v\right]-(\mathrm{t}(x)-\zeta)\left[R(\zeta) u, R(\zeta, x)^{*} v\right] \\
& =\left(u, R(\zeta, x)^{*} v\right)-\left(u, R(\zeta, x)^{*} v\right)-x \mathrm{t}^{(\mathbf{1})}\left[R(\zeta) u, R(\zeta, x)^{*} v\right] \\
& =-x\left(T^{(\mathbf{1})} R(\zeta) u, R(\zeta, x)^{*} v\right)=-x\left(R(\zeta, x) T^{(\mathbf{1})} R(\zeta) u, v\right)
\end{align*}
$$

since $R(\zeta) u \in \mathrm{D}\left(T^{(1)}\right)$. Hence
(4.21) $\quad R(\zeta, x) u-R(\zeta) u=w=-\varkappa R(\zeta, x) T^{(1)} R(\zeta) u$.
(4.18) follows from (4.21) in virtue of (4.3).

Suppose now that $R(\zeta)^{*} v \in \mathrm{D}\left(T^{(1)}\right)^{*}$. Since $T^{*}, T(x)^{*}$ and $T^{(1) *}$ are the operators associated with the adjoint forms $\mathfrak{t}^{*}, \mathfrak{t}(x)^{*}$ and $\mathfrak{t}^{()^{*} *}$, respectively, application of (4.21) to these adjoint forms with $\zeta$ replaced by $\bar{\zeta}$ leads to

$$
\begin{equation*}
R(\zeta, x)^{*} v-R(\zeta)^{*} v=-\varkappa R(\zeta, x)^{*} T^{(1) *} R(\zeta)^{*} v \tag{4.22}
\end{equation*}
$$

Taking the inner product of (4.22) with $u$ and using (4.21), we obtain

$$
\begin{align*}
& (R(\zeta, x) u, v)-(R(\zeta) u, v)=-x\left(R(\zeta, x) u, T^{(1) *} R(\zeta)^{*} v\right)  \tag{4.23}\\
& =-\varkappa\left(R(\zeta) u, T^{(\mathbf{1})} R(\zeta)^{*} v\right)+\varkappa^{2}\left(R(\zeta, x) T^{(\mathbf{1})} R(\zeta) u, T^{(\mathbf{1}) *} R(\zeta)^{*} v\right),
\end{align*}
$$

from which (4.19) follows in virtue of (4.3).
Theorem 4.4. If $R(\zeta) T^{(\mathbf{1})} R(\zeta) u$ exists and belongs to $\mathrm{D}\left(\mathfrak{t}^{(\mathbf{1})}\right)$,

$$
\begin{equation*}
R(\zeta, x) u=R(\zeta) u-\varkappa R(\zeta) T^{(1)} R(\zeta) u+o\left(\varkappa^{3 / 2}\right) . \tag{4.24}
\end{equation*}
$$

$I f$, in addition, $R(\zeta)^{*} T^{(1)} * R(\zeta) * v$ exists and belongs to $\mathrm{D}\left(\mathrm{t}^{(1)}\right)$,

$$
\begin{align*}
& (R(\zeta, x) u, v)=(R(\zeta) u, v)-x\left(R(\zeta) T^{(\mathbf{1})} R(\zeta) u, v\right)+  \tag{4.25}\\
& \quad+x^{2}\left(R(\zeta) T^{(1)} R(\zeta) u, T^{(1) *} R(\zeta)^{*} v\right)- \\
& \quad-x^{3} \mathbf{t}^{(\mathbf{1})}\left[R(\zeta) T^{(\mathbf{1})} R(\zeta) u, R(\zeta)^{*} T^{(1) *} R(\zeta)^{*} v\right]+o\left(x^{3}\right) .
\end{align*}
$$

Proof. (4.24) follows by applying (4.8) to the right member of (4.21). To prove (4.25), it suffices to apply (4.10) to the last term of (4.23) [with $u, v$ replaced by $T^{(\mathbf{1})} R(\zeta) u, T^{(\mathbf{1}) *} R(\zeta)^{*} v$, respectively].

It is now easy to see how further approximations should proceed. It will not be necessary to write them down explicitly.

Problem 4.5. If $R(\zeta) T^{(1)} R(\zeta) u$ exists and belongs to $\mathrm{D}\left(\mathbf{t}^{(1)}\right)$ and if $R(\zeta) * v \in$ $\in D\left(t^{(1)}\right)$, then

$$
\begin{align*}
(R(\zeta, x) u, v)= & (R(\zeta) u, v)-\varkappa\left(R(\zeta) T^{(1)} R(\zeta) u, v\right)+  \tag{4.26}\\
& +\varkappa^{2} t^{(1)}\left[R(\zeta) T^{(1)} R(\zeta) u, R(\zeta)^{*} v\right]+o\left(x^{2}\right) .
\end{align*}
$$

Remark 4.6. All the above formulas are, in spite of their different forms, essentially the second Neumann series for the resolvent, which may be written formally

$$
\begin{equation*}
R(\zeta, x)=R(\zeta)-\varkappa R(\zeta) T^{(\mathbf{1})} R(\zeta)+\varkappa^{2} R(\zeta) T^{(\mathbf{1})} R(\zeta) T^{(\mathbf{1})} R(\zeta)+\cdots \tag{4.27}
\end{equation*}
$$

For example, the coefficient of $x^{3}$ in (4.25) is formally equal to

$$
\begin{align*}
-\mathfrak{t}^{(1)}\left[R(\zeta) T^{(1)} R(\zeta)\right. & \left.u, R(\zeta) * T^{(1) *} R(\zeta)^{*} v\right]  \tag{4.28}\\
& =-\left(T^{(1)} R(\zeta) T^{(1)} R(\zeta) u, R(\zeta) * T^{(1) *} R(\zeta) * v\right) \\
& =-\left(R(\zeta) T^{(1)} R(\zeta) T^{(1)} R(\zeta) T^{(1)} R(\zeta) u, v\right)
\end{align*}
$$

corresponding to the coefficient of $\varkappa^{3}$ in (4.27). Actually (4.28) is correct only when $T^{(1)} R(\zeta) T^{(1)} R(\zeta) T^{(1)} R(\zeta) u$ makes sense. The left member of (4.28) exists, however, without assuming so much on $u$ if we impose on $v$ the assumptions stated. The formula (4.25) is particularly useful when $t$ and $t^{(1)}$ are symmetric and $\zeta$ is real; then $T^{(1) *}=T^{(1)}, R(\zeta)^{*}=R(\zeta)$ so that it is valid for $v=u$ if we assume only that $R(\zeta) T^{(1)} R(\zeta) u \in \mathrm{D}\left(\mathbf{t}^{(1)}\right)$. A similar remark applies to all the other formulas.

Example 4.7. Consider the differential operator

$$
\begin{equation*}
T(x)=-d^{2} / d x^{2}+q(x)+x q^{(1)}(x), \quad 0 \leqq x<\infty, \tag{4.29}
\end{equation*}
$$

with the boundary condition $u(0)=0 . T(x)$ is associated with the quadratic form

$$
\begin{equation*}
\mathbf{t}(x)[u]=\int_{0}^{\infty}\left[\left|u^{\prime}(x)\right|^{2}+q(x)|u(x)|^{2}+x q^{(1)}(x)|u(x)|^{2}\right] d x \tag{4.30}
\end{equation*}
$$

This example is a version of Example 3.7 with a continuous parameter $\varkappa$ rather than a discrete one $n$. If $q(x)$ satisfies the assumptions of Theorem VI-4.2 and if $q^{(1)}(x)$ is nonnegative and locally integrable, $T(x)$ is selfadjoint and the above results are applicable. The zeroth approximation (4.3) for the resolvent is valid for every $u \in H=L^{2}(0, \infty)$, the $1 / 2$-order approximation (4.8) is true if $R(\zeta) u \in \mathrm{D}\left(\mathbf{t}^{(1)}\right)$, that is, if

$$
\begin{equation*}
\int_{0}^{\infty} q^{(1)}(x)|R(\zeta) u(x)|^{2} d x<\infty \tag{4.31}
\end{equation*}
$$

and the first order approximations (4.18) and (4.19) with $v=u$ are valid if $R(\zeta) u \in$ $\in D\left(T^{(1)}\right)$, that is if

$$
\begin{equation*}
\int_{0}^{\infty} q^{(1)}(x)^{2}|R(\zeta) u(x)|^{2} d x<\infty \tag{4.32}
\end{equation*}
$$

and so on.
Suppose, in particular, that $q(x) \rightarrow 0$ as $x \rightarrow \infty$, as is often the case in the Schrödinger operators. $w=R(\zeta) u$ is the solution of $(T-\zeta) w=u$ or

$$
\begin{equation*}
-w^{\prime \prime}+q(x) w-\zeta w=u(x), \quad w(0)=0 \tag{4.33}
\end{equation*}
$$

If $\zeta$ is real and negative, it can be shown that the solution $w(x)$ of (4.33) belonging to $L^{2}$ must decrease in magnitude very rapidly as $x \rightarrow \infty$, provided this is the case with $u(x)$. In such cases (4.31) and (4.32) are satisfied even when $\left|q^{(1)}(x)\right|$ is large as $x \rightarrow \infty$.
$q^{(1)}(x)$ may also have a rather strong singularity at $x=0$. If $q(x)$ is $o\left(x^{-2}\right)$ as $x \rightarrow 0, w(x)=R(\zeta) u(x)$ is $O(x)$. In order that (4.31) be satisfied, therefore, $q^{(1)}(x)$ need only be of the order $O\left(x^{-3+\varepsilon}\right)$ with $\varepsilon>0$. Similarly, a singularity of $O\left(x^{-1.5+\varepsilon}\right)$ is allowed to $q^{(1)}(x)$ for (4.32) to be satisfied. Thus the above results are quite
satisfactory when applied to problems of this kind. A similar remark applies to the perturbation of Schrödinger operators in three or higher dimensional spaces.

Example 4.8. Consider the operator

$$
\begin{equation*}
T(x)=-\alpha d^{2} / d x^{2}+\varkappa d^{4} / d x^{4}, \quad 0 \leqq x \leqq 1, \tag{4.34}
\end{equation*}
$$

of Example 1.20. $T(x)$ is the operator associated with the form $t(x)$ of (3.22). The zeroth order approximation $R(\zeta, x) u \rightarrow R(\zeta) u$ is again true for any $u \in \mathrm{H}$ $=\mathrm{L}^{2}(0,1)$. The assumption of Theorem 4.2 for the $1 / 2$-order approximation requires that $w=R(\zeta) u \in \mathrm{D}\left(\mathfrak{t}^{(1)}\right)$, that is, $w(x)$ be twice differentiable and satisfy the boundary condition $w(0)=w^{\prime}(0)=w(1)=w^{\prime}(1)=0$. The differentiability is automatically satisfied since $w(x)$ is the solution of $(T-\zeta) w=u$, which is a second order differential equation. Also the boundary conditions inherent in $T$ imply that $w(0)=w(1)=0$, but the remaining conditions $w^{\prime}(0)=w^{\prime}(1)=0$ are satisfied only in exceptional cases. A necessary and sufficient condition for this is given by

$$
\begin{equation*}
\int_{0}^{1} e^{ \pm(-\zeta)^{1 / 2} x} u(x) d x=0, \tag{4.35}
\end{equation*}
$$

for the required condition means that $u$ is in the range of the restriction $T_{0}-\zeta$ of $T-\zeta$ with the stated four boundary conditions, and this is true only if $u$ is orthogonal to the null space of $\left(T_{0}-\zeta\right)^{*}$. But $T_{0}^{*}$ is simply the differential operator $-d^{2} / d x^{2}$ without any boundary condition, so that the null space in question is spanned by the two functions $e^{ \pm(-\bar{\zeta})^{1 / 2} x}$.

Thus we conclude that "in general" the estimates (4.8) - (4.10) are not valid. For example if $u(x)=1$ and $\zeta=0$, we have

$$
\begin{align*}
f(x) & \equiv R(0, x) u(x)  \tag{4.36}\\
& =\frac{x(1-x)}{2 \alpha}-\frac{\sinh \frac{1}{2} \sqrt{\frac{\alpha}{x}}\left[\cosh \frac{1}{2} \sqrt{\frac{\alpha}{x}}-\cosh \sqrt{\frac{\alpha}{x}}\left(x-\frac{1}{2}\right)\right]}{\alpha \sqrt{\frac{\alpha}{x}}\left(\cosh \sqrt{\frac{\alpha}{x}}-1\right)} .
\end{align*}
$$

It is true that this function has the asymptotic expansion

$$
\begin{equation*}
f(x)=\frac{x(1-x)}{2 \alpha}-\frac{1}{2 \alpha} \sqrt{\frac{x}{\alpha}}+\cdots, \frac{x(1-x)}{2 \alpha}=T^{-1} u(x), \tag{4.37}
\end{equation*}
$$

for each fixed $x$ such that $0<x<1$, the remainder . . . being smaller than any finite power of $x$ as $x \rightarrow 0$. But this remainder is not quite so small in the whole interval $(0,1)$. In fact, a simple calculation shows that it is exactly of the order $\boldsymbol{x}^{3 / 4}$ in norm. Thus

$$
\begin{equation*}
R(0, x) u=T^{-1} u-\frac{1}{2 \alpha} \sqrt{\frac{\varkappa}{\alpha}}+O\left(\varkappa^{3 / 4}\right), \tag{4.38}
\end{equation*}
$$

the order $x^{3 / 4}$ being exact. A similar result can be expected for any other $u(x)$ if it is at least smooth enough on $[0,1]$. In this way we see that a satisfactory asymptotic expansion is impossible in this example, at least if one is concerned with the global behavior of the function $R(\zeta, x) u$.

It is known, on the other hand, that the scalar quantity of the form ( $R(\zeta, x) u, v$ ) admits an asymptotic expansion in powers of $x^{1 / 2}$ to any order if $u(x), v(x)$ are sufficiently smooth. Of course our general theorems proved above are not capable of dealing with such asymptotic expansion in fractional powers ${ }^{1}$ of $\varkappa$.
${ }^{1}$ The appearance of fractional powers of $x$ is quite common in the singular perturbation theory of differential operators; see references on footnote ${ }^{1}$ of p. 442.

## 4. Asymptotic expansions for eigenvalues and eigenvectors

Let us now consider an isolated eigenvalue $\lambda$ of $T$ with finite multiplicity $m$ and assume that $\lambda$ is stable with respect to the perturbation $T \rightarrow T(x)$ (in the sense of $\S 1.4$ ). Since $T(x)$ converges to $T$ strongly in the generalized sense, there are exactly $m$ (repeated) eigenvalues of $T(x)$ in the neighborhood of $\lambda$ and these eigenvalues tend as $x \rightarrow 0$ to $\lambda$ (see § 3.5).

We denote by $\mu_{j}(x), j=1, \ldots, m$, these (repeated) eigenvalues of $T(x)$, and follow the notations of $\S \S 2.3-2.4$ for other related quantities.

Theorem 4.9. Let the eigenvalue $\lambda$ of $T$ be semisimple and let the ranges of $P$ and $P^{*}$ be contained in $\mathrm{D}\left(\mathbf{t}^{(\mathrm{l})}\right)$. Then the eigenvalues $\mu_{j}(x)$ admit the asymptotic expansions

$$
\begin{equation*}
\mu_{j}(x)=\lambda+\varkappa \mu_{j}^{(1)}+o(x), \quad j=1, \ldots, m, \tag{4.39}
\end{equation*}
$$

where $\mu_{j}^{(1)}, j=1, \ldots, m$, are the eigenvalues of the sesquilinear form $\mathfrak{t}^{(\mathbf{l})}\left[P u, P^{*} v\right]$ considered in the m-dimensional space PH (see Remark 4.11 below). The total projection $P(x)$ for these $m$ eigenvalues $\mu_{j}(x)$ has the property that

$$
\begin{equation*}
\|P(\varkappa)-P\|=o\left(\varkappa^{1 / 2}\right) . \tag{4.40}
\end{equation*}
$$

Remark 4.10. If t is symmetric (so that $T$ is selfadjoint), $P^{*}=P$ and the assumptions reduce to $P \mathrm{HCD}\left(\mathrm{t}^{(1)}\right)$.

Remark 4.11. Let $\mathfrak{t}$ be an arbitrary sesquilinear form in $H$. Let $P$ be a projection such that both $P \mathrm{H}$ and $P^{*} \mathrm{H}$ are contained in $\mathrm{D}(\mathrm{t})$. Then $\mathrm{t}_{P}[u, v]=\mathbf{t}\left[P u, P^{*} v\right]$ defines a form $\mathrm{t}_{P}$ with domain H . It is easy to prove that $\mathbf{t}_{P}$ is bounded if $\operatorname{dim} P=m<\infty$. Thus there exists an operator $T_{P} \in \mathscr{B}(\mathrm{H})$ such that $\mathrm{t}_{P}[u, v]=\left(T_{P} u, v\right)$ for all $u, v \in \mathrm{H}$. Since $\mathfrak{t}_{P}[P u, v]=\mathbf{t}_{P}[u, v]=\mathfrak{t}_{P}\left[u, P^{*} v\right]$ for all $u, v$, it follows that $T_{P} P$ $=T_{P}=P T_{P}$. Thus the subspace $\mathrm{M}=P \mathrm{H}$ is invariant under $T_{P}$. The eigenvalues of $T_{P}$ considered in $M$ will be called the eigenvalues of the form $t_{P}$ in $M$.

If t is closed sectorial and if $P \mathrm{H} \subset \mathrm{D}(T)$, where $T=T_{\mathrm{t}}$ is the operator associated with t , it can be readily seen that $T_{P}=P T P$. In general, however, $P T P$ need not be defined on a sufficiently wide domain.

Proof of Theorem 4.9. I. First we note that [for notation see (2.18)]

$$
\begin{equation*}
R(\zeta, \varkappa) P-R(\zeta) P=o\left(\varkappa^{1 / 2}\right)_{\mathrm{u}}, \quad \zeta \in \Delta_{\mathrm{s}}, \tag{4.41}
\end{equation*}
$$

$o\left(\varkappa^{1 / 2}\right)_{\mathrm{u}}$ being uniform on any compact subset $\Gamma$ of $\Delta_{\mathrm{s}}$. (4.41) follows from the fact that $u \in P \mathrm{H}$ implies $R(\zeta) u=(\lambda-\zeta)^{-1} u \in \mathrm{D}\left(\mathrm{t}^{(\mathbf{1})}\right)$ so that $R(\zeta, x) u-R(\zeta) u=o\left(x^{1 / 2}\right)$ by (4.8) [cf. the proof of (2.20)]. The uniformity in $\zeta \in \Gamma$ can be proved easily by using (4.15). Taking as $\Gamma$ the circle $|\zeta-\lambda|=r$ and integrating (4.41) on $\Gamma$, we thus obtain

$$
\begin{equation*}
P(\varkappa) P-P=o\left(\varkappa^{1 / 2}\right)_{u} . \tag{4.42}
\end{equation*}
$$

Since $\bar{\lambda}$ is a stable eigenvalue of $T^{*}$ by the remark given in $\S 3.5$, we have a result similar to (4.42) with $P$ and $P(x)$ replaced by the adjoints $P^{*}$ and $P(x)^{*}$, respectively. Taking the adjoint of this formula, we have

$$
\begin{equation*}
P P(\varkappa)-P=o\left(\varkappa^{1 / 2}\right)_{\mathrm{u}} . \tag{4.43}
\end{equation*}
$$

It follows from (4.42) and (4.43), using an argument similar to the one used in the proof of (2.41), that $Q(\varkappa) \equiv P(\varkappa)-P=o\left(\varkappa^{1 / 2}\right)_{u}$. This proves (4.40).
II. We now introduce the operator $U(x)$ defined by (2.42) and consider the operator $U(x)^{-1} R(\zeta, x) U(x) P$. Recalling that $U(x) P=P(x) U(x)$ [see (2.45)], that $Q(x)^{2}=(P(x)-P)^{2}=o(x)_{\mathrm{u}}$ commutes with both $P$ and $P(x)$, and that $P(x)$ commutes with $R(\zeta, x)$, and noting (2.42) and (2.44), we have
$U(x)^{-1} R(\zeta, x) U(x) P=U(x)^{-1} P(x) R(\zeta, x) P(x) U(x)$
$=\left(1+o(x)_{\mathrm{u}}\right) P P(x) R(\zeta, x) P(x) P\left(1+o(x)_{\mathrm{u}}\right)$
$=P P(x) R(\zeta, x) P+o(x)_{u}$
$=P P(x) P P R(\zeta, x) P+P P(x)(1-P)(1-P) R(\zeta, x) P+o(x)_{\mathrm{u}}$.
The second term on the right is $o(x)_{\mathrm{u}}$; this is seen by noting that $P P(x)$. $\cdot(1-P)=P(P(x)-P)(1-P)=o\left(x^{1 / 2}\right)_{\mathrm{u}}$ by $(4.40)$ and $(1-P) R(\zeta, x) P$ $=(1-P)(R(\zeta, x)-R(\zeta)) P=o\left(x^{1 / 2}\right)_{u}$ by (4.41). In the first term we note that $P P(x) P=P-P Q(x)^{2}=P+o(x)_{\mathrm{u}}$. Hence

$$
\begin{equation*}
U(x)^{-1} R(\zeta, x) U(x) P=P R(\zeta, x) P+o(x)_{\mathrm{u}} . \tag{4.45}
\end{equation*}
$$

The first term on the right of (4.45) can be calculated by using (4.10). Replacing $u, v$ respectively by $P u, P^{*} v$ in (4.10), we obtain

$$
\begin{align*}
& (P R(\zeta, x) P u, v)=\left(R(\zeta, x) P u, P^{*} v\right)  \tag{4.46}\\
& \quad=(\lambda-\zeta)^{-1}(P u, v)-x(\lambda-\zeta)^{-2} \mathfrak{t}^{(1)}\left[P u, P^{*} v\right]+o(x) .
\end{align*}
$$

Since $\operatorname{dim} P<\infty$, this gives

$$
\begin{equation*}
P R(\zeta, x) P=(\lambda-\zeta)^{-1} P-x(\lambda-\zeta)^{-2} T_{P}^{(1)}+o(x)_{\mathrm{u}} \tag{4.47}
\end{equation*}
$$

where $T_{P}^{(1)}$ is the bounded operator associated with the form $\mathfrak{t}_{P}^{(1)}[u, v]$ $=\mathfrak{t}^{(1)}\left[P u, P^{*} v\right]$ (see Remark 4.11).

Substitution of (4.47) into (4.45) gives an expansion similar to (2.24), and the expansion (4.39) for $\mu_{j}(x)$ follows as in the proof of Theorem 2.6.

We proceed to the expansion of the eigenvalues $\mu_{j}(x)$ up to the second order in $\varkappa$.

Theorem 4.12. In Theorem 4.9 assume further that $P \mathrm{H} \subset \mathrm{D}\left(T^{(1)}\right)$ and $P^{*} \mathrm{H} \subset \mathrm{D}\left(T^{(\mathbf{1}) *}\right)$. If the (distinct) eigenvalues $\lambda_{j}, j=1, \ldots, s$, of $T_{P}^{(1)}$ are semisimple, then all the results of Theorem 2.9 are true.

Remark 4.13. The operator [ $\left.P T^{(\mathbf{1})}\right]$ of Theorem 2.9 is here equal to $\left(T^{(1) *} P^{*}\right)^{*}$; note that $T^{(1) *} P^{*} \in \mathscr{B}(\mathrm{H})$ by the assumption $P^{*} \mathrm{H} \subset \mathrm{D}\left(T^{(1) *}\right)$.

Proof of Theorem 4.12. If $u \in P \mathrm{H}$ we have $R(\zeta) u=(\lambda-\zeta)^{-1} u \in \mathrm{D}\left(T^{(1)}\right)$, so that we have the expansion (4.18) for $R(\zeta, \varkappa) u$. The $o(x)$ on the right of (4.18) is uniform in $\zeta$ on any compact subset of $\Delta_{\mathrm{s}}$, as is seen from (4.21) and Lemma III-3.7. Considering that $\operatorname{dim} P<\infty$, we again obtain the formula (2.20) for $R(\zeta, x) P$.

Considering the adjoints $R(\zeta)^{*}$ etc., we arrive at the same formula (2.20) with $P, R(\zeta), \ldots$ replaced by $P^{*}, R(\zeta)^{*}, \ldots$ Taking the adjoint of this result, we obtain the formula (2.35) for $P R(\zeta, x)$, with $o(x)_{\text {s }}$ replaced by $o(x)_{u}$.

Once we have these two expressions, the proof of Theorem 2.9 can be applied without change to deduce the required results.

Remark 4.14. In the same way we could proceed to the expansion of the eigenvalues and eigenvectors to higher orders of $\varkappa$. We shall not give the details ${ }^{1}$, for the second approximation for the eigenvalues is sufficient for most problems in application. It will only be noted that, in view of the formal expansion of $\lambda(x)$ in which the third coefficient $\lambda^{(3)}$ contains the term $\operatorname{tr} T^{(1)} S T^{(1)} S T^{(1)} P=\mathfrak{t}^{(1)}\left[S T^{(1)} \varphi, S^{*} T^{(1) *} \varphi\right]$ (assuming $m=1$ ), we have to assume that

$$
\begin{equation*}
S T^{(\mathbf{l})} P \times \subset \mathrm{D}\left(\mathbf{t}^{(\mathbf{l})}\right), \quad S^{*} T^{(\mathbf{1}) *} P^{*} \times \subset \mathrm{D}\left(\mathbf{t}^{(\mathbf{1})}\right), \tag{4.48}
\end{equation*}
$$

in order to obtain the expansion of the eigenvalues up to the order $\varkappa^{3}$. Similarly, the expansion of the eigenvalues up to the order $\varkappa^{4}$ would require the existence of

$$
\begin{equation*}
T^{(\mathbf{1})} S T^{(\mathbf{1})} P, \quad T^{(\mathbf{1}) *} S^{*} T^{(\mathbf{1}) *} P^{*} \in \mathscr{B}(\mathrm{H}) . \tag{4.49}
\end{equation*}
$$

Example 4.15. Consider the differential operator $T(x)$ given by (4.29) with the boundary condition $\boldsymbol{u}(0)=0$ (see Example 4.7). To be definite, assume that the real-valued unperturbed potential $q(x)$ tends to zero as $x \rightarrow \infty$. Then it is well known that the unperturbed operator $T$ has only negative eigenvalues, which are all isolated. Let $\lambda$ be one of them and let $\varphi$ be the associated eigenfunction ( $\lambda$ is simple). Since the associated eigenprojection $P$ is the orthogonal projection on the one-dimensional subspace spanned by $\varphi$, Theorem 4.9 is applicable to $\lambda$ if

$$
\begin{equation*}
\int_{0}^{\infty} q^{(1)}(x)|\varphi(x)|^{2} d x<\infty \tag{4.50}
\end{equation*}
$$

Similarly, Theorem 4.12 is applicable if (note that $P$ and $T^{(1)}$ are selfadjoint here)

$$
\begin{equation*}
\int_{0}^{\infty} q^{(1)}(x)^{2}|\varphi(x)|^{2} d x<\infty \tag{4.51}
\end{equation*}
$$

In other words, we have the expansion of $\lambda(\varkappa)$ up to the order $\varkappa$ if (4.50) is satisfied, and up to the order $\varkappa^{2}$ if (4.51) is satisfied.

It is well known, however, that $\varphi(x)$ behaves like $x$ as $x \rightarrow 0$ and like $\exp \left[-(-\lambda)^{1 / 2} x\right]$ as $x \rightarrow \infty$ [more precise behavior depends on $\left.q(x)\right]$. Therefore,

[^209](4.50) and (4.51) are very weak conditions on $q^{(1)}$. For example, (4.50) is satisfied if $q^{(1)}(x)$ is $O\left(x^{-3+\varepsilon}\right)$ as $x \rightarrow 0$ and $O\left(x^{n}\right)$ as $x \rightarrow \infty$ with any $n$. Also it can be seen that the conditions (4.48) and (4.49) are satisfied under very general conditions on $q^{(1)}$; it suffices to note that $w=S T^{(1)} \varphi$ is the solution of the differential equation $-w^{\prime \prime}+q(x) w-\lambda w=\psi(x)$ with the auxiliary condition $(w, \varphi)=0$, where $\psi=(1-P) T^{(1)} \varphi$ [that is, $\psi(x)=q^{(1)}(x) \varphi(x)-c \varphi(x)$ with $c$ given by (4.50)].

## § 5. Spectral concentration <br> 1. Unstable eigenvalues

In considering the perturbation of an isolated eigenvalue $\lambda$, we have assumed that $\lambda$ is stable under the perturbation in question (see $\S \S 1.4$, $2.3,2.4,3.5,4.4$ ). Some sufficient conditions for the stability have been given, but these are not always satisfied. It happens very often that a given eigenvalue $\lambda$ is not stable; then the spectrum of the perturbed operator can behave in various ways and it would be difficult to give a general account of its behavior.

If we restrict ourselves to selfadjoint operators, the most common phenomenon with an unstable eigenvalue $\lambda$ is the absorption of $\lambda$ by the continuous spectrum: the perturbed operator has a continuous spectrum that covers an interval containing $\lambda$ and has no eigenvalue near $\lambda^{1}$. In such a case it does not make sense to speak of "the perturbation of the eigenvalue $\lambda^{\prime \prime}$.

Nevertheless it is often possible to compute the formal series for the "perturbed eigenvalue $\lambda(x)$ " according to the formulas given in Chapter VII, at least up to a certain order in $\varkappa$. The question arises, then, as to what such a series means.

It has been suggested that, although the spectrum of the perturbed operator is continuous, there is a concentration of the spectrum at the points represented by these pseudo-eigenvalues computed according to the formal series.

It is the purpose of this section to give a definition of "concentration" and to prove some theorems showing that such concentration does exist exactly where the pseudo-eigenvalues lie ${ }^{2}$.

[^210]
## 2. Spectral concentration

Let H be a Hilbert space and $\left\{H_{n}\right\}$ a sequence of selfadjoint operators in H , with the associated spectral families $\left\{E_{n}(\lambda)\right\}$. We denote by $E_{n}(\mathrm{~S})$ the spectral measure ${ }^{1}$ constructed from $E_{n}(\lambda)$, where $S$ varies over subsets of the real line $R$. (In what follows all subsets of $R$ considered are assumed to be Borel sets.)

Let $\mathrm{S}_{n} \subset \mathrm{R}, n=1,2, \ldots$ We say that the spectrum of $H_{n}$ is (asymptotically) concentrated on $S_{n}$ if

$$
\begin{equation*}
E_{n}\left(\mathrm{~S}_{n}\right) \underset{\mathrm{s}}{\rightarrow} 1, \quad n \rightarrow \infty, \tag{5.1}
\end{equation*}
$$

or, equivalently,

$$
\begin{equation*}
E_{n}\left(\mathrm{R}-\mathrm{S}_{n}\right) \underset{\mathrm{s}}{ } 0, \tag{5.2}
\end{equation*}
$$

where $\mathrm{R}-\mathrm{S}_{n}$ is the complementary set of $\mathrm{S}_{n}$ with respect to R . Here $\mathrm{S}_{n}=\mathrm{S}$ may be independent of $n$; then we say that the spectrum of $H_{n}$ is concentrated on S . It is obvious that if the spectrum of $H_{n}$ is concentrated on $\mathrm{S}_{n}$, it is concentrated on any $\mathrm{S}_{n}^{\prime}$ such that $\mathrm{S}_{n} \subset \mathrm{~S}_{n}^{\prime}$.

Thus spectral concentration is an asymptotic notion related to a given sequence (or a family) $\left\{H_{n}\right\}$ of operators; it does not make sense to speak of spectral concentration for a single operator $H$ (except in the trivial special case of a sequence $\left\{H_{n}\right\}$ in which all $H_{n}$ are equal to $H$ ).

More generally, we shall say that the part of the spectrum of $H_{n}$ in a subset T of R is (asymptotically) concentrated on $\mathrm{S}_{n}$ if

$$
\begin{equation*}
E_{n}\left(\mathrm{~T}-\mathrm{S}_{n}\right) \underset{\mathrm{s}}{ } 0, \tag{5.3}
\end{equation*}
$$

where $\mathrm{T}-\mathrm{S}_{n}=\mathrm{T} \cap\left(\mathrm{R}-\mathrm{S}_{n}\right)$ (the $\mathrm{S}_{n}$ need not be subsets of T ). It is obvious that (5.2) implies (5.3) for any T because $E_{n}\left(\mathrm{~T}-\mathrm{S}_{n}\right) \leqq$ $\leqq E_{n}\left(\mathrm{R}-\mathrm{S}_{n}\right)$. If, conversely, the parts of the spectrum of $H_{n}$ in T and in R - T are concentrated on $S_{n}$, then the spectrum is concentrated on $\mathrm{S}_{n}$, for $E_{n}\left(\mathrm{R}-\mathrm{S}_{n}\right)=E_{n}\left(\mathrm{~T}-\mathrm{S}_{n}\right)+E_{n}\left(\mathrm{R}-\mathrm{T}-\mathrm{S}_{n}\right)$. For this reason it suffices, for most purposes, to consider concentration with respect to some given set T.

A basic result for spectral concentration is given by
Theorem 5.1. Let $H_{n \rightarrow} \rightarrow H$ in the generalized sense, where $H$ is selfadjoint. Let $\mathrm{S} \subset \mathrm{R}$ be an open set containing $\Sigma(H)$. Then the spectrum of $H_{n}$ is asymptotically concentrated on S . Furthermore, we have $E_{n}(\mathrm{~S} \cap \mathrm{I}) \rightarrow E(\mathrm{I})$ for any interval I if the end points of I are not eigenvalues of $H$ ( $E$ denotes the spectral measure for $H$ ).

[^211]Proof. The open set $S$ is the union of at most a countable number of disjoint open intervals $\mathrm{I}_{k}$, all of which are finite except possibly one or two. $\Sigma(H) \subset \mathrm{S}$ implies that $\sum_{k} E\left(\mathrm{I}_{k}\right)=E(\mathrm{~S})=1$, in which the series converges in the strong sense. Hence the span of the subspaces $E\left(\mathrm{I}_{k}\right) \mathrm{H}$ is dense in H . In order to prove (5.1), therefore, it suffices to show that $E_{n}(\mathrm{~S}) u \rightarrow u$ whenever $u \in E\left(\mathrm{I}_{k}\right) \mathrm{H}$ for some $k$.

First assume that $\mathrm{I}_{k}=\left(a_{k}, b_{k}\right)$ is finite. Then $a_{k}, b_{k}$ belong to $\mathrm{P}(H)$, for they cannot belong to $\Sigma(H)$. Thus there are $a_{k}^{\prime}, b_{k}^{\prime}$ such that $a_{k}<$ $<a_{k}^{\prime}<b_{k}^{\prime}<b_{k}$ and the two intervals $\left[a_{k}, a_{k}^{\prime}\right],\left[b_{k}^{\prime}, b_{k}\right]$ are subsets of $\mathrm{P}(H)$. On setting $\mathrm{I}_{k}^{\prime}=\left(a_{k}^{\prime}, b_{k}^{\prime}\right)$, we have $E\left(\mathrm{I}_{k}\right)=E\left(\mathrm{I}_{k}^{\prime}\right)$ and so $E_{n}\left(\mathrm{I}_{k}^{\prime}\right) u$ $=E_{n}\left(b_{k}^{\prime}-0\right) u-E_{n}\left(a_{k}^{\prime}\right) u \rightarrow E\left(b_{k}^{\prime}\right) u-E\left(a_{k}^{\prime}\right) u=E\left(\mathrm{I}_{k}^{\prime}\right) u=E\left(\mathrm{I}_{k}\right) u=u$ (see Theorem 1.15 and the attached footnote). Since $I_{k}^{\prime} \subset S$, we have $E_{n}\left(\mathrm{I}_{k}^{\prime}\right) \leqq E_{n}(\mathrm{~S})$ and so $E_{n}(\mathrm{~S}) u \rightarrow u$, as we wished to show.

When $\mathrm{I}_{k}$ is not a finite interval, we need a slight modification in the above proof. If, for example, $b_{k}=\infty$, we set $b_{k}^{\prime}=\infty$; then $E_{n}(\infty) u$ $=u=E(\infty) u$ and the above proof goes through.

The last assertion of the theorem follows from $E_{n}(\mathrm{~S} \cap \mathrm{I})=E_{n}(\mathrm{~S}) E_{n}(\mathrm{I})$


## 3. Pseudo-eigenvectors and spectral concentration

Theorem 5.1 shows that if $H_{n} \rightarrow H$ in the generalized sense, the spectrum of $H_{n}$ is asymptotically concentrated on any neighborhood of $\Sigma(H)$. In particular let $\lambda$ be an isolated eigenvalue of $H$ with isolation distance $d$, and let $\mathrm{I}=(\lambda-d / 2, \lambda+d / 2)$. Then the part of the spectrum of $H_{n}$ in I is asymptotically concentrated on an arbitrarily small neighborhood of $\lambda$ [see (5.3)].

We shall now sharpen this result by localizing the concentration to a smaller interval (or intervals) depending on $n$, under some additional assumptions.

Theorem 5.2. Let $H_{n \rightarrow} \rightarrow H$ in the generalized sense, and let $\lambda$ and I be as above. Let $P$ be the eigenprojection of $H$ for $\lambda$ and let $\operatorname{dim} P=m<\infty$. Suppose there exist $m$ sequences of "pseudo-eigenvalues" $\left\{\lambda_{j n}\right\}$ and " $p$ seudoeigenvectors" $\left\{\varphi_{j n}\right\}$ of $H_{n}, j=1, \ldots, m$, such that

$$
\begin{equation*}
\left\|\left(H_{n}-\lambda_{j n}\right) \varphi_{i n}\right\|=\varepsilon_{j n} \rightarrow 0, \quad \varphi_{j n} \rightarrow \varphi_{j}, \quad n \rightarrow \infty, \tag{5.4}
\end{equation*}
$$

where $\varphi_{1}, \ldots, \varphi_{m}$ form a basis of $P \mathrm{H}$ with $\left\|\varphi_{j}\right\|=1$. Then the part of the spectrum of $H_{n}$ in I is asymptotically concentrated on the union of $m$ intervals $\mathrm{I}_{j n}=\left(\lambda_{j n}-\alpha_{n} \varepsilon_{j n}, \lambda_{j n}+\alpha_{n} \varepsilon_{j n}\right)$, where $\left\{\alpha_{n}\right\}$ is any sequence of positive numbers such that $\alpha_{n} \rightarrow \infty$.

Proof. (5.4) implies that

$$
\begin{aligned}
\varepsilon_{j n}^{2} & =\int_{-\infty}^{\infty}\left(\mu-\lambda_{j n}\right)^{2} d\left(E_{n}(\mu) \dot{\varphi}_{j n}, \varphi_{j n}\right) \geqq \\
& \geqq \alpha_{n}^{2} \varepsilon_{j n}^{2} \int_{\mu \llbracket \mathrm{I}_{j n}} d\left(E_{n}(\mu) \varphi_{j n}, \varphi_{j n}\right) \\
& =\alpha_{n}^{2} \varepsilon_{j n}^{2}\left\|\left(1-E_{n}\left(\mathrm{I}_{j n}\right)\right) \varphi_{j n}\right\|^{2} .
\end{aligned}
$$

Hence $\left\|\left(1-E_{n}\left(\mathrm{I}_{j_{n}}\right)\right) \varphi_{j n}\right\| \leqq 1 / \alpha_{n} \rightarrow 0, n \rightarrow \infty$. Since $\|\left(1-E_{n}\left(\mathrm{I}_{j n}\right)\right)$. $\cdot\left(\varphi_{j n}-\varphi_{j}\right)\|\leqq\| \varphi_{j n}-\varphi_{j} \| \rightarrow 0$, it follows that

$$
\begin{equation*}
\left(1-E_{n}\left(\mathrm{I}_{j n}\right)\right) \varphi_{j} \rightarrow 0, \quad n \rightarrow \infty . \tag{5.5}
\end{equation*}
$$

If we denote by $\mathrm{I}_{n}$ the union of $\mathrm{I}_{1 n}, \ldots, \mathrm{I}_{m n}$, then $1-E_{n}\left(\mathrm{I}_{n}\right) \leqq 1-$ $-E_{n}\left(\mathrm{I}_{j n}\right)$ and so (5.5) implies $\left(1-E_{n}\left(\mathrm{I}_{n}\right)\right) \varphi_{j} \rightarrow 0$. Since the $\varphi_{j} \operatorname{span} P \mathrm{H}$, it follows that

$$
\begin{equation*}
\left(1-E_{n}\left(\mathrm{I}_{n}\right)\right) P \rightarrow 0 \quad \text { in norm } \tag{5.6}
\end{equation*}
$$

On the other hand we have

$$
\begin{equation*}
E_{n}(\mathrm{I})(1-P) \underset{\mathrm{s}}{\mathrm{~s}} 0, \tag{5.7}
\end{equation*}
$$

since $E_{n}(\mathrm{I}) \rightarrow E(\mathrm{I})=P$ by Theorem 1.15. Multiplying (5.6) by $E_{n}(\mathrm{I})$, (5.7) by $1-E_{n}\left(\mathrm{I}_{n}\right)$ and adding the results, we obtain $E_{n}\left(\mathrm{I}-\mathrm{I}_{n}\right)$ $=E_{n}(\mathrm{I})\left(1-E_{n}\left(\mathrm{I}_{n}\right)\right) \rightarrow 0$, as we wished to prove.

Remark 5.3. We can arrange that $\left|\mathrm{I}_{j n}\right|=2 \alpha_{n} \varepsilon_{j n} \rightarrow 0$ by choosing $\alpha_{n} \rightarrow \infty$ appropriately. Hence the part of the spectrum of $H_{n}$ in I is asymptotically concentrated on a set $I_{n}$ with measure $\left|I_{n}\right| \rightarrow 0$, and Theorem 5.2 strengthens Theorem 5.1. It should be noted that for any neighborhood $\mathrm{I}^{\prime} \subset \mathrm{I}$ of $\lambda, \mathrm{I}_{n} \subset \mathrm{I}^{\prime}$ is true for sufficiently large $n$. In fact, let $\mathrm{I}^{\prime \prime}$ be a proper subinterval of $\mathrm{I}^{\prime}$ containing $\lambda$; then $E_{n}\left(\mathrm{I}^{\prime \prime}\right) \varphi_{j} \rightarrow P \varphi_{j}$ $=\varphi_{j}$ so that $E_{n}\left(\mathrm{I}_{j n} \cap \mathrm{I}^{\prime \prime}\right) \varphi_{j}=E_{n}\left(\mathrm{I}_{j n}\right) E_{n}\left(\mathrm{I}^{\prime \prime}\right) \varphi_{j} \rightarrow \varphi_{j}$ by (5.5). Since $\left|\mathrm{I}_{\boldsymbol{j} \boldsymbol{n}}\right| \rightarrow 0$, this implies $\mathrm{I}_{\boldsymbol{j} \boldsymbol{n}} \subset \mathrm{I}^{\prime}$, and hence $\mathrm{I}_{n} \subset \mathrm{I}^{\prime}$, for sufficiently large $n$. In particular we must have $\lambda_{j n} \rightarrow \lambda$ for every $j$.

## 4. Asymptotic expansions

We now consider a family $H(\varkappa)$ of selfadjoint operators formally given by $H+\varkappa H^{(1)}$, where $H$ is selfadjoint and $H^{(1)}$ is symmetric. More precisely, we assume the conditions ii), iii) of § 2.1, namely that D $=\mathrm{D}(H) \cap \mathrm{D}\left(H^{(1)}\right)$ is a core of $H$ and that $H+\varkappa H^{(1)}$ (with domain D ) has a selfadjoint extension $H(x)$ for $0<x \leqq 1$. Then iv) of $\S 2.1$ is automatically satisfied, for $\Delta_{b} \cap \mathrm{P}(H)$ contains all nonreal complex numbers.

Under these conditions, it has been shown that $H(\varkappa) \rightarrow H, x \rightarrow 0$, in the generalized sense (see loc. cit.) ${ }^{1}$. It follows from Theorem 5.1 that the spectrum of $H(x)$ is asymptotically concentrated on any neighborhood of $\Sigma(H)$. If $\lambda$ is an isolated eigenvalue of $H$ with the isolation distance $d$ and the eigenprojection $P$, then the part of the spectrum of $H(x)$ in $\mathrm{I}=(\lambda-d / 2, \lambda+d / 2)$ is asymptotically concentrated on any small neighborhood of $\lambda$, with

$$
\begin{equation*}
E(\mathrm{I}, x) \underset{\mathrm{s}}{\rightarrow} P, \quad x \rightarrow 0 . \tag{5.8}
\end{equation*}
$$

We shall now sharpen this result by making specific assumptions on the unperturbed eigenspace $P \mathrm{H}$.

Theorem 5.4. Let $\operatorname{dim} P=m<\infty$ and $P \mathrm{H} \subset \mathrm{D}\left(H^{(1)}\right)$. Let $\mu_{j}^{(1)}, j=1$, $\ldots, m$, be the repeated eigenvalues of the symmetric operator $P H^{(1)} P$ in the m-dimensional subspace $P \mathrm{H}$. Then the part of the spectrum of $H(\varkappa)$ in I is asymptotically concentrated on the union of $m$ intervals with the centers $\lambda+\varkappa \mu_{j}^{(1)}$ and with the width $o(x)$.

Remark 5.5. The result of Theorem 5.4 may be interpreted to mean that $H(x)$ has $m$ pseudo-eigenvalues $\lambda+\varkappa \mu_{j}^{(1)}+o(x)$ (cf. the corresponding Theorem 2.6 when $\lambda$ is assumed to be stable). Of course such a statement is not fully justified unless the corresponding pseudo-eigenvectors are constructed, which will be done in the course of the proof.

Proof. Let $\left\{\varphi_{j}\right\}$ be an orthonormal basis of $P \mathrm{H}$ consisting of eigenvectors of $P H^{(1)} P$ :

$$
\begin{equation*}
P H^{(1)} P \varphi_{j}=\mu_{j}^{(1)} \varphi_{j}, \quad j=1, \ldots, m . \tag{5.9}
\end{equation*}
$$

We shall construct pseudo-eigenvectors of $H(x)$ in the form

$$
\begin{equation*}
\varphi_{j}(x)=\varphi_{j}+\varkappa \varphi_{j}^{(1)}(x), \quad\left\|\varphi_{j}^{(1)}(x)\right\| \leqq M, \tag{5.10}
\end{equation*}
$$

so that as $x \rightarrow 0$

$$
\begin{equation*}
\varkappa^{-1}\left\|\left(H(x)-\lambda-\varkappa \mu_{j}^{(1)}\right) \varphi_{j}(x)\right\|<\varepsilon(x) \rightarrow 0 . \tag{5.11}
\end{equation*}
$$

Then an application of Theorem 5.2 will lead to the desired result (with the discrete parameter $n$ replaced by the continuous one $\varkappa$ ); it suffices to take the interval $\mathrm{I}_{j x}$ with center $\lambda+\varkappa \mu_{j}^{(1)}$ and width $2 \varkappa \alpha(x) \varepsilon(x)$, where $\alpha(x) \rightarrow \infty$ and $\alpha(x) \varepsilon(x) \rightarrow 0$.

Let $S$ be the reduced resolvent of $H$ for $\lambda$ (see III-§ 6.5). $S$ has the properties $S \in \mathscr{B}(\mathrm{H}),(H-\lambda) S=1-P$ [see III-(6.34)]. Let $\varepsilon>0$. Since $-S H^{(1)} \varphi_{j} \in \mathrm{D}(H)$ and D is a core of $H$, there is a $\varphi_{j}^{\prime} \in \mathrm{D}$ such that $\left\|\varphi_{j}^{\prime}\right\| \leqq\left\|S H^{(1)} \varphi_{j}\right\|+1 \leqq M$ and $\left\|(H-\lambda)\left(\varphi_{j}^{\prime}+S H^{(1)} \varphi_{j}\right)\right\|<\varepsilon / 2$. Since $(H-\lambda) S H^{(1)} \varphi_{j}=(1-P) H^{(1)} \varphi_{j}=H^{(1)} \varphi_{j}-\mu_{j}^{(1)} \varphi_{j}$, we have [note

[^212]that $\left.(H-\lambda) \varphi_{j}=0\right]$
\[

$$
\begin{aligned}
& \varkappa^{-1}\left\|\left(H(x)-\lambda-\varkappa \mu_{j}^{(1)}\right)\left(\varphi_{j}+\varkappa \varphi_{j}^{\prime}\right)\right\|=\varkappa^{-1} \|(H-\lambda) \varphi_{j}+ \\
& \quad+\varkappa(H-\lambda) \varphi_{j}^{\prime}+\varkappa\left(H^{(1)}-\mu_{j}^{(1)}\right) \varphi_{j}+\varkappa^{2}\left(H^{(1)}-\mu_{j}^{(1)}\right) \varphi_{j}^{\prime} \| \leqq \\
& \quad \leqq(\varepsilon / 2)+\varkappa\left\|\left(H^{(1)}-\mu_{j}^{(1)}\right) \varphi_{j}^{\prime}\right\| .
\end{aligned}
$$
\]

Thus there is a $\delta>0$ such that

$$
\begin{equation*}
\varkappa^{-1}\left\|\left(H(\varkappa)-\lambda-\varkappa \mu_{j}^{(1)}\right)\left(\varphi_{j}+\varkappa \varphi_{j}^{\prime}\right)\right\|<\varepsilon \text { for } 0<\varkappa<\delta ; \tag{5.12}
\end{equation*}
$$

note that $\varphi_{j}^{\prime}$ also depends on $\varepsilon$.
Now let $\varepsilon_{1}>\varepsilon_{2}>\cdots, \varepsilon_{n} \rightarrow 0$. Let $\delta_{n}$ and $\varphi_{j n}^{\prime}$ be the $\delta$ and $\varphi_{j}^{\prime}$ of (5.12) corresponding to $\varepsilon=\varepsilon_{n}$. We may assume that $\delta_{1}>\delta_{2}>\cdots$, $\delta_{n} \rightarrow 0$. Set

$$
\begin{equation*}
\varphi_{j}(\varkappa)=\varphi_{j}+\varkappa \varphi_{j n}^{\prime} \quad \text { for } \quad \delta_{n+1} \leqq \varkappa<\delta_{n} . \tag{5.13}
\end{equation*}
$$

Then (5.11) is satisfied, with

$$
\varepsilon(x)=\varepsilon_{n} \quad \text { for } \quad \delta_{n+1} \leqq x<\delta_{n} .
$$

This completes the proof.
Remark 5.6. Theorem 5.4 shows that the pseudo-eigenvalues admit asymptotic expansions to the first order in $\varkappa$, with the spectral concentration on the union of $m$ intervals of width $o(x)$. Similarly, it can be shown that the pseudo-eigenvalues admit asymptotic expansions up to $x^{n}$, with the spectral concentration on the union of $m$ intervals of width $o\left(\varkappa^{n}\right)$, if the following condition is satisfied ${ }^{1}$ : all possible expressions of the form $X_{1} \ldots X_{k} P$ are defined on the whole of H , where $k \leqq n$ and each $X_{j}$ is equal to either $S$ or $T^{(1)} S$. It is easily seen that under this condition the formal expansion of the total projection $P(\varkappa)$ given in II-§ 2.1 makes sense up to the order $\varkappa^{n}$.

Example 5.7. Spectral concentration occurs for the operator $T(x)=H(x)$ of Example 1.17 if $\kappa$ is real, where we now write $H, H^{(1)}$ for $T, T^{(1)}$ (in the notation of Example 2.5, this corresponds to the case $e^{i \theta}= \pm 1$ ). In fact, we know that the basic assumptions of this paragraph are satisfied (see loc. cit.). If $x f(x) \in L^{2}$, then the assumption of Theorem 5.4 is satisfied, so that we have a spectral concentration for $H(x)$ near $\lambda=-1$, with the pseudo-eigenvalue $\lambda+x \int x|f(x)|^{2} d x$ and with the width $o(x)$. It can be shown that if $f(x)$ tends to 0 rapidly as $x \rightarrow \pm \infty$, there is a concentration of higher order.

Example 5.8. (Stark effect) A typical example of spectral concentration is furnished by the operator of the Stark effect. If we restrict ourselves to the simplest case of hydrogen-like atoms, the operator to be considered is defined in $H=L^{2}\left(R^{3}\right)$ formally by

$$
\begin{equation*}
-\Delta-\frac{2}{r}+x x_{1} . \tag{5.14}
\end{equation*}
$$

The unperturbed operator $H=-\Delta-2 / r$ is the Schrödinger operator for the hydrogen atom and has been studied in $\mathrm{V}-\S 5.3$; it is known that $H$ is selfadjoint

[^213] selfadjoint if restricted to have domain $\mathrm{C}_{0}^{\infty}$; we shall denote by $H(x)$ the unique selfadjoint extension of this restriction. Then $\mathbf{D}=\mathbf{D}(H(x)) \cap \mathbf{D}(H)$ contains $\mathbf{C}_{0}^{\infty}$ and so it is a core of $H$ as well as of $H(x)$. Thus the fundamental assumptions are satisfied. Now it can be shown that for any eigenvalue $\lambda$ of $H$ (which is necessarily negative), the condition stated in Remark 5.6 is satisfied for any positive integer $n$. It follows ${ }^{2}$ that the pseudo-eigenvalues have asymptotic expansions up to any order in $x$ (thus coinciding exactly with the formal perturbation series), with the spectral concentration on the union of a finite number of intervals of width $o\left(\varkappa^{n}\right)$ for any $n$.

## Chapter Nine

## Perturbation theory for semigroups of operators

The subject of this chapter originates in the so-called time-dependent perturbation theory in quantum mechanics, in which the main question is the perturbation of the unitary group generated by a given Hamiltonian due to a small change in the latter. This problem is generalized in a natural way to perturbation theory for semigroups, which is no less important in applications.

The chapter begins with a brief account of basic results in the generation theory of semigroups of operators. Only restricted types of semigroups - quasi-bounded semigroups - are considered here. But the importance of the holomorphic semigroups, which are special cases of quasi-bounded semigroups, is emphasized.

In the following section various problems of perturbation theory are considered. It will be seen that holomorphic semigroups are rather well-behaved with respect to perturbation, whereas general quasi-bounded semigroups are not necessarily so. In the last section, an approximation theory of semigroups by discrete semigroups is presented. This theory serves as a basis in the approximation of some differential equations by difference equations.

## § 1. One-parameter semigroups and groups of operators

## 1. The problem

In this chapter we consider the time-dependent perturbation theory. In applications to quantum mechanics, it is concerned with the solution of the time-dependent Schrödinger equation

$$
\begin{equation*}
d u / d t=-i H u \tag{1.1}
\end{equation*}
$$

where the unknown $u=u(t)$ is a vector in a Hilbert space H and $H$ is a selfadjoint operator in $H$. If $H=H(x)$ depends on a small parameter $x$, the question arises how the solution of (1.1) depends on $x$.

[^214](1.1) is a particular case of equations of the form
\[

$$
\begin{equation*}
d u \mid d t=-T u \tag{1.2}
\end{equation*}
$$

\]

in a Banach space X . Here $T$ is a linear operator in X and $t$ is usually restricted to the semi-infinite interval $0<t<\infty$, with the initial condition given at $t=0$. The solution of (1.2) is formally given by $u=u(t)$ $=e^{-t T} u(0)$. Thus our first problem will be to study how the exponential function $e^{-t T}$ of $T$ can be defined; then we have to investigate how $e^{-\boldsymbol{t} T}$ changes with $x$ when $T=T(x)$ depends on a parameter $x$.
$e^{-t T}$ is a particular "function" of $T$. So far we have considered perturbation theory for several functions of $T$. The simplest one among them was the resolvent $(T-\zeta)^{-1}$, which was discussed in detail in preceding chapters. When $T=H$ is a selfadjoint operator in a Hilbert space, we also considered such functions of $H$ as $|H|,|H|^{1 / 2}$, and $E(\lambda)$, the spectral family associated with $H$. The importance of the function $e^{-t T}$ lies in its relation to the differential equation (1.2), which occurs in various fields of application. In reference to the basic identity $e^{-(s+t) T}$ $=e^{-s T} e^{-t T}$, the family $\left\{e^{-t T}\right\}_{t>0}$ is called a one-parameter semigroup of operators. If $t$ is allowed to vary over $-\infty<t<\infty,\left\{e^{-t T}\right\}$ is a oneparameter group.

## 2. Definition of the exponential function

Let X be a Banach space. If $T \in \mathscr{B}(\mathrm{X})$, the operator $e^{-t T}$ can be defined simply by the Taylor series

$$
\begin{equation*}
e^{-t T}=\sum_{n=0}^{\infty} \frac{(-1)^{n}}{n!} t^{n} T^{n} \tag{1.3}
\end{equation*}
$$

which converges absolutely for any complex number $t$ (see Example I-4.4). Thus $e^{-t T}$ also belongs to $\mathscr{B}(\mathrm{X})$ and is a holomorphic function of $t$ in the whole $t$-plane (entire function). The group property

$$
\begin{equation*}
e^{-(s+t) T}=e^{-s T} e^{-t T} \tag{1.4}
\end{equation*}
$$

can be verified directly from (1.3). We have also

$$
\begin{equation*}
\frac{d}{d t} e^{-t T}=-T e^{-t T}=-e^{-t T} T \tag{1.5}
\end{equation*}
$$

where the differentiation may be taken in the sense of the norm. Thus $u(t)=e^{-t T} u_{0}$ is a solution of the differential equation (1.2) for any $u_{0} \in \mathrm{X}$.

If $T$ is unbounded, however, it is difficult to define $e^{-t T}$ by (1.3), for the domain of $T^{n}$ becomes narrower for increasing $n$. The formula $e^{-t T}=\lim _{n \rightarrow \infty}\left(1-\frac{t}{n} T\right)^{n}$, suggested by the numerical exponential func-
tion, is not useful for the same reason. But a slight modification of this formula, namely,

$$
\begin{equation*}
e^{-t T}=\lim _{n \rightarrow \infty}\left(1+\frac{t}{n} T\right)^{-n} \tag{1.6}
\end{equation*}
$$

is found to be useful. In fact $\left(1+\frac{t}{n} T\right)^{-1}$ is the resolvent of $-T$, apart from a constant factor, and it can be iterated even when $T$ is unbounded.

The following is a sufficient condition in order that the limit (1.6) exist in an appropriate sense.
i) $T \in \mathscr{C}(\mathrm{X})$ with domain $\mathrm{D}(T)$ dense in X .
ii) The negative real axis belongs to the resolvent set of $T$, and the resolvent $(T+\xi)^{-1}$ satisfies the inequality

$$
\begin{equation*}
\left\|(T+\xi)^{-1}\right\| \leqq 1 / \xi, \quad \xi>0 . \tag{1.7}
\end{equation*}
$$

To see this, we note first that (1.7) implies

$$
\begin{equation*}
\left\|(1+\alpha T)^{-1}\right\| \leqq 1, \quad \alpha \geqq 0 . \tag{1.8}
\end{equation*}
$$

Set

$$
\begin{equation*}
V_{n}(t)=\left(1+\frac{t}{n} T\right)^{-n}, \quad t \geqq 0, \quad n=1,2, \ldots \tag{1.9}
\end{equation*}
$$

It follows from (1.8) that $\left\|V_{n}(t)\right\| \leqq 1$, so that the $V_{n}(t)$ are uniformly bounded. Furthermore, $V_{n}(t)$ is holomorphic in $t$ for $t>0$, for $(T+\xi)^{-1}$ is holomorphic in $\xi>0$; in particular

$$
\begin{equation*}
V_{n}^{\prime}(t)=\frac{d}{d t} V_{n}(t)=-T\left(1+\frac{t}{n} T\right)^{-n-1} \in \mathscr{B}(\mathrm{X}), \quad t>0 . \tag{1.10}
\end{equation*}
$$

$V_{n}(t)$ is not necessarily holomorphic at $t=0$, but it is strongly continuous:

$$
\begin{equation*}
V_{n}(t) \underset{\mathrm{s}}{\rightarrow} V_{n}(0)=1 \quad \text { as } \quad t \searrow 0 ; \tag{1.11}
\end{equation*}
$$

this follows from

$$
\begin{equation*}
(1+\alpha T)^{-1} \underset{\mathrm{~s}}{ } 1, \quad \alpha \searrow 0, \tag{1.12}
\end{equation*}
$$

which can be proved in the same way as in Problem V-3.33.
To prove the existence of $\lim V_{n}(t)$, we estimate $V_{n}(t) u-V_{m}(t) u$. For this we note that, in virtue of (1.11),
(1.13) $V_{n}(t) u-V_{m}(t) u=\lim _{\varepsilon>0} \int_{\varepsilon}^{t-\varepsilon} \frac{d}{d s}\left[V_{m}(t-s) V_{n}(s) u\right] d s$

$$
=\lim _{\varepsilon \searrow 0} \int_{\varepsilon}^{t-\varepsilon}\left[-V_{m}^{\prime}(t-s) V_{n}(s) u+V_{m}(t-s) V_{n}^{\prime}(s) u\right] d s
$$

The integrand can be calculated easily by using (1.10); the result is (1.14) $V_{n}(t) u-V_{m}(t) u$

$$
=\lim _{\varepsilon>0} \int_{\varepsilon}^{t-\varepsilon}\left(\frac{s}{n}-\frac{t-s}{m}\right) T^{2}\left(1+\frac{t-s}{m} T\right)^{-m-1}\left(1+\frac{s}{n} T\right)^{-n-1} u d s .
$$

It is not easy to estimate (1.14) for a general $u$. But it is simple if $u \in \mathrm{D}\left(T^{2}\right)$. Since the resolvent of $T$ commutes with $T$ (in the sense of III-§ 5.6), (1.14) gives then
(1.15) $V_{n}(t) u-V_{m}(t) u$

$$
=\int_{0}^{t}\left(\frac{s}{n}-\frac{t-s}{m}\right)\left(1+\frac{t-s}{m} T\right)^{-m-1}\left(1+\frac{s}{n} T\right)^{-n-1} T^{2} u d s
$$

note that the integrand is continuous for $0 \leqq s \leqq t$ by (1.11). It follows by (1.8) that

$$
\begin{align*}
&\left\|V_{n}(t) u-V_{m}(t) u\right\| \leqq\left\|T^{2} u\right\| \int_{0}^{t}\left(\frac{s}{n}+\frac{t-s}{m}\right) d s  \tag{1.16}\\
&=\frac{t^{2}}{2}\left(\frac{1}{n}+\frac{1}{m}\right)\left\|T^{2} u\right\| .
\end{align*}
$$

Thus the $V_{n}(t) u$ form a Cauchy sequence and $\lim V_{n}(t) u$ exists, uniformly in $t$ in any finite interval, provided that $u \in \mathrm{D}\left(T^{2}\right)$. But $\mathrm{D}\left(T^{2}\right)$ is dense in X , for $\mathrm{D}\left(T^{2}\right)=(T+\xi)^{-1} \mathrm{D}(T)$ for $\xi>0$ and $(T+\xi)^{-1}$ has range $\mathrm{D}(T)$ which is dense in X (see Problem III-2.9). In view of the uniform boundedness of the $V_{n}(t)$, it follows that

$$
\begin{equation*}
U(t)={\mathrm{s}-\lim _{n \rightarrow \infty}} V_{n}(t)=\mathrm{s}-\lim _{n \rightarrow \infty}\left(1+\frac{t}{n} T\right)^{-n}, \quad t \geqq 0, \tag{1.17}
\end{equation*}
$$

exists (see Lemma III-3.5). In the following paragraph we shall show that $U(t)$ has the properties expected of the exponential function, and we shall define $e^{-t T}$ as equal to $U(t)$.

Problem 1.1. $\left\|U(t) u-V_{n}(t) u\right\| \leqq \frac{t^{2}}{2 n}\left\|T^{2} u\right\|, u \in \mathrm{D}\left(T^{2}\right)$.
Problem 1.2. The strong convergence (1.17) is uniform in $t$ in each finite interval [that is, $V_{n}(t) u \rightarrow U(t) u$ uniformly in $t$ in each finite interval for each fixed $u \in \mathrm{X}$ ].

Problem 1.3. $\left\|T(T+\xi)^{-1}\right\| \leqq 2$ if $T$ satisfies (1.7). Compare Problem V-3.32.

## 3. Properties of the exponential function

Since $V_{n}(t) u \rightarrow U(t) u$ uniformly in $t$ in any finite interval (see Problem 1.2) and $V_{n}(t) u$ is continuous in $t, U(t) u$ is continuous in $t$. In other words, $U(t)$ is strongly continuous for $t \geqq 0$. Furthermore, we have

$$
\begin{equation*}
\|U(t)\| \leqq 1, \quad U(0)=1 \tag{1.18}
\end{equation*}
$$

since $\left\|V_{n}(t)\right\| \leqq 1$ and $V_{n}(0)=1$.

Now it follows from (1.10) that

$$
\begin{align*}
V_{n}^{\prime}(t)=-T\left(1+\frac{t}{n} T\right)^{-1} V_{n}(t) & =-V_{n}(t) T\left(1+\frac{t}{n} T\right)^{-1}  \tag{1.19}\\
& =-T V_{n}(t)\left(1+\frac{t}{n} T\right)^{-1} .
\end{align*}
$$

But
(1.20) $T\left(1+\frac{t}{n} T\right)^{-1} u=\left(1+\frac{t}{n} T\right)^{-1} T u \rightarrow T u$ for $u \in \mathrm{D}(T)$
by (1.11). Hence the third member of (1.19), when applied to $u$, tends to ${ }^{1}-U(t) T u$. Since the factor after $T$ of the fourth member, when applied to $u$, tends to $U(t) u$ for a similar reason, it follows from the closedness of $T$ that $T U(t) u$ exists and equals $U(t) T u$. In other words $T$ commutes with $U(t)$ :

$$
\begin{equation*}
T U(t) \supset U(t) T \tag{1.21}
\end{equation*}
$$

It follows also from (1.10) and (1.11) that

$$
\begin{equation*}
V_{n}(t) u-u=-\int_{0}^{t}\left(1+\frac{s}{n} T\right)^{-n-1} T u d s, \quad u \in \mathrm{D}(T) . \tag{1.22}
\end{equation*}
$$

Since $\left(1+\frac{t}{n} T\right)^{-n-1}=\left(1+\frac{t}{n} T\right)^{-1} V_{n}(t) \underset{\mathrm{s}}{\rightarrow} U(t)$ uniformly in $t$ in each finite interval, we can go to the limit $n \rightarrow \infty$ under the integral sign in (1.22), obtaining

$$
\begin{equation*}
U(t) u-u=-\int_{0}^{t} U(s) T u d s, \quad u \in \mathrm{D}(T) \tag{1.23}
\end{equation*}
$$

Since $U(s) T u$ is continuous in $s,(1.23)$ shows that $U(t) u$ is differentiable in $t$ if $u \in \mathrm{D}(T)$, with

$$
\begin{equation*}
\frac{d}{d t} U(t) u=-U(t) T u=-T U(t) u, \quad t \geqq 0, \quad u \in \mathrm{D}(T), \tag{1.24}
\end{equation*}
$$

the second equality being a consequence of (1.21). Thus $u(t)=U(t) u_{0}$ is a solution of the differential equation (1.2) with the initial value $u(0)=u_{0}$, provided the initial value $u_{0}$ belongs to $\mathrm{D}(T)$.

This solution is unique. In fact, let $u(t)$ be any solution of (1.2); by this we mean that $u(t)$ is continuous for $t \geqq 0$, the strong derivative $d u(t) \mid d t$ exists for ${ }^{2} t>0, u(t) \in \mathrm{D}(T)$ for $t>0$ and (1.2) holds true. Then (see Lemma III-3.11)

$$
\begin{align*}
& \frac{d}{d s} U(t-s) u(s)=-U^{\prime}(t-s) u(s)+U(t-s) u^{\prime}(s)  \tag{1.25}\\
& \quad=U(t-s) T u(s)-U(t-s) T u(s)=0, \quad 0<s \leqq t
\end{align*}
$$

[^215]by (1.24). Thus $U(t-s) u(s)$ is constant for $0 \leqq s \leqq t$ (see Lemma III-1.36). On setting $s=t$ and $s=0$, we have
\[

$$
\begin{equation*}
u(t)=U(t-s) u(s)=U(t) u(0), \quad 0 \leqq s \leqq t \tag{1.26}
\end{equation*}
$$

\]

Applying (1.26) to the solution $u(t)=U(t) u_{0}$, we obtain $U(t) u_{0}$ $=U(t-s) u(s)=U(t-s) U(s) u_{0}$. Since this is true for all $u_{0} \in \mathrm{D}(T)$, we have $U(t)=U(t-s) U(s)$. This may be written

$$
\begin{equation*}
U(t+s)=U(t) U(s), \quad s, t \geqq 0 \tag{1.27}
\end{equation*}
$$

Thus $\{U(t)\}_{t \geqq 0}$ forms a one-parameter semigroup. Since $\|U(t)\| \leqq 1$, $\{U(t)\}$ is called a contraction semigroup. $-T$ is called the infinitesimal generator (or simply the generator) of this semigroup. We write $U(t)$ $=e^{-t T}$.

Finally we shall show that different generators generate different semigroups. For this it suffices to give a formula expressing $T$ in terms of $U(t)$. Such a formula is

$$
\begin{equation*}
(T+\zeta)^{-1}=\int_{0}^{\infty} e^{-\zeta t} U(t) d t, \quad \operatorname{Re} \zeta>0 \tag{1.28}
\end{equation*}
$$

which shows that the resolvent $(T+\zeta)^{-1}$ of $T$ is the Laplace transform of the semigroup $U(t)$. Note that the integral on the right of (1.28) is an improper Riemann integral, defined as the limit as $\tau \rightarrow \infty$ (which exists in the sense of the norm) of the strong Riemann integral $\int_{0}^{\tau}$ [which is defined as an operator $A(\tau)$ such that $A(\tau) u=\int_{0}^{\tau} e^{-\zeta t} U(t) u d t$ for every $u \in X$, the last integral being defined because the integrand is a continuous function of $t$ ]; see III-§3.1.

To prove (1.28), let $u \in \mathrm{D}(T)$. Then $d U(t) u / d t=-U(t) T u$ and $(d / d t) e^{-\zeta t} U(t) u=-e^{-\zeta t} U(t)(T+\zeta) u$. Integration of this equality gives $u=\int_{0}^{\infty} e^{-\zeta t} U(t)(T+\zeta) u d t$. With $v=(T+\zeta) u$, this becomes $(T+\zeta)^{-1} v=\int_{0}^{\infty} e^{-\zeta t} U(t) v d t$. If $\zeta$ is real and $\zeta>0$, then $\zeta \in \mathrm{P}(-T)$ and so $v$ varies over X when $u$ varies over $\mathrm{D}(T)$. Hence we obtain (1.28) if $\zeta>0$. But the right member of (1.28) is holomorphic in $\zeta$ for $\operatorname{Re} \zeta>0$, as is easily seen by noting that $\|U(t)\| \leqq 1$. Thus (1.28) must be true for $\operatorname{Re} \zeta>0$ (see Theorem III-6.7).

In particular the half-plane $\operatorname{Re} \zeta>0$ belongs to $\mathrm{P}(-T)$ and

$$
\begin{equation*}
\left\|(T+\zeta)^{-1}\right\| \leqq \int_{0}^{\infty}\left|e^{-\zeta t}\right| d t=1 / \operatorname{Re} \zeta, \quad \operatorname{Re} \zeta>0 \tag{1.29}
\end{equation*}
$$

although we started from the assumption ii) which means that (1.29) is true for real $\zeta>0$. Of course (1.29) can be deduced directly from ii).

Remark 1．4．We have constructed a strongly continuous，contraction semigroup $U(t)$ starting from a given generator $-T$ ．If，conversely， a strongly continuous，contraction semigroup $U(t)$ is given，we can define the generator $-T$ of $U(t)$ by（1．28）and show that $T$ satisfies the conditions i），ii）and that the semigroup generated by $-T$ coincides with $U(t)$ ．We shall not give a proof of this part of semigroup theory，though it is not difficult ${ }^{1}$ ．We shall be content with the following remark．

Suppose $T$ satisfies i），ii）and suppose there is an operator－valued function $V(t)$ such that $\|V(t)\|$ is bounded and $\int_{0}^{\infty} e^{-\xi t} V(t) d t=(T+\xi)^{-1}$ for all $\xi>0$ ．Then $V(t)=U(t)=e^{-t T}$ ．

To prove this，set $W(t)=V(t)-U(t)$ ．Then $\int_{0}^{\infty} e^{-\xi t} W(t) d t=0$ for all $\xi>0$ ．Writing $e^{-t}=s$ ，we see that $\int_{0}^{1} s^{\xi-1}\left(W\left(\log s^{-1}\right) u, f\right) d s=0$ for all $\xi>0$ and for all $u \in \mathbf{X}, t \in \mathbf{X}^{*}$ ．Thus the continuous function $s\left(W\left(\log s^{-1}\right) u, f\right)$ is orthogonal to all $s^{n}, n=0,1,2, \ldots$ ，and so must vanish identically．This proves that $W(t)=0$ ．

Remark 1．5．We hape seen above that $e^{-t T} u$ is strongly differentiable in $t$ if $u \in \mathrm{D}(T)$ ．The converse is true in the following strengthened form： if $e^{-\boldsymbol{t T}} u$ is weakly differentiable at $t=0$ with the weak derivative $v$ ，then $u \in \mathrm{D}(T)$ and $-T u=v$ ．To prove this，we note that $h^{-1}(U(t+h) u-$ $-U(t) u)=U(t) h^{-1}(U(h) u-u)$ has a weak limit $U(t) v$ as $h \downarrow 0$ ． Hence $e^{-\xi t}(U(t) u, f)$ has the right derivative $e^{-\xi t}(U(t)(v-\xi u), f)$ for every $f \in \mathbf{X}^{*}$ ．Since this derivative is continuous in $t$ ，we have on integra－ tion $(u, f)=-\int_{0}^{\infty} e^{-\xi t}(U(t)(v-\xi u), f) d t$ and so $u=-\int_{0}^{\infty} e^{-\xi t} U(t)$ ． $\cdot(v-\xi u) d t=-(T+\xi)^{-1}(v-\xi u)$ ．This shows that $u \in \mathrm{D}(T)$ and that $T u+\xi u=-v+\xi u$ ，that is，$T u=-v$ ．

Example 1．6．If $\mathrm{X}=\mathrm{H}$ is a Hilbert space and $T=i H$ with $H$ a selfadjoint operator，both $T$ and $-T$ satisfy the conditions i）and ii）．Hence $U(t)=e^{-t T}$ is defined for $-\infty<t<+\infty$ and satisfies（1．24）．It follows as above that（1．27） is satisfied for all real $s, t$ ，positive，negative or zero．In particular $U(t) U(-t)$ $=U(0)=1$ ，so that $\|U(t) u\|=\|u\|$ and $U(t)$ is isometric．Since $U(t)^{-1}=U(-t) \in$ $\in \mathscr{B}(\mathrm{H}), U(t)$ is even unitary：$U(t)=e^{-i t H}$ forms a unitary group．

Example 1．7．Let $\mathrm{X}=\mathrm{L}^{p}(0, \infty), 1 \leqq p<\infty$ ，and $T=d / d x$ with the boundary condition $u(0)=0$ ．For $\xi>0,(T+\xi)^{-1}$ is the integral operator given by（see Problem III－6．9）

$$
\begin{equation*}
(T+\xi)^{-1} u(y)=\int_{0}^{y} e^{-\xi(y-x)} u(x) d x . \tag{1.30}
\end{equation*}
$$

Since $\int_{x}^{\infty} e^{-\xi(y-x)} d y=1 / \xi$ and $\int_{0}^{x} e^{-\xi(y-x)} d x \leqq 1 / \xi$ ，we have $\left\|(T+\xi)^{-1}\right\| \leqq 1 / \xi$ （see Example III－2．11）．Thus the conditions i），ii）are satisfied and $-T$ generates a

[^216]semigroup $U(t)=e^{-t T}$. This semigroup is given by $U(t) u(x)=u(x-t)$ for $x>t$ and $U(t) u(x)=0$ for $x<t$. This may be seen from the remark above, for
\[

$$
\begin{aligned}
\int_{0}^{\infty} e^{-\xi!} U(t) u(x) d t & =\int_{0}^{x} e^{-\xi!} u(x-t) d t \\
& =\int_{0}^{x} e^{-\xi(x-s)} u(s) d s=(T+\xi)^{-1} u(x)
\end{aligned}
$$
\]

Example 1.8. In the preceding example replace $T$ by another operator $T$ defined by $T=-d / d x$ without any boundary condition. Then (see Problem III-6.9)

$$
\begin{equation*}
(T+\xi)^{-1} u(y)=\int_{y}^{\infty} e^{-\xi(x-y)} u(x) d x \tag{1.31}
\end{equation*}
$$

and it can be shown as above that $T$ satisfies i), ii). The semigroup $U(t)=e^{-t r}$ is given by $U(t) u(x)=u(x+t)$.

Problem 1.9. Let $X=L^{p}(-\infty,+\infty)$ and $T=d / d x$. Both $T$ and $-T$ satisfy i), ii) so that $T$ generates a group $U(t)=e^{-t T}$, which is given by $U(t) u(x)=u(x-t)$ (see Problem III-6.10).

Problem 1.10. In the examples and problems given above, construct $e^{-t T}$ directly according to the formula (1.17).

Problem 1.11. If $T u=\lambda u$, then $e^{-t T} u=e^{-\lambda t} u, t \geqq 0$.
Problem 1.12. In Example 1.6 we have

$$
\begin{equation*}
e^{-i t H}=\int_{-\infty}^{\infty} e^{-i t \lambda} d E(\lambda), \tag{1.32}
\end{equation*}
$$

where $\{E(\lambda)\}$ is the spectral family for $H$.

## 4. Bounded and quasi-bounded semigroups

In order that an operator $-T$ generate a semigroup $U(t)$ of bounded linear operators, it is not necessary that $T$ satisfy the conditions i), ii) stated in par. 2. For example, the inequality (1.7) can be replaced by a weaker condition

$$
\begin{equation*}
\left\|(T+\xi)^{-k}\right\| \leqq M / \xi^{k}, \quad \xi>0, \quad k=1,2,3, \ldots, \tag{1.33}
\end{equation*}
$$

where $M$ is a constant independent of $\xi$ and $k$.
In fact, (1.33) implies

$$
\begin{equation*}
\left\|(1+\alpha T)^{-k}\right\| \leqq M, \quad \alpha \geqq 0, \tag{1.34}
\end{equation*}
$$

so that the operators $V_{n}(t)$ defined by (1.9) are uniformly bounded by $\left\|V_{n}(t)\right\| \leqq M$. Thus the construction of $U(t)=\mathrm{s}-\lim V_{n}(t)$ can be carried out exactly as before; the only modification needed is to put the factor $M^{2}$ into the right member of (1.16). The operator $e^{-t T}=U(t)$ is again strongly continuous for $t \geqq 0$ and satisfies

$$
\begin{equation*}
\|U(t)\| \leqq M, \quad U(0)=1 \tag{1.35}
\end{equation*}
$$

The semigroup property of $U(t)$ and all the other results of the preceding paragraphs can be proved quite in the same way. We shall call $U(t)$ a bounded semigroup.

The condition ii) on $T$ can further be relaxed as follows.
ii') Let the semi-infinite interval $\xi>\beta$ belong to the resolvent set of $-T$ and let

$$
\begin{equation*}
\left\|(T+\xi)^{-k}\right\| \leqq M(\xi-\beta)^{-k}, \quad \xi>\beta, \quad k=1,2,3, \ldots \tag{1.36}
\end{equation*}
$$

Then $T_{1}=T+\beta$ satisfies the assumptions sated above, so that the bounded semigroup $U_{1}(t)=e^{-t T_{1}}$ is defined. If we set $U(t)=e^{\beta t} U_{1}(t)$, it is easily verified that $U(t)$ has all the properties stated above, with the following modification of (1.35):

$$
\left[\begin{array}{c}
\|U(t)\| \leqq M e^{\beta t}  \tag{1.37}\\
\| U(t) \text { the semigroup generated } \\
\|=U(0)=1 .
\end{array}\right.
$$

We define by $e^{-t T}=U(t)$ the semigroup generated by $-T$. Here $\|U(t)\|$ need not be bounded as $t \rightarrow \infty$. We shall call $U(t)$ a quasi-bounded semigroup. The set of all operators $T$ satisfying the conditions i ) and ii') will be denoted by ${ }^{1,2} \mathscr{G}(M, \beta) .-T$ is the infinitesimal generator of a contraction semigroup if and only if $T \in \mathscr{G}(1,0)$.

Problem 1.13. $M \geqq 1$ if $\mathscr{G}(M, \beta)$ is not empty ${ }^{3}$.
Problem 1.14. $\quad T \in \mathscr{G}(M, \beta)$ implies $\quad T-\alpha \in \mathscr{G}(M, \alpha+\beta)$ and $e^{-t(T-\alpha)}$ $=e^{\alpha t} e^{-t T}$.

Problem 1.15. If $T \in \mathscr{G}(M, \beta)$, we have

$$
\begin{equation*}
\int_{0}^{\infty} t^{k} e^{-\zeta t} e^{-t T} d t=k!(T+\zeta)^{-k-1}, \quad \operatorname{Re} \zeta>\beta \tag{1.38}
\end{equation*}
$$

It follows from (1.38) that the half-plane $\operatorname{Re} \zeta>\beta$ belongs to the resolvent set $\mathrm{P}(-T)$ and the following generalizations of (1.36) hold [cf. (1.29)]:

$$
\begin{equation*}
\left\|(T+\zeta)^{-k}\right\| \leqq M(\operatorname{Re} \zeta-\beta)^{-k}, \quad \operatorname{Re} \zeta>\beta, \quad k=1,2, \ldots \tag{1.39}
\end{equation*}
$$

Problem 1.16. If $T \in \mathscr{G}(M, 0)$, then

$$
\begin{equation*}
\left\|(1+\alpha T)^{-k}\left(1+\alpha^{\prime} T\right)^{-h}\right\| \leqq M, \quad \alpha, \alpha^{\prime} \geqq 0, \quad k, h=1,2, \ldots \tag{1.40}
\end{equation*}
$$

Also generalize this to the case of more than two factors. [hint: (1.38).]
Problem 1.17. Let $T \in \mathscr{G}(M, 0)$. Use the preceding problem to show that we need only to put the factor $M$ (instead of $M^{2}$ as stated above) into the right member of (1.16). Furthermore

$$
\begin{equation*}
\left\|U(t) u-V_{n}(t) u\right\| \leqq \frac{M t^{2}}{2 n}\left\|T^{2} u\right\|, \quad u \in \mathrm{D}\left(T^{2}\right) \tag{1.41}
\end{equation*}
$$

Problem 1.18. Let $X$ be a Hilbert space. Then $T \in \mathscr{G}(1,0)$ if and only if $T$ is m -accretive, and $T \in \mathscr{G}(1, \beta)$ for some $\beta$ if and only if $T$ is quasi-m-accretive.
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## 5. Solution of the inhomogeneous differential equation

Let $T \in \mathscr{G}(M, \beta) . U(t)=e^{-t T}$ gives the solution of the differential equation $d u / d t=-T u$ in the form $u=u(t)=U(t) u(0)$; see (1.26). $U(t)$ can also be used to express the solution of the inhomogeneous differential equation

$$
\begin{equation*}
d u / d t=-T u+f(t), \quad t>0 \tag{1.42}
\end{equation*}
$$

where $f(t)$ is a given function with values in X and is assumed to be strongly continuous for $t \geqq 0$.

If $u=u(t)$ is a solution of (1.42), a calculation similar to (1.25) gives $(d / d s) U(t-s) u(s)=U(t-s) f(s)$. Integrating this on $(0, t)$, we obtain [note that $U(t-s) f(s)$ is strongly continuous in $s$ ]

$$
\begin{equation*}
u(t)=U(t) u_{0}+\int_{0}^{t} U(t-s) f(s) d s, \quad u_{0}=u(0) \tag{1.43}
\end{equation*}
$$

In particular this implies that the solution of (1.42) is uniquely determined by $u(0)$.

Conversely, we have
Theorem 1.19. ${ }^{1}$ Let $T \in \mathscr{G}(M, \beta)$ and let $f(t)$ be continuously differentiable for $t \geqq 0$. For any $u_{0} \in \mathrm{D}(T)$, the $u(t)$ given by (1.43) is continuously differentiable for $t \geqq 0$ and is a solution of (1.42) with the initial value $u(0)=u_{0}$.

Proof. Since we know that the first term $U(t) u_{0}$ on the right of (1.43) satisfies the homogeneous differential equation and the initial condition, it suffices to show that the second term satisfies (1.42) and has initial value 0 . Denoting this term by $v(t)$, we have

$$
\begin{align*}
v(t) & =\int_{0}^{t} U(t-s) f(s) d s=\int_{0}^{t} U(t-s)\left[f(0)+\int_{0}^{s} f^{\prime}(r) d r\right] d s  \tag{1.44}\\
& =\left[\int_{0}^{t} U(t-s) d s\right] f(0)+\int_{0}^{t}\left[\int_{r}^{t} U(t-s) d s\right] f^{\prime}(r) d r .
\end{align*}
$$

But

$$
\begin{equation*}
T \int_{r}^{t} U(s) d s=U(r)-U(t), \quad 0 \leqq r \leqq t \tag{1.45}
\end{equation*}
$$

To see this we note that if $u \in \mathrm{D}(T), T U(s) u=-d U(s) u / d s$ and hence $\int_{r}^{t} T U(s) u d s=U(r) u-U(t) u$. Recalling the definition of the integral and the closedness of $T$, we may write this as $T \int_{r}^{t} U(s) u d s=(U(r)-$ $-U(t)) u$. This can be extended to an arbitrary $u \in \mathrm{X}$ by choosing a sequence $u_{n} \in \mathrm{D}(T)$ such that $u_{n} \rightarrow u$ and going to the limit, for

[^218]$\int_{r}^{t} U(s) u_{n} d s \rightarrow \int_{r}^{t} U(s) u d s$ and $(U(r)-U(t)) u_{n} \rightarrow(U(r)-U(t)) u$ (here again the closedness of $T$ is essential). In this way we obtain (1.45). (1.45) implies that
\[

$$
\begin{equation*}
T \int_{r}^{t} U(t-s) d s=1-U(t-r), \quad 0 \leqq r \leqq t . \tag{1.46}
\end{equation*}
$$

\]

It follows from (1.44) and (1.46) that $v(t) \in \mathrm{D}(T)$ and

$$
\begin{align*}
T v(t) & =(1-U(t)) f(0)+\int_{0}^{t}(1-U(t-r)) f^{\prime}(r) d r  \tag{1.47}\\
& =f(t)-U(t) f(0)-\int_{0}^{t} U(t-r) f^{\prime}(r) d r .
\end{align*}
$$

On the other hand, $v(t)=\int_{0}^{t} U(s) f(t-s) d s$ and so

$$
\begin{equation*}
d v(t) / d t=U(t) f(0)+\int_{0}^{t} U(s) f^{\prime}(t-s) d s \tag{1.48}
\end{equation*}
$$

Comparison of (1.47) and (1.48) shows that $d v(t) / d t=-T v(t)+f(t)$, as we wished to prove. Also it is easy to show that $v(t) \rightarrow 0, t \rightarrow 0$. The continuity of $d v(t) / d t$ can be concluded easily from (1.48) using the continuity of $f^{\prime}(t)$.

For later use we shall estimate $\left\|u^{\prime}(t)\right\|$ and $\|T u(t)\|$. We see from (1.43) and (1.48) that

$$
\begin{align*}
\left\|u^{\prime}(t)\right\| & \leqq\left\|U(t) T u_{0}\right\|+\left\|v^{\prime}(t)\right\| \leqq  \tag{1.49}\\
& \leqq M e^{\beta t}\left(\left\|T u_{0}\right\|+\|f(0)\|\right)+M \int_{0}^{t} e^{\beta s}\left\|f^{\prime}(t-s)\right\| d s, \\
\|T u(t)\| & =\left\|u^{\prime}(t)-f(t)\right\| \leqq\left\|u^{\prime}(t)\right\|+\|f(t)\| .
\end{align*}
$$

## 6. Holomorphic semigroups

The construction of the semigroup $U(t)=e^{-t T}$ described in the preceding paragraphs is rather complicated. One may raise the question whether a Dunford-Taylor integral of the form

$$
\begin{equation*}
U(t)=\frac{1}{2 \pi i} \int_{\Gamma} e^{\zeta t}(F+\zeta)^{-1} d \zeta \tag{1.50}
\end{equation*}
$$

cannot be used. Obviously (1.50) is valid if $T \in \mathscr{B}(\mathrm{X})$ and $\Gamma$ is a positivelyoriented, closed curve enclosing the spectrum of $-T$ in its interior. In the more general case of $T \in \mathscr{G}(M, \beta)$, one may try to justify (1.50) by taking as $\Gamma$ the straight line running from $c-i \infty$ to $c+i \infty$ with $c>\beta$, by analogy with the ordinary inverse Laplace transformation. But it is not easy to prove the convergence of this integral.
(1.50) is useful, however, if we assume slightly more on $T$. Suppose that $T$ is densely defined and closed, $\mathrm{P}(-T)$ contains not only the halfplane $\operatorname{Re} \zeta>0$ but a sector $|\arg \zeta|<\frac{\pi}{2}+\omega, \omega>0$, and that for any $\varepsilon>0$,

$$
\begin{equation*}
\left\|(T+\zeta)^{-1}\right\| \leqq M_{\varepsilon} /|\zeta| \quad \text { for } \quad|\arg \zeta| \leqq \frac{\pi}{2}+\omega-\varepsilon \tag{1.51}
\end{equation*}
$$

with $M_{\varepsilon}$ independent of $\zeta^{1}$. Then the integral in (1.50) is absolutely convergent for $t>0$ if $\Gamma$ is chosen as a curve in $\mathrm{P}(-T)$ running, within the sector mentioned, from infinity with $\arg \zeta=-\left(\frac{\pi}{2}+\omega-\varepsilon\right)$ to infinity with $\arg \zeta=\frac{\pi}{2}+\omega-\varepsilon$, where $\varepsilon<\omega$.

The semigroup property of $U(t)$ thus defined can be easily proved by a standard manipulation of Dunford integrals. Suppose $U(s)$ is given by a formula like (1.50) with $\Gamma$ replaced by another path $\Gamma^{\prime}$ similar to $\Gamma$ but shifted to the right by a small amount. Then

$$
\begin{align*}
U(s) U(t) & =\left(\frac{1}{2 \pi i}\right)^{2} \int_{\Gamma^{\prime}} \int_{\Gamma} e^{\zeta^{\prime} s+\zeta t}\left(T+\zeta^{\prime}\right)^{-1}(T+\zeta)^{-1} d \zeta d \zeta^{\prime}  \tag{1.52}\\
& =\left(\frac{1}{2 \pi i}\right)^{2}\left[\int_{\Gamma^{\prime}} e^{\zeta^{\prime} s}\left(T+\zeta^{\prime}\right)^{-1} d \zeta^{\prime} \int_{\Gamma} e^{\zeta t}\left(\zeta-\zeta^{\prime}\right)^{-1} d \zeta-\right. \\
& \left.-\int_{\Gamma} e^{\zeta t}(T+\zeta)^{-1} d \zeta \int_{\Gamma^{\prime}} e^{\zeta^{\prime} s}\left(\zeta-\zeta^{\prime}\right)^{-1} d \zeta^{\prime}\right] \\
& =\frac{1}{2 \pi i} \int_{\Gamma} e^{\zeta(t+s)}(T+\zeta)^{-1} d \zeta=U(t+s)
\end{align*}
$$

where we have used the resolvent equation $\left(T+\zeta^{\prime}\right)^{-1}(T+\zeta)^{-1}$ $=\left(\zeta-\zeta^{\prime}\right)^{-1}\left[\left(T+\zeta^{\prime}\right)^{-1}-(T+\zeta)^{-1}\right]$ and the relations $\int_{\Gamma} e^{\zeta t}\left(\zeta-\zeta^{\prime}\right)^{-1} d \zeta$ $=0, \int_{\Gamma^{\prime}} e^{\zeta^{\prime} s}\left(\zeta-\zeta^{\prime}\right)^{-1} d \zeta^{\prime}=-2 \pi i e^{\zeta s}$.
(1.50) is defined even for complex $t$ if $|\arg t|<\omega$, for then we can deform $\Gamma$ to ensure that $|\arg t \zeta|>\frac{\pi}{2}$ for $\zeta \in \Gamma$ and $|\zeta| \rightarrow \infty$. Since (1.50) can be differentiated in $t$ under the integral sign, it follows that $U(t)$ is holomorphic in $t$ in the open sector $|\arg t|<\omega$. In fact we have

$$
\begin{equation*}
U(t) T \subset T U(t)=-d U(t) / d t \in \mathscr{B}(\mathrm{X}), \quad|\arg t|<\omega, \tag{1.53}
\end{equation*}
$$

for $d U(t) / d t=\frac{1}{2 \pi i} \int_{\Gamma} e^{\zeta t} \zeta(T+\zeta)^{-1} d \zeta=\frac{1}{2 \pi i} \int_{\Gamma} e^{\zeta t}\left(1-T(T+\zeta)^{-1}\right) d \zeta$ $=\frac{-1}{2 \pi i} T \int_{\Gamma} e^{\zeta t}(T+\zeta)^{-1} d \zeta=T U(t)$; here the closedness of $T$ is used to justify taking the factor $T$ out of the integral sign.

[^219]On changing the integration variable to $\zeta^{\prime}=\zeta t$, we obtain from (1.50)

$$
\begin{equation*}
U(t)=\frac{1}{2 \pi i t} \int_{\Gamma^{\prime}} e^{\zeta^{\prime}}\left(T+\frac{\zeta^{\prime}}{t}\right)^{-1} d \zeta^{\prime}, \tag{1.54}
\end{equation*}
$$

where $\Gamma^{\prime}$ may be taken independent of $t$. Since $\left\|\left(T+\frac{\zeta^{\prime}}{t}\right)^{-1}\right\| \leqq$ const. $\cdot\left|t / \zeta^{\prime}\right|$ for $|\arg t| \leqq \omega-\varepsilon$, we have $\|U(t)\| \leqq$ const. $\int_{\Gamma^{\prime}}\left|e^{\zeta^{\prime}}\right|\left|\zeta^{\prime}\right|^{-1}\left|d \zeta^{\prime}\right|$ $=$ const. Thus $U(t)$ is uniformly bounded:

$$
\begin{equation*}
\|U(t)\| \leqq M_{\varepsilon}^{\prime} \quad \text { for } \quad|\arg t| \leqq \omega-\varepsilon \tag{1.55}
\end{equation*}
$$

$\dot{\text { Similarly }}$ we have the estimate

$$
\begin{equation*}
\left\|\left.d U(t)\left|d t\|=\| T U(t) \| \leqq M_{\varepsilon}^{\prime \prime}\right| t\right|^{-1}, \quad|\arg t| \leqq \omega-\varepsilon\right. \tag{1.56}
\end{equation*}
$$

Furthermore,

$$
\begin{align*}
U(t)-1 & =\frac{1}{2 \pi i} \int_{\Gamma^{\prime}} e^{\zeta^{\prime}}\left(\left(t T+\zeta^{\prime}\right)^{-1}-\zeta^{\prime-1}\right) d \zeta^{\prime}  \tag{1.57}\\
& =\frac{-t}{2 \pi i} \int \frac{e^{\zeta^{\prime}}}{\zeta^{\prime}} T\left(t T+\zeta^{\prime}\right)^{-1} d \zeta^{\prime}
\end{align*}
$$

so that $\|U(t) u-u\| \leqq$ const. $|t|\|T u\| \int_{\Gamma^{\prime}}\left|e^{\zeta^{\prime}}\right|\left|\zeta^{\prime}\right|^{-2}\left|d \zeta^{\prime}\right| \rightarrow 0$ for $u \in \mathrm{D}(T)$ when $|t| \rightarrow 0$ with $|\arg t| \leqq \omega-\varepsilon$. Since $\mathrm{D}(T)$ is dense and $U(t)$ is uniformly bounded, it follows that

$$
\begin{equation*}
{\mathrm{s}-\lim _{t \rightarrow 0} U(t)=U(0)=1 \quad(|\arg t| \leqq \omega-\varepsilon) . . . ~}_{\text {. }} \tag{1.58}
\end{equation*}
$$

Thus we have proved that $U(t)$ is holomorphic for $|\arg t|<\omega$, uniformly bounded for $|\arg t| \leqq \omega-\varepsilon$ and strongly continuous (within this smaller sector) at $t=0$ with $U(0)=1 . U(t)=e^{-t T}$ will be called a bounded holomorphic semigroup ${ }^{1}$.

Remark 1.20. Since $U(t)$ is holomorphic, it can be differentiated any number of times. A calculation similar to the one used in deducing (1.56) gives the estimates (for simplicity we consider only real $t>0$ )

$$
\begin{equation*}
\left\|d^{n} U(t) / d t^{n}\right\|=\left\|T^{n} U(t)\right\| \leqq M_{n} t^{-n}, \quad t>0 . \tag{1.59}
\end{equation*}
$$

Also we note the inequality

$$
\begin{equation*}
\|T(U(t)-U(s))\| \leqq M_{2}(t-s) / t s, \quad 0<s \leqq t \tag{1.60}
\end{equation*}
$$

For the proof, it suffices to note that

$$
\begin{aligned}
\|T(U(t)-U(s))\| & =\left\|T \int_{s}^{t} \frac{d U(r)}{d r} d r\right\| \\
& =\left\|\int_{s}^{t} T^{2} U(r) d r\right\| \leqq M_{2} \int_{s}^{t} r^{-2} d r=M_{2}(t-s) / s t
\end{aligned}
$$

[^220]We shall denote by $\mathscr{H}(\omega, 0)$ the set of all densely defined, closed operators $T$ with the property (1.51). We denote by $\mathscr{H}(\omega, \beta), \beta$ real, the set of all operators of the form $T=T_{0}-\beta$ with $T_{0} \in \mathscr{H}(\omega, 0)$. Obviously $e^{-t T}=e^{\beta t} e^{-t T_{0}}$ is a semigroup holomorphic for $|\arg t|<\omega$. $e^{-t T}$ need not be uniformly bounded, but it is quasi-bounded in the sense that $\left\|e^{-t T}\right\| \leqq$ const. $\left|e^{\beta t}\right|$ in any sector of the form $|\arg t| \leqq \omega-\varepsilon$.

Remark 1.21. It is not obvious that (1.51) is stronger than the assumption (1.33) for the generator of a bounded semigroup. But this is true, as is seen from Theorem 1.23 below.

Remark 1.22. If $T \in \mathscr{H}(\omega, \beta), u(t)=e^{-t T} u_{0}$ satisfies $d u(t) / d t$ $=-T u(t)$ for $t>0$ for any $u_{0} \in \mathrm{X}$ [see (1.53)]. This is a great difference from the case $T \in \mathscr{G}(M, \beta)$.

Theorem 1.23. $T \in \mathscr{H}(\omega, 0)$ is equivalent to the existence, for each $\varepsilon>0$, of a constant $M_{\varepsilon}^{\prime}$ such that $e^{i \theta} T \in \mathscr{G}\left(M_{\varepsilon}^{\prime}, 0\right)$ for any real $\theta$ with $|\theta| \leqq \omega-\varepsilon$. In particular it implies $T \in \mathscr{G}(M, 0)$ for some $M$.

Proof. Let $T \in \mathscr{H}(\omega, 0)$. From (1.53) we can again deduce the inversion formula (1.38). Since $\|U(t)\| \leqq$ const. for real $t>0$ by (1.55), it follows that $\left\|(T+\xi)^{-k-1}\right\| \leqq M^{\prime} \xi^{-k-1}, k=0,1,2, \ldots$, for $\xi>0$. This shows that $T \in \mathscr{G}\left(M^{\prime}, 0\right)$. Furthermore, we may shift the integration path in (1.38) from the positive real axis to the ray $t=r e^{i \theta}, r>0$, provided that $|\theta| \leqq \omega-\varepsilon$. Since $\|U(t)\| \leqq$ const. for such $t$ by (1.55), we obtain the inequality $\left\|\left(\xi e^{-i \theta}+T\right)^{-k-1}\right\| \leqq M_{\varepsilon}^{\prime} \xi^{-k-1}, \quad \xi>0$ (set $\left.\zeta=\xi e^{-i \theta}\right)$. This proves that $e^{i \theta} T \in \mathscr{G}\left(M_{\varepsilon}^{\prime}, 0\right)$.

Conversely, let $e^{i \theta} T \in \mathscr{G}\left(M_{\varepsilon}^{\prime}, 0\right)$ for $|\theta| \leqq \omega-\varepsilon$. This implies that the spectrum of $e^{i \theta} T$ is contained in the half-plane $\operatorname{Re} \zeta \geqq 0$ for each $\theta$ with $|\theta|<\omega$. Hence the sector $|\arg \zeta|<\frac{\pi}{2}+\omega$ belongs to $\mathrm{P}(-T)$. If $0 \leqq \arg \zeta \leqq \frac{\pi}{2}+\omega-2 \varepsilon$, then $\operatorname{Re} e^{-i(\omega-\varepsilon)} \zeta \geqq|\zeta| \sin \varepsilon>0$ and so $\left\|\left(e^{-i(\omega-\varepsilon)} T+e^{-i(\omega-\varepsilon)} \zeta\right)^{-1}\right\| \leqq M_{\varepsilon}^{\prime} / \operatorname{Re} e^{-i(\omega-\varepsilon)} \zeta \leqq M_{\varepsilon}^{\prime} /|\zeta| \sin \varepsilon$ [see (1.39)]. Since a similar result holds for $-\left(\frac{\pi}{2}+\omega-2 \varepsilon\right) \leqq \arg \zeta \leqq 0$, we have proved (1.51).

Another convenient criterion for $-T$ to be the generator of a holomorphic semigroup is given by

Theorem 1.24. Let $T$ be an $m$-sectorial operator in a Hilbert space $H$ with a vertex 0 (so that its numerical range $\Theta(T)$ is a subset of a sector $\left.|\arg \zeta| \leqq \frac{\pi}{2}-\omega, 0<\omega \leqq \frac{\pi}{2}\right)$. Then $T \in \mathscr{H}(\omega, 0)$, and $e^{-t T}$ is holomorphic for $|\arg t|<\omega$ and is bounded by $\left\|e^{-t T}\right\| \leqq 1$.

Proof. According to Theorem 1.23, it suffices to show that $e^{i \theta} T \in$ $\in \mathscr{G}(1,0)$ for $|\theta| \leqq \omega . \Theta\left(e^{i \theta} T\right)=e^{i \theta} \Theta(T)$ is a subset of the right halfplane if $|\theta| \leqq \omega$. Thus $e^{i \theta} T$ is m-sectorial and the left half-plane is contained in $\mathrm{P}\left(e^{i \theta} T\right)$. If $\operatorname{Re} \zeta>0$, therefore, $\left\|\left(\zeta+e^{i \theta} T\right)^{-1}\right\|$ does not exceed
the inverse of the distance of $\zeta$ from the imaginary axis. In particular it does not exceed $\zeta^{-1}$ for real $\zeta>0$. This shows that $e^{i \theta} T \in \mathscr{G}(1,0)$.

Example 1.25. If $H$ is a nonnegative selfadjoint operator in a Hilbert space, $e^{-t H}$ is holomorphic for $\operatorname{Re} t>0$ and $\left\|e^{-t H}\right\| \leqq 1$.

Example 1.26. Consider a differential operator $L u=p_{0}(x) u^{\prime \prime}+p_{1}(x) u^{\prime}+$ $+p_{2}(x) u$ on $a \leqq x \leqq b$, where $p_{0}(x)<0$. It is known that the operator $T_{1}$ in $\mathrm{H}=\mathrm{L}^{2}(a, b)$ defined by $L$ with the boundary condition $u(a)=u(b)=0$ is m sectorial (see Example V-3.34). Hence $T_{1} \in \mathscr{H}(\omega, \beta)$ for some $\omega>0$ by Theorem 1.24. A similar result holds for second-order partial differential operators of elliptic type.

## 7. The inhomogeneous differential equation for a holomorphic semigroup

If $-T$ is the generator of a holomorphic semigroup, we have a stronger result than Theorem 1.19 for the solution of the inhomogeneous differential equation (1.42).

Theorem 1.27. Let $T \in \mathscr{H}(\omega, \beta)$ and let $f(t)$ be Hölder continuous for $t \geqq 0$ :

$$
\begin{equation*}
\|f(t)-f(s)\| \leqq L(t-s)^{k}, \quad 0 \leqq s \leqq t \tag{1.61}
\end{equation*}
$$

where $L$ and $k$ are constants, $0<k \leqq 1$. For any $u_{0} \in \mathbf{X}$, the $u(t)$ given by (1.43) is continuous for $t \geqq 0$, continuously differentiable for $t>0$ and is a solution of (1.42) with $u(0)=u_{0}$.

Proof. Since $U(t) u_{0}$ satisfies the homogeneous differential equation and the initial condition (see Remark 1.22), it suffices to show that the second term $v(t)$ on the right of (1.43) satisfies (1.42) for $t>0$. [Again it is easy to show that $v(t) \rightarrow 0, t \rightarrow 0$, since $U(t)$ is bounded as $t \rightarrow 0$.]

We have

$$
\begin{equation*}
v(t)=\int_{0}^{t} U(t-s)[f(s)-f(t)] d s+\left[\int_{0}^{t} U(t-s) d s\right] f(t), \tag{1.62}
\end{equation*}
$$

so that $T v(t)$ exists and is given by

$$
\begin{equation*}
T v(t)=T \int_{0}^{t} U(t-s)[f(s)-f(t)] d s+[1-U(t)] f(t) \tag{1.63}
\end{equation*}
$$

[see (1.46)]; the existence of the first integral on the right follows from the estimate
$\|T . U(t-s)\|\|f(s)-f(t)\| \leqq$ const. $(t-s)^{-1} L(t-s)^{k}=$ const. $(t-s)^{k-1}$ due to (1.56) and (1.61).

On the other hand, we have from (1.44)

$$
\begin{align*}
v(t+h) & =\left[\int_{0}^{t}+\int_{t}^{t+h}\right] U(t+h-s) f(s) d s  \tag{1.64}\\
& =U(h) v(t)+\int_{t}^{t+h} U(t+h-s) f(s) d s,
\end{align*}
$$

where $t>0$ and $h>0$. Computing $\lim _{h \times 0} h^{-1}[v(t+h)-v(t)]$, we obtain ( $\mathrm{D}^{+}$denotes the right derivative)

$$
\begin{equation*}
D^{+} v(t)=-T v(t)+f(t), \tag{1.65}
\end{equation*}
$$

since it is known that $v(t) \in \mathrm{D}(T)$.
Now $T v(t)$ is continuous for $t>0$ as will be proved in Lemma 1.28 below. Thus $D^{+} v(t)$ is also continuous. It follows ${ }^{1}$ that $d v(t) / d t$ exists for $t>0$ and equals $-T v(t)+f(t)$, as we wished to prove.

Lemma 1.28. $T v(t)$ is continuous for $t \geqq 0$ and Hölder continuous for $t \geqq \varepsilon$ with the exponent $k$, for any $\varepsilon>0$.

Proof. The second term on the right of (1.63) satisfies the assertion of the lemma, for $f(t)$ is Hölder continuous and $U(t)$ is holomorphic for $t>0$.

Let the first term on the right of (1.63) be denoted by $w(t)$. Then

$$
\begin{align*}
w(t+h) & -w(t)=T \int_{0}^{t}[U(t+h-s)-U(t-s)][f(s)-f(t)] d s  \tag{1.66}\\
& +T \int_{0}^{t} U(t+h-s)[f(t)-f(t+h)] d s+ \\
& +T \int_{t}^{t+h} U(t+h-s)[f(s)-f(t+h)] d s \\
& =w_{1}+w_{2}{ }^{i}+w_{3}, \text { say } .
\end{align*}
$$

To estimate $w_{1}$, we use (1.60) and (1.61):

$$
\begin{aligned}
\left\|w_{1}\right\| & \leqq \int_{0}^{t}\|T[U(t+h-s)-U(t-s)]\|\|f(s)-f(t)\| d s \leqq \\
& \leqq M_{2} L h \int_{0}^{t}(t+h-s)^{-1}(t-s)^{-1+k} d s \leqq \\
& \leqq M_{2} L h \int_{0}^{\infty}(s+h)^{-1} s^{-1+k} d s \leqq \text { const. } h^{k} .
\end{aligned}
$$

$w_{2}$ is estimated by using (1.45) and (1.61):

$$
\left\|w_{2}\right\|=\|[U(h)-U(t+h)][f(t)-f(t+h)]\| \leqq 2 M_{0} L h^{k} .
$$

To estimate $w_{3}$, we use (1.59) with $n=1$ :

$$
\begin{aligned}
\left\|w_{3}\right\| \leqq \int_{t}^{t+h} \| T U(t+h & -s)\|\|f(s)-f(t+h)\| d s \\
& =M_{1} L \int_{t}^{t+h}(t+h-s)^{-1+k} d s \leqq \text { const. } h^{k}
\end{aligned}
$$

[^221]Collecting the above estimates, we see that $w(t)$ is Hölder continuous with the exponent $k$, uniformly ${ }^{1}$ for $t \geqq 0$.

## 8. Applications to the heat and Schrödinger equations

We mentioned above (Example 1.26) that the semigroup $e^{-t T}$ is holomorphic when $T$ is a second-order partial differential operator of elliptic type. Let us consider in some detail the semigroup generated by the Laplacian $\Delta$ in $\mathrm{R}^{3}$.

We have shown before (see V-§5.2) that $-\Delta$ defines in a natural way a selfadjoint operator in the Hilbert space $L^{2}\left(R^{3}\right)$. Here we shall consider $T=-\Delta$ in the Banach space $X=L^{p}\left(R^{3}\right), 1 \leqq p<\infty$, or $X=C\left(R^{3}\right)$. The simplest definition of $T$ is given indirectly by the explicit formula for the resolvent $(T+\zeta)^{-1}$ of $T$ as an integral operator with the kernel

$$
\begin{equation*}
g(y, x ; \zeta)=\frac{e^{-\sqrt{\zeta}|y-x|}}{4 \pi|y-x|}, \quad \operatorname{Re} \sqrt{\zeta}>0 \tag{1.67}
\end{equation*}
$$

It can be seen from Example III-2.11 that this kernel defines an integral operator $G(\zeta) \in \mathscr{B}(X)$, with

$$
\begin{equation*}
\|G(\zeta)\| \leqq \int|g(y, x ; \zeta)| d y=\int|g(y, x ; \zeta)| d x \leqq(\operatorname{Re} \sqrt{\zeta})^{-2}=1 /|\zeta| \sin ^{2} \frac{\varepsilon}{2} \tag{1.68}
\end{equation*}
$$

for $|\arg \zeta| \leqq \pi-\varepsilon$. It is a well known fact that $(\zeta-\Delta) G(\zeta) u=u$ for sufficiently smooth function $u(x)$, say $u \in \mathrm{C}_{0}^{\infty}\left(\mathrm{R}^{3}\right)$. With $-\Delta$ defined on the set of such smooth functions, $T$ should be defined as that extension of $-\Delta$ for which $(T+\zeta)^{-1}$ is exactly equal to $G(\zeta)$.

It follows from (1.68) that $T \in \mathscr{H}\left(\frac{\pi}{2}, 0\right)$ and $-T$ generates a semigroup $e^{-t T}$ holomorphic for $\operatorname{Re} t>0$. Furthermore, $e^{-t T}$ is a contraction semigroup for real $t>0$ :

$$
\begin{equation*}
\left\|e^{-t T}\right\| \leqq 1 \text { for real } t>0 ; \tag{1.69}
\end{equation*}
$$

this is seen from $\left\|(T+\xi)^{-1}\right\|=\|G(\xi)\| \leqq 1 / \xi$ for $\xi>0$, which follows from (1.68) for $\varepsilon=\pi$.

For any $u_{0} \in \mathrm{X}, u(t)=e^{-t T} u_{0}$ is a solution of the differential equation $d u(t) / d t$ $=-T u(t)$, which is an abstract version of the heat equation

$$
\begin{equation*}
\frac{\partial u}{\partial t}=\Delta u . \tag{1.70}
\end{equation*}
$$

Such a solution is unique for the given initial value $u_{0}$ if it is required that $u(t) \in \mathrm{X}$. Thus any solution of the heat equation belonging to X is holomorphic in $t$ (as an X -valued function). In general this does not imply that the function $u(t, x)$ of the space-time variables is analytic in $t$ for each fixed $x$. But the latter does follow from the abstract analyticity if we choose $X=C\left(R^{3}\right)$, for convergence in this space means uniform convergence of the functions.

In view of (1.50), $e^{-t T}$ is represented by an integral operator with the kernel

$$
\begin{align*}
h(y, x ; t) & =\frac{1}{2 \pi i} \int_{\Gamma} e^{\zeta t} g(y, x ; \zeta) d \zeta  \tag{1.71}\\
& =(4 \pi t)^{-3 / 2} e^{-|y-x|^{2 / 4 t}}, \quad \operatorname{Re} t>0,
\end{align*}
$$

where $\Gamma$ is chosen as in par. 6.

[^222](1.71) suggests that $e^{-i t T}$ is the integral operator with the kernel
\[

$$
\begin{equation*}
h(y, x ; i t)=(4 \pi i t)^{-3 / 2} e^{-|y-x|^{2} / 4 i t} . \tag{1.72}
\end{equation*}
$$

\]

But this is not obvious; it is even not clear in what sense (1.72) is an integral kernel. We know, however, that if $X=L^{2}\left(\mathrm{R}^{3}\right), T$ is selfadjoint and hence $\left\{e^{-i t}\right\}$ is a group defined for $-\infty<t<+\infty$. In this case $e^{-i t r}$ is in fact the integral operator with the kernel (1.72), in the sense to be stated below.

To simplify the description we shall consider, instead of (1.72), its one-dimensional analogue

$$
\begin{equation*}
k(y, x ; i t)=(4 \pi i t)^{-1 / 2} e^{-(y-x)^{2} / 4 i t} \tag{1.73}
\end{equation*}
$$

where $x, y$, and $t$ vary over the real line $(-\infty,+\infty)$. Then

$$
\begin{equation*}
K(t) u(y)=\int_{-\infty}^{\infty} k(y, x ; i t) u(x) d x \tag{1.74}
\end{equation*}
$$

is defined at least if $u(x)$ tends to zero sufficiently rapidly as $x \rightarrow \pm \infty$. For example, an elementary calculation shows that

$$
\begin{align*}
& K(t) u(x)=(1+4 i b t)^{-1 / 2} e^{-b(x-a)^{2} /(1+4 i b t)}  \tag{1.75}\\
& \text { for } u(x)=e^{-b(x-a)^{2}}, \quad b>0
\end{align*}
$$

If we take two functions $u_{j}(x)=e^{-b_{j}\left(x-a_{j}\right)^{\mathbf{2}}}, j=1,2$, of this form and construct $K(t) u_{j}$ by (1.75), we obtain by a straightforward calculation

$$
\begin{equation*}
\left(K(t) u_{1}, K(t) u_{2}\right)=\left(u_{1}, u_{2}\right)=\left(\frac{\pi}{b_{1}+b_{2}}\right)^{1 / 2} e^{-\frac{b_{1} b_{2}}{b_{1}+b_{2}}\left(a_{1}-a_{2}\right)^{2}} \tag{1.76}
\end{equation*}
$$

It follows that any linear combination $u$ of functions of the form (1.75) satisfies the equality $\|K(t) u\|=\|u\|$. In other words, $K(t)$ is isometric if defined on the set D of such functions $u$. But $D$ is dense in $L^{2}$. To see this it suffices to verify that the set of Fourier transforms of the functions of $D$ is dense in $L^{2}$ (since the Fourier transformation is unitary from $L^{2}$ to $L^{2}$ ). The Fourier transform $u$ of the $u$ of (1.75) is given by $\hat{u}(p)=(2 b)^{1 / 2} e^{-p^{2} / 4 b-i a p}$. Suppose a $\hat{v}(p) \in L^{2}$ is orthogonal to all functions $\hat{u}$ of this form with fixed $b$ and varying $a$. This means that $\hat{w}(p)=e^{-p^{2} / 4 b} \hat{v}(p)$, which belongs to $L^{1}$, has the Fourier transform zero; thus $\hat{w}(p)=0, \hat{v}(p)=0$, showing that the set of $u$ is dense.

Therefore, the $K(t)$ defined on D can be extended uniquely to an isometric operator on $\mathrm{L}^{2}$ to $\mathrm{L}^{2}$, which will again be denoted by $K(t) . K(t)$ may not be an integral operator in the proper sense, but it is an integral operator in a generalized sense:

$$
\begin{equation*}
K(t) u(y)=1 . i . \mathrm{m} .(4 \pi i t)^{-1 / 2} \int_{-\infty}^{\infty} e^{-(y-x)^{2} / 4 i t} u(x) d x, \quad-\infty<t<\infty \tag{1.77}
\end{equation*}
$$

just as was the case with the Fourier-Plancherel transform.
It remains to show that the generalized integral operator $K(t)$ coincides with $e^{-i t r}$. For this it suffices to show that $K(t) u=e^{-i t T} u$ for $u \in \mathrm{D}$. This is seen to be true by letting $t$ approach a real value from the lower half-plane $\operatorname{Im} t<0$, where this equality is obvious (see Problem 1.29 below).

In the 3-dimensional case we have only to modify the above arguments by taking as $D$ the set of linear combinations of functions of the form $u(x)=e^{-b|x-a|^{2}}$, $b>0, a \in \mathrm{R}^{3}$. In this way we see that $e^{-i t r}$ is given by the integral operator

$$
\begin{equation*}
e^{-i t T} u(y)=1 . \mathrm{i} . \mathrm{m} .(4 \pi i t)^{-3 / 2} \int_{\mathrm{R}^{3}} e^{-|y-x|^{2} / 4 i t} u(x) d x, \quad-\infty<t<\infty . \tag{1.78}
\end{equation*}
$$

These results can be further extended to the $m$-dimensional space, the only modification needed being replacement of $3 / 2$ by $m / 2$.

Problem 1.29. When $X=L^{2}, e^{-t T}$ is strongly continuous and $\left\|e^{-t T}\right\| \leqq 1$ for $\operatorname{Re} t \geqq 0$.

## § 2. Perturbation of semigroups

## 1. Analytic perturbation of quasi-bounded semigroups ${ }^{1}$

We now ask, does the infinitesimal generator of a semigroup retain the properties of a generator if subjected to a small perturbation ? And if it does, how does the generated semigroup change ? First we shall show that the property of being a generator is stable under the addition of a bounded operator. More precisely

Theorem 2.1. Let $T \in \mathscr{G}(M, \beta)$ and $A \in \mathscr{B}(\mathrm{X})$. Then $T+A \in \mathscr{G}(M$, $\beta+M\|A\|)$ and $e^{-t(T+A)}$ is, for fixed $t \geqq 0$, a holomorphic function of $A$. In particular, $e^{-t(T+\boldsymbol{A})}$ is an entire function of the complex variable $x$.

Proof. If $-(T+A)$ is to be a generator of a quasi-bounded semigroup $V(t)=e^{-t(T+A)}$, we must have the differential equation

$$
\begin{equation*}
d v(t) / d t=-(T+A) v(t) \tag{2.1}
\end{equation*}
$$

for $v(t)=V(t) u_{0}, u_{0} \in \mathrm{D}(T+A)=\mathrm{D}(T)$.
According to § 1.5, the solution of (2.1) must satisfy the integral equation

$$
\begin{equation*}
v(t)=U(t) u_{0}-\int_{0}^{t} U(t-s) A v(s) d s \tag{2.2}
\end{equation*}
$$

where $U(t)=e^{-t T}$ is the unperturbed semigroup. Substituting $v(t)$ $=V(t) u_{0}$, this gives

$$
\begin{equation*}
V(t)=U(t)-\int_{0}^{t} U(t-s) A V(s) d s \tag{2.3}
\end{equation*}
$$

It should be noted that (2.3) has not been proved to be true except when applied to a $u_{0} \in \mathrm{D}(T)$. But (2.3) is true since the two members belong to $\mathscr{B}(\mathrm{X})$ and $\mathrm{D}(T)$ is dense in X . Note further that the integral on the right is a strong integral: $U(t-s) A V(s) u_{0}$ is continuous in $s$ for every $u_{0} \in \mathrm{X}$ so that it is integrable.

Let us solve (2.3) by successive approximation:

$$
\begin{align*}
V(t) & =\sum_{n=0}^{\infty} U_{n}(t),  \tag{2.4}\\
U_{n+1}(t) & =-\int_{0}^{t} U(t-s) A U_{n}(s) d s, \quad n=0,1,2, \ldots, \tag{2.5}
\end{align*}
$$

where $U_{0}(t)=U(t)$. Since $U(t)$ is strongly continuous, it is easily seen by induction that all the $U_{n}(t)$ are defined [the integral in (2.5) is a strong

[^223]integral of a strongly continuous function] and are strongly continuous in $t$. Furthermore, we have the estimates
\[

$$
\begin{equation*}
\left\|U_{n}(t)\right\| \leqq M^{n+1}\|A\|^{n} e^{\beta t} t^{n} / n!, \quad n=0,1,2, \ldots, \tag{2.6}
\end{equation*}
$$

\]

which can be proved by induction. In fact, (2.6) is true for $n=0$; assuming it for $n$, we have from (2.5), noting that $\|U(t-s)\| \leqq M e^{\beta(t-s)}$,

$$
\begin{aligned}
\left\|U_{n+1}(t)\right\| & \leqq M^{n+2}\|A\|^{n+1} n!^{-1} \int_{0}^{t} e^{\beta(t-s)} e^{\beta s} s^{n} d s \\
& =M^{n+2}\|A\|^{n+1} e^{\beta t} t^{n+1} /(n+1)!.
\end{aligned}
$$

We see from (2.6) that the series (2.4) is absolutely convergent, the sum $V(t)$ is a solution of the integral equation (2.3) and that

$$
\begin{equation*}
\|V(t)\| \leqq \sum_{n=0}^{\infty}\left\|U_{n}(t)\right\| \leqq M e^{(\beta+M\|A\|) t} . \tag{2.7}
\end{equation*}
$$

To show that $V(t)$ is in fact the semigroup generated by $-(T+A)$, we multiply (2.3) by $e^{-\zeta t}$ and integrate over $0 \leqq t<\infty$, assuming $\operatorname{Re} \zeta>\beta+M\|A\|$. Then

$$
\begin{align*}
R_{1}(\zeta) & =\int_{0}^{\infty} e^{-\zeta t} V(t) d t=\int_{0}^{\infty} e^{-\zeta t} U(t) d t-  \tag{2.8}\\
& -\left[\int_{0}^{\infty} e^{-\zeta t} U(t) d t\right] A\left[\int_{0}^{\infty} e^{-\zeta t} V(t) d t\right] \\
& =(T+\zeta)^{-1}-(T+\zeta)^{-1} A R_{1}(\zeta)
\end{align*}
$$

This shows that $(T+\zeta) R_{1}(\zeta)=1-A R_{1}(\zeta)$ or $(T+A+\zeta) R_{1}(\zeta)=1$. Since $-\zeta \in \mathrm{P}(T+A)$ in virtue of $\|A\|<M^{-1} \operatorname{Re}(\zeta-\beta) \leqq 1 /\left\|(T+\zeta)^{-1}\right\|$ [see (1.39)], it follows that $R_{1}(\zeta)=(T+A+\zeta)^{-1}$.

Thus we have for $k=0,1,2, \ldots$,

$$
\begin{align*}
\|(T & +A+\zeta)^{-k-1}\left\|=\frac{1}{k!}\right\| \frac{d^{k}}{d \zeta^{k}}(T+A+\zeta)^{-1} \|  \tag{2.9}\\
& =\frac{1}{k!}\left\|\frac{d^{k}}{d \zeta^{k}} R_{1}(\zeta)\right\| \leqq \frac{1}{k!} \int_{0}^{\infty} t^{k}\left|e^{-\zeta t}\right|\|V(t)\| d t \\
& =\frac{M}{k!} \int_{0}^{\infty} t^{k} e^{-(\operatorname{Re} \zeta-\beta-M\| \| \|) t} d t=M(\operatorname{Re} \zeta-\beta-M\|A\|)^{-k-1},
\end{align*}
$$

which shows that $T+A$ satisfies (1.36) with $\beta$ replaced by $\beta+M\|A\|$ : $T+A \in \mathscr{G}(M, \beta+M\|A\|)$.

Then we see from Remark 1.4 [or rather its generalization to $T \in$ $\in \mathscr{G}(M, \beta)]$ that $V(t)=e^{-t(T+d)}$.

The expression (2.4) for $V(t)=e^{-t(T+A)}$ has the form of an expansion in powers of $A$. This shows that $V(t)$ is a holomorphic function of $A$ (see Remark II-5.17).

Remark 2．2．The above proof is indirect in so far as it concerns the property of $-(T+A)$ being a generator．It is possible to verify directly the final inequalities of（2．9）．This proof is in general not very simple；it is necessary to make some combinatorial computations ${ }^{1}$ ．But the proof is trivial if $M=1$ ．In this case we need only to verify（2．9）for $k=1$ ，but this is obvious from the second Neumann series for the resolvent $(T+A+\zeta)^{-1}=\sum_{n=0}^{\infty}(T+\zeta)^{-1}\left[-A(T+\zeta)^{-1}\right]^{n}$ and $\left\|(T+\zeta)^{-1}\right\| \leqq$ $\leqq(\operatorname{Re} \zeta-\beta)^{-1}$ ．

Problem 2．3．Prove by successive approximation that $v_{n}(t)=U_{n}(t) u_{0}$ satisfies the differential equation $d v_{n} / d t=-T v_{n}-A v_{n-1}\left(\right.$ set $\left.v_{-1}=0\right)$ and $v=\Sigma v_{n}$ satisfies $d v / d t=-(T+A) v$ ，provided that $u_{0} \in \mathbf{D}(T)$ ．［hint：Theorem 1．19．］

## 2．Analytic perturbation of holomorphic semigroups

In the preceding paragraph we considered a bounded perturbation of the generator $-T$ of a quasi－bounded semigroup．In general it is dif－ ficult to add an unbounded operator $A$ to $T$ without destroying the property of $-T$ being a generator．For example，$-(T+A)$ need not be a generator of a quasi－bounded semigroup even if $A$ is relatively bounded with respect to $T$ ．

If $-T$ is assumed to be the generator of a holomorphic semigroup， however，perturbations of a wider class are permitted．

Theorem 2．4．${ }^{2}$ For any $T \in \mathscr{H}(\omega, \beta)$ and $\varepsilon>0$ ，there exist positive constants $\gamma, \delta$ with the following properties．If $A$ is relatively bounded with respect to $T$ so that

$$
\begin{equation*}
\|A u\| \leqq a\|u\|+b\|T u\|, \quad u \in \mathrm{D}(T) \subset \mathrm{D}(A), \tag{2.10}
\end{equation*}
$$

with $a<\delta, b<\delta$ ，then $T+A \in \mathscr{H}(\omega-\varepsilon, \gamma)$ ．If，in particular，$\beta=0$ and $a=0$ ，then $T+A \in \mathscr{H}(\omega-\varepsilon, 0)$ ．

Proof．As is easily seen，we may assume $\beta=0$ without loss of genera－ lity ${ }^{3}$ ．（2．10）implies that

$$
\begin{equation*}
\left\|A(T+\zeta)^{-1}\right\| \leqq a\left\|(T+\zeta)^{-1}\right\|+b\left\|T(T+\zeta)^{-1}\right\| . \tag{2.11}
\end{equation*}
$$

If $|\arg \zeta| \leqq \frac{\pi}{2}+\omega-\varepsilon$ ，we have $\left\|(T+\zeta)^{-1}\right\| \leqq M_{\varepsilon}|\zeta|$ by（1．51）and $\left\|T(T+\zeta)^{-1}\right\|=\left\|1-\zeta(T+\zeta)^{-1}\right\| \leqq 1+M_{\varepsilon}$ ．Hence

$$
\begin{equation*}
\left\|A(T+\zeta)^{-1}\right\| \leqq a M_{\varepsilon}|\zeta|^{-1}+b\left(1+M_{\varepsilon}\right), \tag{2.12}
\end{equation*}
$$

${ }^{1}$ See Hille and Phillips 【1】，p． 389.
${ }^{2}$ See Hille and Phillips 【1】，p． 418.
${ }^{3}$ If $\beta<0, T \in \mathscr{H}(w, \beta) \subset \mathscr{H}(w, 0)$ ．If $\beta>0$ ，set $T_{0}=T+\beta$ ；then $T_{0} \in$ $\in \mathscr{H}(w, 0)$ and $\|A u\| \leqq(a+b \beta)\|u\|+b\left\|T_{0} u\right\|$ ．If $\gamma_{0}, \delta_{0}$ denote the $\gamma, \delta$ of the theorem for $\beta=0$ ，then $T_{0}+A \in \mathscr{H}\left(\omega-\varepsilon, \gamma_{0}\right)$ for $a+b \beta<\delta_{0}, b<\delta_{0}$ ．Hence $T+A \in \mathscr{H}\left(\omega-\varepsilon, \gamma_{0}+\beta\right)$ if $a<\delta_{0} / 2, b<\min \left(\delta_{0}, \delta_{0} / 2 \beta\right)$ ，so that it suffices to take $\gamma=\gamma_{0}+\beta, \delta=\min \left(\delta_{0} / 2, \delta_{0} / 2 \beta\right)$ ．
and the second Neumann series for $(T+\zeta+A)^{-\mathbf{1}}$ converges if the right member of (2.12) is smaller than 1 , with

$$
\begin{equation*}
\left\|(T+\zeta+A)^{-1}\right\| \leqq \frac{M_{\varepsilon}|\zeta|^{-1}}{1-a M_{\varepsilon}|\zeta|^{-1}-b\left(1+M_{\varepsilon}\right)}=\frac{M_{\varepsilon}\left[1-b\left(1+M_{\varepsilon}\right)\right]^{-1}}{|\zeta|-a M_{\varepsilon}\left[1-b\left(1+M_{\varepsilon}\right)\right]^{-1}} . \tag{2.13}
\end{equation*}
$$

If $b<\left(1+M_{\varepsilon}\right)^{-1},(2.13)$ shows that $\left\|(T+A+\zeta)^{-1}\right\| \leqq M^{\prime}|\zeta-\gamma|$ for $|\arg (\zeta-\gamma)| \leqq \frac{\pi}{2}+\omega-\varepsilon$, where $M^{\prime}$ and $\gamma$ are some positive constants depending on $a, b$ and $M_{e}$. If $a=0$, we can take $\gamma=0$.

Corollary 2.5. If $-T$ is the generator of a quasi-bounded holomorphic semigroup and $A$ is $T$-bounded with relative bound 0 , then $-(T+A)$ is also the generator of a quasi-bounded holomorphic semigroup.

Proof. It suffices to observe that $b$ can be chosen arbitrarily small in the proof of Theorem 2.4.

Theorem 2.6. Let $T(\varkappa) \in \mathscr{C}(\mathrm{X})$ be a holomorphic family of type (A) defined near $x=0$. If $T(0)$ is the generator of a quasi-bounded holomorphic semigroup, the same is true for $T(x)$ with sufficiently small $|x|$. In this case $U(t, x)=e^{-t T(x)}$ is holomorphic in $x$ and $t$ when $t$ is in some open sector containing $t>0$. Moreover, all $\partial^{n} U(t, x) / \partial x^{n}$ are strongly continuous in $t$ $u p$ to $t=0^{1}$. If, in particular, $T(x)=T+\varkappa A$ where $T$ and $A$ satisfy the conditions of Corollary 2.5, then $e^{-\boldsymbol{t}(\boldsymbol{T}+\boldsymbol{x})}$ is an entire function of $x$ fort in such a sector.

Proof. Since $T(\varkappa)-T(0)$ is relatively bounded with respect to $T(0)$ (see VII-§ 2.1), $T(\varkappa)$ belongs to some $\mathscr{H}(\omega, \beta)$ for sufficiently small $|x|$. Replacing $T(x)$ by $T(\varkappa)+\beta$ if necessary, we may assume $T(\varkappa) \in \mathscr{H}(\omega, 0)$.

It follows from (1.50) for $U(t, x)$ that

$$
\begin{equation*}
\frac{\partial^{n}}{\partial x^{n}} U(t, x)=\frac{1}{2 \pi i} \int_{\Gamma} e^{\zeta t} \frac{\partial^{n}}{\partial x^{n}}(T(x)+\zeta)^{-1} d \zeta . \tag{2.14}
\end{equation*}
$$

But we have

$$
\begin{equation*}
\frac{\partial^{n}}{\partial x^{n}}(T(x)+\zeta)^{-1}=\frac{n!}{2 \pi i} \int_{\mathrm{C}}\left(T\left(x^{\prime}\right)+\zeta\right)^{-1}\left(\varkappa^{\prime}-x\right)^{-n-1} d \varkappa^{\prime} \tag{2.15}
\end{equation*}
$$

where C is a small circle in the $x$-plane and $\varkappa$ is inside C . Since (1.51) is true for $T=T(x)$ uniformly in $\varkappa$ near $\varkappa=0$, we have

$$
\begin{equation*}
\left\|\frac{\partial^{n}}{\partial x^{n}}(T(\varkappa)+\zeta)^{-1}\right\| \leqq \frac{M_{\varepsilon} N^{n} n \mid}{|\zeta|}, \quad|\arg \zeta| \leqq \frac{\pi}{2}+\omega-\varepsilon, \tag{2.16}
\end{equation*}
$$

[^224]with some constant $N$ if $|x|$ is sufficiently small. Thus the same argument as given in § 1.6 shows that $\partial^{n} U(t, x) / \partial x^{n}$ is holomorphic in $t$ in some open sector and strongly continuous up to $t=0$. In particular, this implies that $U(t, \varkappa)$ is holomorphic in $\varkappa$ with its Taylor coefficients holomorphic in $t$.

The last statement of the theorem is true since $T(x)$ satisfies the above condition for all $x$ in virtue of Corollary 2.5.

These results show that holomorphic semigroups are rather stable under perturbation.

## 3. Perturbation of contraction semigroups

We have remarked in the preceding paragraph that when $-T$ is the generator of a bounded semigroup, $-(T+A)$ need not be such a generator even when $A$ is relatively bounded with respect to $T$. An exception to this statement occurs when both $-T$ and $-A$ are generators of contraction semigroups. We have namely

Theorem 2.7. ${ }^{1}$ Let $T$ and $A$ belong to $\mathscr{G}(1,0)$ and let $A$ be relatively bounded with respect to $T$ with $T$-bound $<1 / 2$. Then $T+A \in \mathscr{G}(1,0)$ too.

Proof. $\mathrm{P}(T)$ covers the half-plane $\operatorname{Re} \zeta<0$ and $\left\|(T+\xi)^{-\mathbf{1}}\right\| \leqq \xi^{-\mathbf{1}}$ for $\xi>0 . A$ satisfies an inequality of the form (2.10), with $b<1 / 2$, so that $\left\|A(T+\xi)^{-1}\right\| \leqq a\left\|(T+\xi)^{-1}\right\|+b\left\|T(T+\xi)^{-1}\right\| \leqq a \xi^{-1}+2 b<1$ if $\xi$ is sufficiently large. It follows from the second Neumann series that the resolvent $(T+A+\xi)^{-1}$ exists for such $\xi$.

Let us estimate $(T+A+\xi)^{-1}$. To this end we consider the vector $v(t)=e^{-t \boldsymbol{t}} e^{-t(T+\xi)} u$ where $u \in \mathrm{D}(T) \subset \mathrm{D}(A)$. We have

$$
\begin{equation*}
u-v(t)=\left(u-e^{-t \Delta} u\right)+e^{-t \Delta}\left(u-e^{-t(T+\xi)} u\right) . \tag{2.17}
\end{equation*}
$$

Since $e^{-t \Delta} u$ and $e^{-t(T+\xi)} u$ are differentiable in $t$, we have

$$
\begin{equation*}
\lim _{t \rightarrow 0} t^{-1}(u-v(t))=A u+(T+\xi) u \tag{2.18}
\end{equation*}
$$

by (1.24). On the other hand, we have $\|v(t)\| \leqq e^{-t \xi}\|u\|$ since $e^{-t A}$ and $e^{-t T}$ are contraction semigroups. Hence

$$
\begin{equation*}
t^{-1}\|u-v(t)\| \geqq t^{-1}\left(\|u\|-e^{-t \xi}\|u\|\right) \rightarrow \xi\|u\|, \quad t \rightarrow 0 . \tag{2.19}
\end{equation*}
$$

It follows from (2.18) and (2.19) that

$$
\begin{equation*}
\|(T+A+\xi) u\| \geqq \xi\|u\|, \tag{2.20}
\end{equation*}
$$

which implies that $\left\|(T+A+\xi)^{-1}\right\| \leqq \xi^{-1}$, at least for $\xi$ sufficiently large that $(T+A+\xi)^{-1}$ exists. Then one sees by means of the first

[^225]Neumann series that $(T+A+\xi)^{-1}$ exists with the same inequality for every $\xi>0$. This shows that $T+A \in \mathscr{G}(1,0)$, as we wished to show.

Problem 2.8. If $T \in \mathscr{G}(1, \beta), A \in \mathscr{G}\left(1, \beta^{\prime}\right)$ and $A$ is $T$-bounded with $T$-bound $<1 / 2$, then $T+A \in \mathscr{G}\left(1, \beta+\beta^{\prime}\right)$.

Problem 2.9. The bound $1 / 2$ for the $T$-bound of $A$ in Theorem 2.7 and Problem 2.8 can be replaced by 1 , if $X$ is a Hilbert space.

Remark 2.10. Theorem 2.7 does not imply that $e^{-t(T+x A)}$ is holomorphic in $x$. In fact $x<0$ is in general not permissible if $x A$ is to belong to $\mathscr{G}(1, \beta)$. But it can be shown that $e^{-t(T+x A)}$ is strongly continuous in $\varkappa$ for $x \geqq 0$. More generally, $e^{-t\left(T+A_{n}\right)} \rightarrow e^{-t T}$ if $A_{n}$ tends to zero in the sense that $A_{n}$ is $T$-bounded and $\left\|A_{n} u\right\| \leqq a_{n}\|u\|+b_{n}\|T u\|$ with $a_{n}, b_{n} \rightarrow 0$. This is a consequence of Theorem 2.16 proved below.

The $T$-boundedness of $A$ in Theorem 2.7 is used essentially only in showing that $-\xi \in \mathrm{P}(T+A)$ for sufficiently large $\xi$. The proof of (2.20) is valid without any such assumption if $u \in \mathrm{D}(T+A)=\mathrm{D}(T) \cap \mathrm{D}(A)$. If the range of $T+A+\xi$ is dense in X and if $T+A$ is closable, it follows that $-\xi \in \mathrm{P}(S)$ with $\left\|(S+\xi)^{-1}\right\| \leqq \xi^{-1}$, where $S$ is the closure of $T+A$. If $S$ is densely defined, it follows as above that $S \in \mathscr{G}(1,0)$. Thus we have the following theorem, which is symmetric with respect to $T$ and $A$.

Theorem 2.11. Let $T$ and $A$ belong to $\mathscr{G}(1,0)$, let $\mathrm{D}(T) \cap \mathrm{D}(A)$ be dense in X and let $T+A+\xi$ have a dense range for sufficiently large real $\xi$. If $T+A$ is closable, its closure $S$ belongs to $\mathscr{G}(1,0)$.

## 4. Convergence of quasi-bounded semigroups in a restricted sense

Let us return to the generators of quasi-bounded semigroups in general. When $-T$ is such a generator, it is in general difficult to prove the same for $-S=-(T+A)$ for an unbounded perturbation $A$. If we assume that $-S$ is also a generator, however, we can show that $e^{-t S}-$ $-e^{-t T}$ is small relative to $T$ provided $A$ is small relative to $T$, even if $A$ is unbounded. More precisely, we have

Theorem 2.12. Let $T, S \in \mathscr{G}(M, \beta), \beta \geqq 0$, and let $S=T+A$ where $A$ is $T$-bounded so that (2.10) is true. Then we have for $\xi>\beta$

$$
\begin{align*}
& \left\|\left(e^{-t S}-e^{-t T}\right)(T+\xi)^{-1}\right\| \leqq  \tag{2.21}\\
& \quad \leqq M^{2} t e^{\beta t}\left[b(M+1)+(a+b \beta) M(\xi-\beta)^{-1}\right] .
\end{align*}
$$

Proof. Let $u \in \mathrm{D}(T)=\mathrm{D}(S)$. Then we have, as in (2.2),

$$
\begin{equation*}
\left(e^{-t S}-e^{-t T}\right) u=-\int_{0}^{t} e^{-(t-s) S} A e^{-s T} u d s \tag{2.22}
\end{equation*}
$$

here $A e^{-s T} u=A(T+\xi)^{-1} e^{-s T}(T+\xi) u$ is continuous in $s$ because $A(T+\xi)^{-1}$ is bounded. Since $(T+\xi)^{-1} v \in \mathrm{D}(T)$ for any $v \in \mathbf{X},(2.22)$ applied to $u=(T+\xi)^{-1} v$ gives

$$
\begin{equation*}
\left(e^{-t S}-e^{-t T}\right)(T+\xi)^{-1}=-\int_{0}^{t} e^{-(t-s) S} A(T+\xi)^{-1} e^{-s T} d s \tag{2.23}
\end{equation*}
$$

Since $\left\|e^{-(t-s) S}\right\| \leqq M e^{\beta(t-s)},\left\|e^{-s T}\right\| \leqq M e^{\beta s}$, and

$$
\begin{align*}
& \left\|A(T+\xi)^{-1}\right\| \leqq a\left\|(T+\xi)^{-1}\right\|+b\left\|T(T+\xi)^{-1}\right\| \leqq a M(\xi-\beta)^{-1}  \tag{2.24}\\
& +b\left\|1-\xi(T+\xi)^{-1}\right\| \leqq b(1+M)+M(a+b \beta)(\xi-\beta)^{-1},
\end{align*}
$$

(2.21) follows from (2.23).

Remark 2.13. Theorem 2.12 shows that $\left(e^{-t S}-e^{-t T}\right) u$ tends to zero when $a, b \rightarrow 0$, not uniformly for $\|u\| \leqq 1$ but uniformly for all $u \in \mathrm{D}(T)$ with $\|(T+\xi) u\| \leqq 1$.

In this direction we can go further and obtain a certain kind of estimate for $e^{-t S}-e^{-t T}$ without assuming anything on $S-T$.

Theorem 2.14. Let $T, S \in \mathscr{G}(M, \beta)$. Then

$$
\begin{gather*}
\left\|(S+\zeta)^{-1}\left(e^{-t S}-e^{-t T}\right)(T+\zeta)^{-1}\right\| \leqq M^{2} t e^{\beta t} \|(S+\zeta)^{-1}-  \tag{2.25}\\
-(T+\zeta)^{-1} \|, \quad \operatorname{Re} \zeta>\beta .
\end{gather*}
$$

Proof. $e^{-t T}(T+\zeta)^{-1}$ is strongly differentiable in $t:(d / d t) e^{-t T}(T+$ $+\zeta)^{-1} u=-e^{-t T} T(T+\zeta)^{-1} u=-e^{-t T}\left[1-\zeta(T+\zeta)^{-1}\right]$, and similarly for $e^{-t S}(S+\zeta)^{-1}$. Hence

$$
\begin{align*}
& \frac{d}{d s} e^{-(t-s) S}(S+\zeta)^{-1} e^{-s T}(T+\zeta)^{-1}=e^{-(t-s) S} e^{-s T}(T+\zeta)^{-1}-  \tag{2.26}\\
& -e^{-(t-s) S}(S+\zeta)^{-1} e^{-s T}=e^{-(t-s) S}\left[(T+\zeta)^{-1}-(S+\zeta)^{-1}\right] e^{-s T}
\end{align*}
$$

Integrating with respect to $s$ on $(0, t)$, we obtain

$$
\begin{align*}
& (S+\zeta)^{-1}\left(e^{-t T}-e^{-t S}\right)(T+\zeta)^{-1}  \tag{2.27}\\
& \quad=\int_{0}^{t} e^{-(t-s) S}\left[(T+\zeta)^{-1}-(S+\zeta)^{-1}\right] e^{-s T} d s
\end{align*}
$$

from which (2.25) follows by $\left\|e^{-(t-s) S}\right\| \leqq M e^{(t-s) \beta}$ and $\left\|e^{-s T}\right\| \leqq M e^{\beta s}$.
Example 2.15. Let $T=i H$ where $H$ is a selfadjoint operator in a Hilbert space H. If $K$ is a symmetric operator relatively bounded with respect to $H$ with $H$-bound $<1, H+K$ is selfadjoint (see Theorem V-4.3). The unitary operator $e^{-i(H+K)}$ tends to $e^{-i / I}$ in the sense of Remark 2.13 when $K$ tends to zero in the sense stated.

## 5. Strong convergence of quasi-bounded semigroups

If we content ourselves with strong convergence of the semigroups generated by a given sequence of generators, we can weaken the assumptions on the perturbation considerably. The following theorem is fundamental in the approximation theory of semigroups.

Theorem 2.16. Let $T$ and $T_{n}, n=1,2, \ldots$ belong to $\mathscr{G}(M, \beta)$. If

$$
\begin{equation*}
\left(T_{n}+\zeta\right)^{-1} \underset{\mathrm{~s}}{ }(T+\zeta)^{-1} \tag{2.28}
\end{equation*}
$$

for some $\zeta$ with $\operatorname{Re} \zeta>\beta$, then

$$
\begin{equation*}
e^{-t T_{n}} \underset{\mathbf{s}}{\rightarrow} e^{-t T} \tag{2.29}
\end{equation*}
$$

uniformly in any finite interval of $t \geqq 0^{1}$. Conversely, if (2.29) holds for all $t$ such that $0 \leqq t \leqq b, b>0$, then (2.28) holds for every $\zeta$ with $\operatorname{Re} \zeta>\beta$.

Proof. We may assume $\beta=0$ without loss of generality. We start from the identity (2.27) in which $S$ is replaced by $T_{n}$. Since $\left\|e^{-(t-s)} T_{n}\right\| \leqq$ $\leqq M$, we have for any $u \in \mathbf{X}$

$$
\begin{align*}
& \left\|\left(T_{n}+\zeta\right)^{-1}\left(e^{-t T_{n}}-e^{-t T}\right)(T+\zeta)^{-1} u\right\| \leqq  \tag{2.30}\\
& \leqq M \int_{0}^{t}\left\|\left[\left(T_{n}+\zeta\right)^{-1}-(T+\zeta)^{-1}\right] e^{-s T} u\right\| d s .
\end{align*}
$$

If $\left(T_{n}+\zeta\right)^{-1} \rightarrow(T+\zeta)^{-1}$, the integrand on the right of (2.30) tends as $n \rightarrow \infty$ to zero for each fixed $s$. Furthermore, the integrand is majorized by $2 M \xi^{-1} M\|u\|$, which is independent of $n$, where $\xi=\operatorname{Re} \zeta>0$. Therefore, the right member of (2.30) tends to zero by the principle of bounded convergence. Obviously the convergence is uniform in $t$ in any finite interval.

On writing $v=(T+\zeta)^{-1} u$, we have thus shown that

$$
\begin{equation*}
\left(T_{n}+\zeta\right)^{-1}\left(e^{-t T_{n}}-e^{-t T}\right) v \rightarrow 0, \quad n \rightarrow \infty, \tag{2.31}
\end{equation*}
$$

uniformly in $t$. This is true for all $v \in \mathrm{D}(T)$, since $v$ varies over $\mathrm{D}(T)$ when $u$ varies over $X$. But the operator on the left of (2.31) is uniformly bounded with bound not exceeding $2 M^{2} \xi^{-1}$. Hence (2.31) is true for all $v \in \mathbf{X}$.

On the other hand we have

$$
\begin{align*}
& \left(T_{n}+\zeta\right)^{-1} e^{-t T_{n}} v-e^{-t T_{n}}(T+\zeta)^{-1} v  \tag{2.32}\\
& \quad=e^{-t T_{n}}\left[\left(T_{n}+\zeta\right)^{-1} v-(T+\zeta)^{-1} v\right] \rightarrow 0,
\end{align*}
$$

since $\left\|e^{-t T_{n}}\right\| \leqq M$ and $\left(T_{n}+\zeta\right)^{-1} v-(T+\zeta)^{-1} v \rightarrow 0$. Similarly,

$$
\begin{align*}
\left(T_{n}+\zeta\right)^{-1} e^{-t T} v-e^{-t T}(T+\zeta)^{-1} v  \tag{2.33}\\
\quad=\left[\left(T_{n}+\zeta\right)^{-1}-(T+\zeta)^{-1}\right] e^{-t T} v \rightarrow 0 .
\end{align*}
$$

It follows from (2.31)-(2.33) that

$$
\begin{equation*}
\left(e^{-t T_{n}}-e^{-t T}\right)(T+\zeta)^{-1} v \rightarrow 0 . \tag{2.34}
\end{equation*}
$$

${ }^{1}$ Recall that (2.28) means that $T_{n} \underset{\mathrm{~s}}{ } T$ in the generalized sense (see VIII-§ 1) Sufficient conditions for (2.28) are extensively studied in VIII-§§ 1 and 3.

This means that $\left(e^{-t T_{n}}-e^{-t T}\right) w \rightarrow 0$ for all $w \in \mathrm{D}(T)$. It follows as above that $e^{-t T_{n}}-e^{-t T} \rightarrow 0$.

That this convergence is uniform in $t$ follows from the uniformity of convergence in (2.31)-(2.33). For (2.31) this was remarked above. For (2.32) it is obvious. For (2.33) it follows from the continuity of $e^{-t T} v$ in $t$, which implies that the set of $e^{-\boldsymbol{t T}} v$ for all $t$ of a finite interval is compact, so that Lemma III-3.7 is applicable.

Conversely, suppose that (2.29) is true for $0 \leqq t \leqq b$. By $e^{-m t T}$ $=\left(e^{-t T}\right)^{m}$ etc., it follows that (2.29) is true for any $t \geqq 0$. Then

$$
\int_{0}^{\infty} e^{-\zeta t}\left(e^{-t T_{n}}-e^{-t T}\right) d t \underset{\mathrm{~s}}{\rightarrow} 0, \quad \operatorname{Re} \zeta>0
$$

by dominated convergence. In view of the inversion formula (1.28), this gives (2.28) for every $\zeta$ with $\operatorname{Re} \zeta>0$.

In Theorem 2.16 the limit $-T$ of the generators $-T_{n}$ is assumed to be a generator. The question naturally arises whether this is a consequence of the other assumptions. It turns out that the answer is yes if one assumes a certain uniformity on the behavior of the resolvents of the $T_{n}$. We have namely

Theorem 2.17. ${ }^{1}$ Let $T_{n} \in \mathscr{G}(M, \beta), n=1,2, \ldots$, and let $\mathrm{s}-\lim _{\alpha>0}\left(1+\alpha T_{n}\right)^{-1}$ $=1$ uniformly in $n$. Let $\underset{n \rightarrow \infty}{\mathrm{~s}-\lim _{\infty}}\left(T_{n}+\zeta\right)^{-1}$ exist for some $\stackrel{\alpha}{\zeta} \stackrel{0}{\alpha}$ with $\operatorname{Re} \zeta>\beta$. Then there is a $T \in \mathscr{G}(M, \beta)$ such that the results of Theorem 2.16 hold ${ }^{2}$.

Proof. Again we may assume $\beta=0 . T_{n} \in \mathscr{G}(M, 0)$ implies that the $\left(T_{n}+\zeta\right)^{-1}$ are uniformly bounded in $n$ for each fixed complex number $\zeta$ with $\operatorname{Re} \zeta>0$. In other words, the right half-plane $\operatorname{Re} \zeta>0$ belongs to the region of boundedness $\Delta_{\mathrm{b}}$ for the sequence of the resolvents of $-T_{n}$ (see VIII-§ 1.1). But it follows from the assumptions that at least one $\zeta$ with $\operatorname{Re} \zeta>0$ belongs to the region of strong convergence $\Delta_{\mathrm{s}}$. Since $\Delta_{\mathrm{s}}$ is relatively open and closed in $\Delta_{\mathrm{b}}$ by Theorem VIII-1.2, $\Delta_{\mathrm{s}}$ must contain the half-plane $\operatorname{Re} \zeta>0$.

Thus s-lim $\left(T_{n}+\zeta\right)^{-1}=-R^{\prime}(\zeta)$ exists for all $\zeta$ of this half-plane, and $R^{\prime}(\zeta)$ is a pseudo-resolvent (see loc. cit.). We shall now show that $R^{\prime}(\zeta)$ is the resolvent of a densely defined closed operator $-T$.

For any $u \in \mathrm{X}$ we have $u=\lim _{\alpha>+0}\left(1+\alpha T_{n}\right)^{-1} u=\lim _{\xi \rightarrow+\infty} \xi\left(T_{n}+\xi\right)^{-1} u$. Since this convergence is uniform in $n$ by hypothesis, it follows that

$$
\begin{equation*}
u=-\lim _{\xi \rightarrow+\infty} \xi R^{\prime}(\xi) u, \quad u \in \mathbf{X} . \tag{2.35}
\end{equation*}
$$

Now the $R^{\prime}(\zeta)$ have a common null space N and a common range D (see loc. cit.). If $u \in \mathrm{~N}$, we have $R^{\prime}(\xi) u=0$ so that $u=0$ by (2.35).

[^226]Thus $\mathrm{N}=0$. Also (2.35) implies that D is dense in X , for any $u \in \mathrm{X}$ is the limit of $-\xi R^{\prime}(\xi) u \in \mathrm{D}$. It follows (see loc. cit.) that $R^{\prime}(\zeta)$ is the resolvent of a densely defined operator $-T: R^{\prime}(\zeta)=-(T+\zeta)^{-1}$.

The inequalities $\left\|\left(T_{n}+\xi\right)^{-k}\right\| \leqq M / \xi^{k}$ go over for $n \rightarrow \infty$ to the same inequalities for $\left\|(T+\xi)^{-k}\right\|$. This shows that $T \in \mathscr{G}(M, 0)$, completing the proof.

## 6. Asymptotic perturbation of semigroups

We have been able to develop a satisfactory analytic perturbation theory for quasi-bounded semigroups only for bounded perturbations (see par. 1). In the more restricted class of holomorphic semigroups, it was possible to admit relatively bounded perturbations (see par. 2). In applications, however, we have often to deal with non-holomorphic semigroups, the most important case being the unitary groups in a Hilbert space. Therefore, it is desirable to develop the perturbation theory for non-holomorphic semigroups further by admitting unbounded perturbations. Naturally, then, we have to content ourselves with obtaining weaker results than the analytic dependence of the semigroup on the parameter $\kappa$. In this way we are led to consider asymptotic series in $x$ which are valid for $x \rightarrow 0$. A simple example of asymptotic behavior of semigroups is obtained if we set $A=\varkappa T^{(1)}$ and let $x \rightarrow 0$ in Theorem 2.12 [assuming that $T+\varkappa T^{(1)} \in \mathscr{G}(M, \beta)$ for all $\varkappa$ ]. What we are going to do in the sequel is to extend the result to higher orders of the parameter ${ }^{1} x$.

For simplicity we shall consider a family of operators

$$
\begin{equation*}
T(\varkappa)=T+\varkappa T^{(1)}, \tag{2.36}
\end{equation*}
$$

though we could as well consider a formal infinite series in $\varkappa$. We assume that $T \in \mathscr{G}(M, \beta)$ and $T^{(1)}$ is $T$-bounded:

$$
\begin{equation*}
\left\|T^{(1)} u\right\| \leqq a\|u\|+b\|T u\|, \quad u \in \mathrm{D}(T) \subset \mathrm{D}\left(T^{(1)}\right) \tag{2.37}
\end{equation*}
$$

As remarked before, this does not guarantee that $-T(x)$ is the generator of a semigroup, though $T(x)$ is a closed operator with domain $\mathrm{D}=\mathrm{D}(T)$ for $|x|<1 / b$ by Theorem IV-1.1. Therefore we add the assumption that $T(x) \in \mathscr{G}(M, \beta)$ for $x \in \mathrm{D}_{0}$, where $\mathrm{D}_{0}$ is a subset of the disk $|x|<1 / b$. $\mathrm{D}_{0}$ may be an open set, a subset of the real axis or a subset of the positive real axis. In what follows $x$ is always assumed to belong to $D_{0}$. Also we assume $\beta=0$, for this does not affect the generality [otherwise consider $T(x)+\beta$ instead of $T(x)]$.

Under these assumptions, $-T(x)$ generates a semigroup $U(t, x)$ $=e^{-t T(x)}$ for each $x$. We write $U(t, 0)=U(t)$. The $U(t, x)$ are uniformly

[^227]bounded by
\[

$$
\begin{equation*}
\|U(t, x)\| \leqq M, \quad t \geqq 0 \tag{2.38}
\end{equation*}
$$

\]

Theorem 2.18. $U(t, x) \underset{\mathrm{s}}{\longrightarrow} U(t), x \rightarrow 0$, uniformly in $t$ in any finite interval.

Proof. This is a direct consequence of Theorem 2.12.
Theorem 2.19. Let $u \in \mathrm{D}$. Then

$$
\begin{equation*}
U(t, x) u=U(t) u+\varkappa u^{(1)}(t)+o(x), \quad x \rightarrow 0, \tag{2.39}
\end{equation*}
$$

with

$$
\begin{equation*}
u^{(\mathbf{1})}(t)=-\int_{0}^{t} U(t-s) T^{(\mathbf{1})} U(s) u d s \tag{2.40}
\end{equation*}
$$

where $O(x)$ denotes a vector with norm $o(x)$ uniformly in each finite interval of $t$. The integrand on the right of $(2.40)$ is continuous in $s$ so that the integral is well defined.

Proof. The second term on the right of (2.39) is formally identical with the $v_{1}(t)=U_{1}(t) u$ of par. 1 if we set $A=\varkappa T^{(1)}$ and $u_{0}=u$. Although $T^{(1)}$ is not bounded, the integrand of (2.40) is continuous in $s$ because

$$
\begin{equation*}
T^{(1)} U(s) u=B(\zeta) U(s)(T+\zeta) u \tag{2.41}
\end{equation*}
$$

where [cf. (2.24)]

$$
\begin{gather*}
B(\zeta)=T^{(1)}(T+\zeta)^{-1} \in \mathscr{B}(\mathrm{X}), \quad \operatorname{Re} \zeta>0  \tag{2.42}\\
\|B(\zeta)\| \leqq a M \xi^{-1}+b(1+M), \quad \xi=\operatorname{Re} \zeta \tag{2.43}
\end{gather*}
$$

Similarly $T^{(1)} U(s, x) u$ is continuous in $s$. To see this we write

$$
\begin{equation*}
T^{(1)} U(s, x) u=B(\zeta, x) U(s, x)(T(x)+\zeta) u \tag{2.44}
\end{equation*}
$$

where

$$
\begin{equation*}
B(\zeta, x)=T^{(\mathbf{1})}(T(x)+\zeta)^{-1} \in \mathscr{B}(\mathrm{X}) \tag{2.45}
\end{equation*}
$$

because $T^{(\mathbf{1})}$ is $T(x)$-bounded too (see Problem IV-1.2). $B(\zeta, x)$ is even holomorphic in $\zeta$ and $x$, for we have from the second Neumann series for $(T(\varkappa)+\zeta)^{-1}=\left(T+\zeta+\varkappa T^{(1)}\right)^{-1}$

$$
\begin{equation*}
B(\zeta, x)=\sum_{k=1}^{\infty}(-x)^{k-1} B(\zeta)^{k} \tag{2.46}
\end{equation*}
$$

Since $u \in \mathrm{D}$ implies that $U(t, x) u \in \mathrm{D}$ and $d U(t, x) u / d t=$ $-T(x) U(t, x) u=-T U(t, x) u-x T^{(1)} U(t, x) u$, it follows from (1.43) that

$$
\begin{equation*}
U(t, x) u=U(t) u-x \int_{0}^{t} U(t-s) T^{(1)} U(s, x) u d s \tag{2.47}
\end{equation*}
$$

(2.39) follows from (2.47) if it is proved that the integral on the right tends as $x \rightarrow 0$ to $-u^{(1)}(t)$ uniformly in $t$. For this it suffices to show
that $\left\|T^{(1)} U(t, x) u-T^{(1)} U(t) u\right\| \rightarrow 0$ boundedly in $t$ (principle of bounded convergence). But this is obvious from (2.44) and (2.41) since $B(\zeta, x), U(t, x),(T(x)+\zeta) u=(T+\zeta) u+\varkappa T^{(1)} u$ are all uniformly bounded, $B(\zeta, x) \underset{\mathrm{u}}{\rightarrow} B(\zeta)$, and $U(t, x) \underset{\mathrm{s}}{\rightarrow} U(t)$ by Theorem 2.18 (we need only a fixed $\zeta$ ).

Theorem 2.20. Let $u \in \mathrm{D}\left(T^{2}\right)$. Then

$$
\begin{equation*}
U(t, x) u=U(t) u+\varkappa u^{(1)}(t)+\varkappa^{2} u^{(2)}(t)+o\left(\varkappa^{2}\right), \tag{2.48}
\end{equation*}
$$

uniformly in each finite interval of $t$, where $u^{(1)}(t)$ is given by (2.40) and

$$
\begin{equation*}
u^{(2)}(t)=-\int_{0}^{t} U(t-s) T^{(1)} u^{(1)}(s) d s \tag{2.49}
\end{equation*}
$$

$T^{(1)} u^{(1)}(t)$ exists and is continuous in $t$, so that the integrand in (2.49) is continuous in s.

Proof. First we show that $T^{(1)} U(t) u$, which exists because $U(t) u \in$ $\in D$, is continuously differentiable in $t$, with

$$
\begin{equation*}
\frac{d}{d t} T^{(1)} U(t) u=-T^{(1)} U(t) T u \tag{2.50}
\end{equation*}
$$

In fact, we have $T^{(1)} U(t) u=B(\zeta) U(t)(T+\zeta) u$ by (2.41) and so $(d / d t) T^{(1)} U(t) u=-B(\zeta) U(t) T(T+\zeta) u=-B(\zeta) U(t)(T+\zeta) T u$ $=-T^{(1)} U(t) T u$ because $T(T+\zeta) u$ exists by hypothesis.

According to Theorem 1.19, it follows that the $u^{(1)}(t)$ given by (2.40) is continuously differentiable and $T u^{(1)}(t)$ is continuous. Then $T^{(1)} u^{(1)}(t)$ $=B(\zeta)(T+\zeta) u^{(1)}(t)$ is also continuous. This proves the last statement of the theorem.

In view of (2.47), (2.41) and (2.49), (2.48) will be proved if it is shown that

$$
\begin{equation*}
\int_{0}^{t} U(t-s) T^{(1)}\left\{\frac{1}{x}[U(s, x) u-U(s) u]-u^{(1)}(s)\right\} d s \rightarrow 0 \tag{2.51}
\end{equation*}
$$

uniformly in each finite interval of $t$. Since $\|U(t-s)\| \leqq M$ and $T^{(1)}$ is $T$-bounded, (2.51) is true if

$$
\begin{equation*}
(T+\zeta)\left\{\frac{1}{x}[U(t, x) u-U(t) u]-u^{(1)}(t)\right\} \rightarrow 0 \tag{2.52}
\end{equation*}
$$

boundedly for a fixed $\zeta$. But we have

$$
\begin{align*}
& (T+\zeta)[U(t, x) u-U(t) u]  \tag{2.53}\\
& =(T+\zeta)(T(x)+\zeta)^{-1} U(t, x)(T(x)+\zeta) u-U(t)(T+\zeta) u \\
& =(1+\varkappa B(\zeta))^{-1} U(t, x)\left(T+\zeta+\varkappa T^{(1)}\right) u-U(t)(T+\zeta) u \\
& =-\varkappa B(\zeta)(1+\varkappa B(\zeta))^{-1} U(t, x)\left(T+\zeta+\varkappa T^{(1)}\right) u+ \\
& \quad+[U(t, x)-U(t)](T+\zeta) u+\varkappa U(t, x) T^{(1)} u .
\end{align*}
$$

Hence

$$
\begin{align*}
& \frac{1}{x}(T+\zeta)[U(t, x) u-U(t) u] \rightarrow  \tag{2.54}\\
& \quad \rightarrow-B(\zeta) U(t)(T+\zeta) u+v^{(1)}(t)+U(t) T^{(1)} u
\end{align*}
$$

where $v^{(1)}(t)$ is the coefficient of $x$ in the asymptotic expansion of $U(t, x)(T+\zeta) u$, which exists by Theorem 2.19 because $(T+\zeta) u \in$ $\in \mathrm{D}(T)$; in other words,

$$
\begin{equation*}
v^{(1)}(t)=-\int_{0}^{t} U(t-s) T^{(1)} U(s)(T+\zeta) u d s \tag{2.55}
\end{equation*}
$$

Since $B(\zeta) U(t)(T+\zeta) u=T^{(1)} U(t) u$, the right member of (2.54) is equal to

$$
\begin{gather*}
-T^{(1)} U(t) u+U(t) T^{(1)} u-\int_{0}^{t} U(t-s) T^{(1)} U(s)(T+\zeta) u d s  \tag{2.56}\\
=-(T+\zeta) \int_{0}^{t} U(t-s) T^{(1)} U(s) u d s
\end{gather*}
$$

where we have used (1.47) with $f(t)=T^{(1)} U(t) u$, noting (2.50). This proves (2.52) and completes the proof of Theorem 2.20.

Remark 2.21. The proof of Theorem 2.20 is somewhat complicated since the assumption $u \in \mathrm{D}\left(T^{2}\right)$ does not imply $u \in \mathrm{D}\left(T(x)^{2}\right)$. It is not easy to go on in the same way to higher approximations of $U(t, x) u$ without introducing severe restrictions on $u$. For example, it is not possible to expand $U(t, x) u$ up to the third order in $x$ under the assumption $u \in \mathrm{D}\left(T^{3}\right)$ alone; it would be necessary to assume that $T^{(1)} u \in \mathrm{D}(T)$ in addition. We shall not pursue this problem any further.

Example 2.22. Let $T=i H$ where $H$ is a selfadjoint operator in a Hilbert space $H$, and $T^{(1)}=i K$ where $K$ is symmetric and $H$-bounded. Then $H+\varkappa K$ is selfadjoint for sufficiently small real $x$ and $T(x)=T+\varkappa T^{(1)}$ generates a unitary group, as does $T$. Thus the fundamental assumptions are satisfied if we take as $\mathrm{D}_{0}$ a neighborhood of $\varkappa=0$ on the real axis, and Theorems 2.18 to 2.20 are applicable to $U(t, x)=e^{-i t(I+x E)}$.

## § 3. Approximation by discrete semigroups

## 1. Discrete semigroups

The perturbation theory of semigroups discussed in the preceding section may be regarded as a theory of approximation of a semigroup $U(t)$ by a family of semigroups, which may depend on a discrete parameter $n$ (Theorems 2.16, 2.17) or on a continuous parameter $\varkappa$ (Theorems 2.18-2.20). In this section we consider approximation of a semigroup $U(t)$ by a sequence of discrete semigroups; the result will have applications to the approximation theory of differential equationsby difference equations ${ }^{1}$.

[^228]A discrete semigroup is simply a family $\left\{U^{k}\right\}_{k=0,1,2}, \ldots$ consisting of powers of an operator $U \in \mathscr{B}(\mathrm{X})$; it has the semigroup property $U^{j} U^{k}=U^{j+k}$. In approximation theory, however, it is necessary to correlate the exponent $k$ with the "time" variable $t$. To this end we associate a "time unit" $\tau>0$ with each discrete semigroup $\left\{U^{k}\right\}$ and write $U^{k}=U(k \tau), k=0,1,2, \ldots$, the function $U(t)$ being thus defined only for a discrete set of values $t=k \tau$. $\{U(k \tau)\}$ will be called a discrete semigroup with time unit $\tau$. To distinguish them from discrete semigroups, the semigroups $\{U(t)\}$ considered in preceding sections will be called continuous semigroups.

A discrete semigroup $\{U(k \tau)\}$ is said to be bounded if $\|U(k \tau)\| \leqq$ $\leqq M, k=0,1,2, \ldots$, with a constant $M$, where $M \geqq 1$ since $U(0)=1$.

For a discrete semigroup $\{U(k \tau)\}$ with time unit $\tau$, set

$$
\begin{equation*}
T=\tau^{-1}(1-U(\tau)) \tag{3.1}
\end{equation*}
$$

$-T$ is called the generator of $\{U(k \tau)\}$. Thus

$$
\begin{equation*}
U(k \tau)=(1-\tau T)^{k} \tag{3.2}
\end{equation*}
$$

Since $T \in \mathscr{B}(\mathrm{X}),-T$ also generates a continuous semigroup $\left\{e^{-t T}\right\}$, which will be called the continuous semigroup associated with $\{U(k \tau)\}$. $\left\{e^{-t T}\right\}$ is an approximation to $\{U(k \tau)\}$ in a certain sense, as is seen from

Lemma 3.1. If $\{U(k \tau)\}$ is bounded by $\|U(k \tau)\| \leqq M$, the semigroup $\left\{e^{-t T}\right\}$ is also bounded by $\left\|e^{-t T}\right\| \leqq M$ and

$$
\begin{equation*}
\left\|U(k \tau) u-e^{-k \tau T} u\right\| \leqq \frac{1}{2} M k \tau^{2}\left\|T^{2} u\right\| . \tag{3.3}
\end{equation*}
$$

Proof. $e^{-\boldsymbol{t T}}$ can be defined simply by the Taylor series. Since $-t T$ $=-(t / \tau)+(t / \tau) U(\tau)$, we have

$$
\begin{align*}
U(k \tau) e^{-t T} & =e^{-t / \tau} U(k \tau) \sum_{n=0}^{\infty} \frac{(t / \tau)^{n}}{n!} U(n \tau)  \tag{3.4}\\
& =e^{-t / \tau} \sum_{n=0}^{\infty} \frac{(t / \tau)^{n}}{n!} U((n+k) \tau),
\end{align*}
$$

hence

$$
\begin{equation*}
\left\|U(k \tau) e^{-t T}\right\| \leqq M e^{-t / \tau} \sum_{n=0}^{\infty} \frac{(t / \tau)^{n}}{n!}=M . \tag{3.5}
\end{equation*}
$$

In particular $\left\|e^{-t T}\right\| \leqq M$.
Since the $U(k \tau)$ and $T$ commute, we have

$$
\begin{equation*}
U(k \tau)-e^{-k \tau T}=\left[\sum_{i=0}^{k-1} U((k-j-1) \tau) e^{-j \tau T}\right]\left(U(\tau)-e^{-\tau T}\right) . \tag{3.6}
\end{equation*}
$$

But

$$
U(\tau)-e^{-\tau T}=1-\tau T-e^{-\tau T}=-\int_{0}^{\tau}(\tau-s) e^{-s T} T^{2} d s
$$

so that

$$
\begin{aligned}
\left\|U((k-j-1) \tau) e^{-j \tau T}\left(U(\tau)-e^{-\tau T}\right) u\right\| & \leqq \\
& \leqq \int_{0}^{\tau}(\tau-s) M\left\|T^{2} u\right\| d s
\end{aligned}=\frac{\tau^{2}}{2} M\left\|T^{2} u\right\| .
$$

by (3.5). Thus (3.3) follows from (3.6).
Remark 3.2. To avoid the inconvenience that a discrete semigroup $U(t)$ is defined only for $t=k \tau$, we set

$$
\begin{equation*}
U(t)=U\left(\left[\frac{t}{\tau}\right] \tau\right) \tag{3.7}
\end{equation*}
$$

for any $t \geqq 0$, where $[t / \tau]$ is the greatest integer not exceeding $t / \tau$. Of course $\{U(t)\}$ is then not a continuous semigroup, but we have

$$
\begin{equation*}
\left\|U(t) u-e^{-t T} u\right\| \leqq \frac{1}{2} M \tau t\left\|T^{2} u\right\|+M \tau\|T u\| . \tag{3.8}
\end{equation*}
$$

In fact, let $k \tau \leqq t<(k+1) \tau$; then $U(t)=U(k \tau)$ and $\| e^{-t T} u-$ $-e^{-k \tau T} u\|\leqq\| \int_{k \tau}^{t} e^{-s T} T u d s\|\leqq M \tau\| T u \|$, so that (3.8) follows from (3.3).

## 2. Approximation of a continuous semigroup by discrete semigroups

Consider a sequence $\left\{U_{n}\right\}$ of discrete semigroups with time units $\tau_{n}$, $n=1,2, \ldots$, where $\tau_{n} \rightarrow 0, n \rightarrow \infty$. $\left\{U_{n}\right\}$ is said to approximate a continuous semigroup $U=\{U(t)\}$ at $t=t_{0}$ if

$$
\begin{equation*}
U_{n}\left(k_{n} \tau_{n}\right) \underset{\mathrm{s}}{\rightarrow} U\left(t_{0}\right), \quad n \rightarrow \infty, \tag{3.9}
\end{equation*}
$$

for any sequence $\left\{k_{n}\right\}$ of nonnegative integers such that $k_{n} \tau_{n} \rightarrow t_{0}$. $\left\{U_{n}\right\}$ is said to approximate $U$ on an interval I of $t$ if (3.9) is true for each $t_{0} \in I$.

Lemma 3.3. If $\left\{U_{n}\right\}$ approximates $U$ on an interval $0 \leqq t<b$, $\left\{U_{n}\right\}$ approximates $U$ on the whole interval $0 \leqq t<\infty$. (In this case we simply say that $\left\{U_{n}\right\}$ approximates $U$, and write $U_{n} \rightarrow U$.)

Proof. Let $t_{0} \geqq 0$ and $k_{n} \tau_{n} \rightarrow t_{0}$. Let $m$ be an integer such that $t_{0}<m b$, and let $k_{n}=m q_{n}+r_{n}, 0 \leqq r_{n}<m\left(q_{n}, r_{n}\right.$ are integers). Then $r_{n} \tau_{n} \rightarrow 0$ and $q_{n} \tau_{n} \rightarrow t_{0} / m<b$. Hence $U_{n}\left(r_{n} \tau_{n}\right) \rightarrow U(0)=1$ and $U_{n}\left(q_{n} \tau_{n}\right) \underset{\mathrm{s}}{\rightarrow} U\left(t_{0} / m\right)$, so that $U_{n}\left(k_{n} \tau_{n}\right)=U_{n}\left(q_{n} \tau_{n}\right)^{m} U_{n}\left(r_{n} \tau_{n}\right) \underset{\mathrm{s}}{\rightarrow} U\left(t_{0} / m\right)^{m}$ $=U\left(t_{0}\right)$.

Lemma 3.4. If $U_{n} \rightarrow U$, the $U_{n}$ are unitormly quasi-bounded in the sense that

$$
\begin{equation*}
\left\|U_{n}(t)\right\| \leqq M e^{\beta t}, \quad t \geqq 0, \tag{3.10}
\end{equation*}
$$

where $M$ and $\beta$ are independent of $n$ and $t$, and where $U_{n}(t)$ is defined for all $t \geqq 0$ according to (3.7).

Proof. For each fixed $u \in X$, the values $\left\|U_{n}\left(k \tau_{n}\right) u\right\|$ are bounded for all integers $n$ and $k$ such that $k \tau_{n} \leqq 1$; otherwise there would exist a sequence $\left\{k_{n}\right\}$ such that $\left\|U_{n}\left(k_{n} \tau_{n}\right) u\right\| \rightarrow \infty, k_{n} \tau_{n} \rightarrow t_{0} \leqq 1$, when $n \rightarrow \infty$ along a subsequence, contrary to the assumption. It follows from the principle of uniform boundedness that $\left\|U_{n}\left(k \tau_{n}\right)\right\| \leqq M$ for $k \tau_{n} \leqq 1$ (note that $M \geqq 1$ ).

If $k>1 / \tau_{n}$ and $\tau_{n}<1$, write $k=q m_{n}+r, 0 \leqq r<m_{n}=\left[1 / \tau_{n}\right]$ ( $q, r$ are integers). Then

$$
\begin{aligned}
&\left\|U_{n}\left(k \tau_{n}\right)\right\|=\left\|U_{n}\left(m_{n} \tau_{n}\right)^{q} U_{n}\left(r \tau_{n}\right)\right\| \leqq \\
& \leqq\left\|U_{n}\left(m_{n} \tau_{n}\right)\right\|^{q}\left\|U_{n}\left(r \tau_{n}\right)\right\| \leqq M^{q+1} .
\end{aligned}
$$

But since $m_{n}+1>1 / \tau_{n}$, we have $q \leqq k / m_{n} \leqq k \tau_{n} /\left(1-\tau_{n}\right) \leqq 2 k \tau_{n}$ if $\tau_{n} \leqq 1 / 2$. Hence $\left\|U_{n}\left(k \tau_{n}\right)\right\| \leqq M \exp \left(2 k \tau_{n} \log M\right)$, which is also true for $k \tau_{n} \leqq 1$. Since $U_{n}(t)=U_{n}\left(k \tau_{n}\right)$ where $k=\left[t / \tau_{n}\right] \leqq t / \tau_{n}$, we obtain $\left\|U_{n}(t)\right\| \leqq M \exp (2 t \log M)$. Since there are only finitely many $n$ for which $\tau_{n}>1 / 2$, this proves the lemma with $\beta=2 \log M$, with some later change in $M$ and $\beta$ if necessary.

Lemma 3.5. For $U_{n} \rightarrow U$, it is necessary that $U_{n}(t) \rightarrow U(t)$ unitormly in each finite interval of $t$, and it is sufficient that this be true for some interval $[0, b]$.

Proof. Let $U_{n} \rightarrow U$ and suppose that for some $u \in \mathrm{X}$ and some finite closed interval I, it is not true that $U_{n}(t) u \rightarrow U(t) u$ uniformly for $t \in \mathrm{I}$. Then there is a sequence $t_{n} \in \mathrm{I}$ such that

$$
\begin{equation*}
\left\|U_{n}\left(t_{n}\right) u-U\left(t_{n}\right) u\right\| \geqq \varepsilon>0 \tag{3.11}
\end{equation*}
$$

(replacing $\left\{U_{n}\right\}$ by a subsequence if necessary). Choosing a further subsequence, we may assume that $t_{n} \rightarrow t_{0} \in \mathrm{I}, n \rightarrow \infty$. Set $k_{n}=\left[t_{n} / \tau_{n}\right]$. Then $k_{n} \tau_{n} \rightarrow t_{0}$ because $\tau_{n} \rightarrow 0$. Since $U_{n}\left(t_{n}\right)=U_{n}\left(k_{n} \tau_{n}\right)$ by (3.7) and since $U\left(t_{n}\right) u \rightarrow U\left(t_{0}\right) u$ by the strong continuity of $U(t)$, (3.11) gives $\lim \sup \left\|U_{n}\left(k_{n} \tau_{n}\right) u-U\left(t_{0}\right) u\right\| \geqq \varepsilon$, a contradiction to (3.9).

Suppose, conversely, that $U_{n}(t) u \rightarrow U(t) u$ uniformly for $t \in[0, b]$ for each $u \in \mathrm{X}$. Then $U_{n}\left(k_{n} \tau_{n}\right) u-U\left(k_{n} \tau_{n}\right) u \rightarrow 0$ for $k_{n} \tau_{n} \in[0, b]$. In particular it is true if $k_{n} \tau_{n} \rightarrow t_{0}<b$. Since $U\left(k_{n} \tau_{n}\right) u \rightarrow U\left(t_{0}\right) u$ by the strong continuity of $U(t),(3.9)$ follows for $t_{0}<b$. Hence $U_{n} \rightarrow U$ by Lemma 3.3.

## 3. Approximation theorems

In this paragraph we consider a sequence $\left\{U_{n}\right\}$ of discrete semigroups with time units $\tau_{n}$ and generators $-T_{n}$, where $\tau_{n} \rightarrow 0$. For $\left\{U_{n}\right\}$ to approximate a continuous semigroup, it is necessary that $\left\{U_{n}\right\}$ be uniformly quasi-bounded (see Lemma 3.4). Therefore we consider only such a sequence $\left\{U_{n}\right\}$.

Theorem 3.6. Let $\left\{U_{n}\right\}$ be uniformly quasi-bounded as in (3.10), and let $U$ be a continuous semigroup with the generator $-T$. For $U_{n} \rightarrow U$, it is necessary and sufficient that $T_{n} \rightarrow T$ in the generalized sense; in other words, it is necessary that

$$
\begin{equation*}
\left(T_{n}+\zeta\right)^{-\mathbf{1}} \underset{\mathrm{s}}{ }(T+\zeta)^{-\mathbf{1}} \tag{3.12}
\end{equation*}
$$

for every $\zeta$ with $\operatorname{Re} \zeta>\beta$, and it is sufficient that (3.12) hold for some $\zeta$ with $\operatorname{Re} \zeta>\beta$.

Proof. It is not difficult to see that the general case can be reduced to the case $\beta=0$ by the transformations $U_{n}(t) \rightarrow e^{-\beta t} U_{n}(t), U(t) \rightarrow$ $\rightarrow e^{-\beta t} U(t)$. Thus we assume that $\left\{U_{n}\right\}$ is uniformly bounded: $\left\|U_{n}(t)\right\| \leqq$ $\leqq M, t \geqq 0$, where $U_{n}(t)$ is defined for all $t \geqq 0$ according to (3.7).

Suppose now that $U_{n} \rightarrow U$. Then $U_{n}(t) \underset{\mathrm{s}}{ } U(t)$ uniformly in each finite interval of $t$ by Lemma 3.5. Hence for $\operatorname{Re} \zeta>0$

$$
\left.\left.\begin{array}{rl}
\left(T_{n}+\zeta\right)^{-1}= & {[\zeta}
\end{array}\right)+\tau_{n}^{-1}\left(1-U_{n}\left(\tau_{n}\right)\right)\right]^{-1} .
$$

It follows by the dominated convergence theorem that

$$
\left(T_{n}+\zeta\right)^{-1} \underset{\mathrm{~s}}{ } \int_{0}^{\infty} e^{-\zeta t} U(t) d t=(T+\zeta)^{-1} ;
$$

here it should be noted that $\left(1+\tau_{n} \zeta\right)^{-\left[t / \tau_{n}\right]-1} \rightarrow e^{-\zeta t}$ dominatedly, for

$$
\begin{aligned}
\left|\left(1+\tau_{n} \zeta\right)^{-\left[t / \tau_{n}\right]-1}\right| & \leqq\left(1+\tau_{n} \operatorname{Re} \zeta\right)^{-\left[t / \tau_{n}\right]-1} \leqq \\
& \leqq\left(1+\tau_{n} \operatorname{Re} \zeta\right)\left(1+t \operatorname{Re} \zeta+\frac{1}{2} t^{2}(\operatorname{Re} \zeta)^{2}\right)^{-1}
\end{aligned}
$$

the last member being integrable on $0 \leqq t<\infty$.
Suppose, conversely, that (3.12) is satisfied by some $\zeta$ with $\operatorname{Re} \zeta>0$. Since $T_{n} \in \mathscr{G}(M, 0)$ by Lemma 3.1, it follows from Theorem 2.16 that (3.12) is true for any $\zeta$ with $\operatorname{Re} \zeta>0$ and that $e^{-t T_{n}} \underset{\mathrm{~s}}{ } e^{-t T}$ uniformly in each finite interval of $t$. Thus it remains to show that

$$
\begin{equation*}
U_{n}(t)-e^{-t T_{n}} \underset{\mathrm{~s}}{ } 0 \tag{3.13}
\end{equation*}
$$

uniformly in each finite interval.

To this end we apply (3.8) with $U$ replaced by $U_{n}$. Replacing $u$ by $\left(T_{n}+1\right)^{-2} u$, we see that

$$
\begin{aligned}
& \left\|\left(U_{n}(t)-e^{-t T_{n}}\right)\left(T_{n}+1\right)^{-2}\right\| \leqq \\
& \quad \leqq M \tau_{n}\left(\frac{1}{2} t\left\|T_{n}^{2}\left(T_{n}+1\right)^{-2}\right\|+\left\|T_{n}\left(T_{n}+1\right)^{-2}\right\|\right) \rightarrow 0
\end{aligned}
$$

since $\left\|T_{n}^{2}\left(T_{n}+1\right)^{-2}\right\| \leqq(1+M)^{2},\left\|T_{n}\left(T_{n}+1\right)^{-2}\right\| \leqq M(1+M)$. Since $\left(T_{n}+1\right)^{-2} \underset{\mathrm{~s}}{ }(T+1)^{-2}$ and $U_{n}(t), e^{-t T_{n}}$ are uniformly bounded, it follows that

$$
\left(U_{n}(t)-e^{-t T_{n}}\right)(T+1)^{-2} \underset{\mathrm{~s}}{ } 0
$$

Since $R\left((T+1)^{-2}\right)$ is dense in $X$, (3.13) follows again by using the uniform boundedness of $U_{n}(t)$ and $e^{-t T_{n}}$.

Remark 3.7. (3.12) is satisfied if there is a core D of $T$ such that $T_{n} u \rightarrow T u$ for $u \in \mathrm{D}$ (see Theorem VIII-1.5).

Example 3.8. Let $T \in \mathscr{G}(M, \beta)$ and $U(t)=e^{-t T}$. Let $U_{n}(k / n)=\left(1+n^{-1} T\right)^{-k}$. $U_{n}$ is a discrete semigroup with time unit $\tau_{n}=1 / n$. The generator $-T_{n}$ of $U_{n}$ is given by $T_{n}=n\left[1-\left(1+n^{-1} T\right)^{-1}\right]=T\left(1+n^{-1} T\right)^{-1}$. Hence $T_{n} u$ $=\left(1+n^{-1} T\right)^{-1} T u \rightarrow T u$ if $u \in \mathrm{D}(T)$ [see (1.12)]. Thus $U_{n} \rightarrow U$ by Remark 3.7; this is another formulation of the result of § 1.4 , where $U(t)$ was defined exactly in this way.

The following theorem, which does not assume explicitly that the limit in (3.12) is the resolvent of a generator, can be proved exactly as Theorem 2.17.

Theorem 3.9. Let $\left\{U_{n}\right\}$ be uniformly quasi-bounded and let $\left(1+\alpha T_{n}\right)^{-1} \underset{\mathrm{~s}}{ }, \alpha \downarrow 0$, uniformly in $n$. Let $\underset{n \rightarrow \infty}{\mathrm{~s}-\lim _{\infty}}\left(T_{n}+\zeta\right)^{-1}$ exist for some $\zeta$ with $\operatorname{Re} \zeta>\beta$. Then there is a continuous semigroup $U(t)=e^{-t T}$ such that $U_{n} \rightarrow U$ and $T_{n} \rightarrow T$ in the generalized sense.

## 4. Variation of the space

The approximation theorems proved in the preceding paragraph are not directly applicable to the approximation of a differential equation by difference equations ${ }^{1}$, since the difference operators act in spaces different from the one in which the differential operator acts. To deal with such a problem, it is necessary to consider the approximation of a continuous semigroup $U$ of operators in a Banach space X by a sequence $\left\{U_{n}\right\}$ of discrete semigroups acting in other Banach spaces $X_{n}$.

Let $X$ and $X_{n}$ be Banach spaces. Suppose there exists, for each $n$, a $P_{n} \in \mathscr{B}\left(\mathrm{X}, \mathrm{X}_{n}\right)$ such that
i) $\left\|P_{n}\right\| \leqq N(N$ independent of $n)$;
ii) $\left\|P_{n} u\right\| \rightarrow\|u\|, n \rightarrow \infty$, for each $u \in \mathbf{X}$;

[^229]iii) there is a constant $N^{\prime}$ (independent of $n$ ) such that each $v \in \mathrm{X}_{n}$ can be expressed as $v=P_{n} u$ with $\|u\| \leqq N^{\prime}\|v\|$.
Then a sequence $\left\{u_{n}\right\}, u_{n} \in \mathrm{X}_{n}$, is said to converge to $u \in \mathrm{X}$, in symbol $u_{n} \rightarrow u$, if ${ }^{1}$
\[

$$
\begin{equation*}
\left\|u_{n}-P_{n} u\right\| \rightarrow 0, \quad n \rightarrow \infty . \tag{3.14}
\end{equation*}
$$

\]

A sequence $A_{n} \in \mathscr{B}\left(\mathrm{X}_{n}\right)$ is said to converge strongly to $A \in \mathscr{B}(\mathrm{X})$, in symbol $A_{n} \underset{\mathrm{~s}}{ } A$, if

$$
\begin{equation*}
A_{n} P_{n} u \rightarrow A u, \text { that is, }\left\|A_{n} P_{n} u-P_{n} A u\right\| \rightarrow 0 \tag{3.15}
\end{equation*}
$$

With this definition of the strong convergence $A_{n} \rightarrow A$, it is easy to show that $A_{n} \underset{\mathrm{~s}}{ } A$ implies that the $A_{n}$ are uniformly bounded, $A_{n} \underset{\mathrm{~s}}{ } A$ and $B_{n} \underset{\mathrm{~s}}{ } B$ imply $A_{n} B_{n} \underset{\mathrm{~s}}{ } A B$, etc.

Once the notion of strong convergence is defined with these properties, it is easy to define the approximation $U_{n} \rightarrow U$ of a continuous semigroup $U$ in X by a sequence $\left\{U_{n}\right\}$ of discrete semigroups, where $U_{n}$ acts in $\mathrm{X}_{n}$, exactly as before. Then it is easy to verify that Lemmas and Theorems $3.3-3.9$ are valid. Details may be left to the reader ${ }^{2}$.

Example 3.10. Let X be the subspace of $\mathrm{C}[0,1]$ consisting of all functions vanishing at 0 and $1, \mathrm{X}_{n}=\mathrm{C}^{m_{n}}$ [the set of $m_{n}$-dimensional numerical vectors $v=\left(\xi_{1}, \ldots, \xi_{m_{n}}\right)$ with the norm $\left.\|v\|=\max \left|\xi_{j}\right|\right]$. For each $u \in \mathrm{X}$ set $P_{n} u$ $=v=\left(\xi_{j}\right) \in \mathrm{X}_{n}$ with $\xi_{j}=u\left(j h_{n}\right), h_{n}=1 /\left(m_{n}+1\right) . P_{n} u$ is the approximation of a continuous function $u(x)$ by the set of its values at the $m_{n}$ mesh points for the mesh width $h_{n}$. If $m_{n} \rightarrow \infty$, the conditions i) to iii) are satisfied with $N=N^{\prime}=1$. The notion of convergence $u_{n} \rightarrow u$ defined as above is well adapted to such an approximation.

Now consider the operators $T$ and $T_{n}$ defined as follows. $T$ is an operator in X given by $T u=-d^{2} u / d x^{2}$ with $\mathrm{D}(T)$ consisting of all $u \in \mathrm{X}$ with $u^{\prime \prime} \in \mathrm{X} . T_{n}$ is an operator in $X_{n}$ such that for $v=\left(\xi_{j}\right), T_{n} v=w=\left(\eta_{j}\right)$ is given by

$$
\eta_{j}=-\left(\xi_{j+1}-2 \xi_{j}+\xi_{j-1}\right) / h_{n}^{2} \quad\left(\text { set } \xi_{0}=\xi_{m_{n}+1}=0\right) .
$$

Then it is easily seen that $T_{n} P_{n} u \rightarrow T u$ for $u \in \mathrm{D}(T)$, in the sense of (3.15). Thus the condition corresponding to Remark 3.7 is satisfied. It follows that the discrete semigroups $U_{n}$ generated by the $-T_{n}$ approximate $U(t)=e^{-t T}$ provided that the $U_{n}$ are uniformly quasi-bounded ${ }^{3}$. Whether or not this condition is satisfied depends on the rate of convergence $\tau_{n} \rightarrow 0$. It is known ${ }^{4}$ that it is satisfied if $\tau_{n} / h_{n}^{2} \leqq c<1 / 2$. If, on the other hand, we set $T_{n}^{\prime}=T_{n}\left(1+\tau_{n} T_{n}\right)^{-1}$ and define the discrete semigroup $U_{n}^{\prime}$ generated by $-T_{n}^{\prime}$ with time unit $\tau_{n}$, the condition of Theorem 3.6 is satisfied and $U_{n}^{\prime} \rightarrow U$ is true if only $\tau_{n} \rightarrow 0$ (without any restriction on the ratios $\left.\tau_{n} / h_{n}^{2}\right) \cdot\left\{U_{n}\right\}$ and $\left\{U_{n}^{\prime}\right\}$ correspond respectively to the choice of the forward and backward difference coefficients in time, in the approximation of the heat equation $\partial u / \partial t=\partial^{2} u / \partial x^{2}$ by difference equations.
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## Chapter Ten

## Perturbation of continuous spectra and unitary equivalence

This chapter is concerned with the perturbation theory for continuous spectra. The operators considered are mostly selfadjoint. The stability of the continuous spectrum under a small perturbation has been studied rather extensively, though the results are by no means satisfactory. It is known that the continuous spectrum is rather unstable, even under degenerate perturbations. In this respect it is much worse-behaved than the essential spectrum (which is in general larger than the continuous spectrum). On the other hand, the absolutely continuous spectrum (which is in general smaller than the continuous spectrum) is stable under certain restricted perturbations; furthermore, the absolutely continuous parts of the perturbed and the unperturbed operators are seen to be unitarily equivalent.

These results are closely related to scattering theory in quantum mechanics. They are even proved here by the so-called time-dependent method in scattering theory, for it seems to be the most elementary way to deduce general results. There are other useful methods (stationary methods) in scattering theory. It is impossible to include these methods in full here, partly because they are currently under rapid development. But an account of a special one of them is given in the last section, which has results not covered by the time-dependent method.

## §1. The continuous spectrum of a selfadjoint operator <br> 1. The point and continuous spectra

Let $H$ be a selfadjoint operator in a Hilbert space H . We have the spectral representation (see VI-§ 5)

$$
\begin{equation*}
H=\int_{-\infty}^{\infty} \lambda d E(\lambda) \tag{1.1}
\end{equation*}
$$

where $\{E(\lambda)\}$ is the right-continuous spectral family associated with $H$. We set

$$
\begin{equation*}
P(\lambda)=E(\lambda)-E(\lambda-0) . \tag{1.2}
\end{equation*}
$$

$P(\lambda) \neq 0$ if and only if $\lambda$ is an eigenvalue of $H$; in this case $P(\lambda)$ is the orthogonal projection on the associated eigenspace. The $P(\lambda)$ for different $\lambda$ are mutually orthogonal: $P(\lambda) P(\mu)=0$ for $\lambda \neq \mu$.

The set of all eigenvalues of $H$ is called the point spectrum of $H$, $\Sigma_{\mathrm{p}}(H)$ in symbol. It is at most a countable set if $\mathbf{H}$ is separable.

Let $H_{p}$ be the closed linear manifold spanned by all the $P(\lambda) H$. If $\mathrm{H}_{\mathrm{p}}=\mathrm{H}, H$ is said to have a pure point spectrum ${ }^{1}$, or to be spectrally discontinuous. In general $\mathrm{H}_{\mathrm{p}}$ reduces $H$ since each $P(\lambda)$ does. Let $H_{\mathrm{p}}$ be the part of $H$ in $\mathrm{H}_{\mathrm{p}} . H_{\mathrm{p}}$ is spectrally discontinuous; in fact $P(\lambda) \mathrm{H}$ is, if not 0 , exactly the eigenspace of $H_{\mathrm{p}}$ for the eigenvalue $\lambda$.

If $\mathrm{H}_{\mathrm{p}}=0, H$ is said to have a pure continuous spectrum or to be spectrally continuous; in this case $E(\lambda)$ is strongly continuous in $\lambda$. In general, the part $H_{\mathrm{c}}$ of $H$ in $\mathrm{H}_{\mathrm{c}}=\mathrm{H}_{\mathrm{p}}^{\perp}$ is spectrally continuous. $\Sigma\left(H_{\mathrm{c}}\right)$ is called the continuous spectrum ${ }^{2}$ of $H$ and is denoted by $\Sigma_{\mathrm{c}}(H)$.
$H_{\mathrm{p}}$ and $H_{\mathrm{c}}$ will be called the (spectrally) discontinuous and continuous parts, respectively, of $H$. The subspaces $\mathrm{H}_{\mathrm{p}}$ and $\mathrm{H}_{\mathrm{c}}$ are called the subspaces of discontinuity and of continuity, respectively, with respect to $H$.

Remark 1.1. An eigenvalue of $H$ need not be an isolated point of $\Sigma(H)$, even when $H$ has a pure point spectrum. A point spectrum can be a countable set everywhere dense on the real axis.

Problem 1.2. $u \in H_{c}$ if and only if $(E(\lambda) u, u)$ is continuous in $\lambda$.
A convenient means for separating the point spectrum from the continuous spectrum is furnished by the mean ergodic theorem. This theorem gives a formula that expresses $P(\lambda)$ in terms of the group $\left\{e^{i t H}\right\}$ generated by $i H$. (For $e^{i t H}$ see Example IX-1.6.)

## Theorem 1.3. For any real $\lambda$ we have

$$
\begin{equation*}
P(\lambda)=\operatorname{s}_{t_{2}-\lim _{1} \rightarrow \infty}\left(t_{2}-t_{1}\right)^{-1} \int_{t_{1}}^{t_{2}} e^{i t H} e^{-i \lambda t} d t . \tag{1.3}
\end{equation*}
$$

Proof. We may assume that $\lambda=0$; this amounts simply to considering $H-\lambda$ instead of $H$. If $u \in P(0) \mathrm{H}$, then $H u=0$ and so $e^{i t H} u=u$; hence

$$
\begin{equation*}
\left(t_{2}-t_{1}\right)^{-1} \int_{i_{1}}^{t_{2}} e^{i t H} u d t=u \rightarrow u=P(0) u, \quad t_{2}-t_{1} \rightarrow \infty . \tag{1.4}
\end{equation*}
$$

If $u$ is in the range of $H$ so that $u=H v, v \in \mathrm{D}(H)$, then $e^{i t_{H}} u=e^{i t H} H v$ $=-i(d / d t) e^{i t H} v$ by IX-(1.24). Hence the left member of (1.4) is equal to $-i\left(t_{2}-t_{1}\right)^{-1}\left(e^{i t_{2} H}-e^{i t_{1} H}\right) v \rightarrow 0=P(0) u$, for $P(0) u=H P(0) v=0$. Thus (1.3) is true when applied to any $u$ belonging to the span of the ranges of $P(0)$ and of $H$. But this span is dense in H , for any $u \in \mathrm{H}$ orthogonal to the range of $H$ belongs to $P(0) \mathrm{H}$, the null space of $H^{*}=H$

[^231]［see III－（5．10）］．Since the operator on the right of（1．3）is uniformly bounded，it follows that（1．3）is true（see Lemma III－3．5）．

Remark 1．4．If $\lambda$ is an isolated point of the spectrum of $H, P(\lambda)$ can be expressed as a contour integral of the resolvent of $H$［see VI－（5．34）］． In general this is impossible and（1．3）is a convenient substitute for it．

## 2．The absolutely continuous and singular spectra

It is convenient to divide the spectrally continuous part $H_{c}$ of a selfadjoint operator $H$ into two parts．

The spectral family $\{E(\lambda)\}$ determines a spectral measure $E(\mathrm{~S})$ ． If S is the interval $(a, b], E((a, b])=E(b)-E(a)$ ．For other types of intervals，we define $E([a, b])=E(b)-E(a-0), E([a, b))=E(b-0)-$ $-E(a-0), E((a, b))=E(b-0)-E(a)$ ．It is seen that this determines a projection－valued function $E(\mathrm{~S})$ defined for all Borel sets S of the real line with the properties ${ }^{1}$

$$
\begin{align*}
& E\left(\mathrm{~S} \cap \mathrm{~S}^{\prime}\right)=E(\mathrm{~S}) E\left(\mathrm{~S}^{\prime}\right),  \tag{1.5}\\
& E\left(\mathrm{~S} \cup \mathrm{~S}^{\prime}\right)=E(\mathrm{~S})+E\left(\mathrm{~S}^{\prime}\right) \quad \text { if } \mathrm{S} \text { and } \mathrm{S}^{\prime} \text { are disjoint },  \tag{1.6}\\
& E\left(\bigcup_{n=1}^{\infty} \mathrm{S}_{n}\right)=\sum_{n=1}^{\infty} E\left(\mathrm{~S}_{n}\right) \quad \text { if } \quad \mathrm{S}_{n}, \mathrm{~S}_{m} \quad \text { are disjoint for } m \neq n . \tag{1.7}
\end{align*}
$$

For any fixed $u \in \mathrm{H}, m_{u}(\mathrm{~S})=(E(\mathrm{~S}) u, u)=\|E(\mathrm{~S}) u\|^{2}$ is a nonnegative， countably additive measure ${ }^{2}$ defined for Borel sets S ．If this measure is absolutely continuous（with respect to the Lebesgue measure $|\mathrm{S}|$ ），we shall say that $u$ is absolutely continuous with respect to $H$ ．In other words， $u$ is absolutely continuous with respect to $H$ if and only if $|S|=0$ implies $E(S) u=0$ ．If，on the other hand，$m_{u}(\mathrm{~S})$ is singular，we shall say that $u$ is singular with respect to $H$ ．Thus $u$ is singular if and only if there is a Borel set $\mathrm{S}_{0}$ with $\left|\mathrm{S}_{0}\right|=0$ such that $m_{u}(\mathrm{~S})=m_{u}\left(\mathrm{~S} \cap \mathrm{~S}_{0}\right)$ ．It is equi－ valent to $\left(1-E\left(\mathrm{~S}_{0}\right)\right) u=0$ ．

The set of all $u \in \mathrm{H}$ which are absolutely continuous（singular）with respect to $H$ is denoted by $\mathrm{H}_{\mathrm{ac}}\left(\mathrm{H}_{\mathrm{s}}\right)$ and is called the subspace of absolute continuity（of singularity）with respect to $H$（see the following theorem）．

Theorem 1．5．${ }^{3} \mathrm{H}_{\mathrm{ac}}$ and $\mathrm{H}_{\mathrm{s}}$ are closed linear manifolds of H ，are ortho－ gonal complements to each other and reduce $H$ ．

Proof．First we show that $\mathrm{H}_{\mathrm{ac}} \perp \mathrm{H}_{\mathrm{s}}$ ．Let $u \in \mathrm{H}_{\mathrm{ac}}$ and $v \in \mathrm{H}_{\mathrm{s}}$ ．There is a Borel set $\mathrm{S}_{0}$ with $\left|\mathrm{S}_{0}\right|=0$ such that $\left(1-E\left(\mathrm{~S}_{0}\right)\right) v=0$ ．Hence $(u, v)$ $=\left(u, E\left(\mathrm{~S}_{0}\right) v\right)=\left(E\left(\mathrm{~S}_{0}\right) u, v\right)=0$ since $E\left(\mathrm{~S}_{0}\right) u=0$ ．

[^232]Next we show that $H_{a c}+H_{s}=H$, that is, any $w \in H$ can be written as a sum $u+v$ with $u \in H_{a c}$ and $v \in \mathrm{H}_{\mathrm{s}}$. To this end we decompose the nonnegative measure $m_{w}(\mathrm{~S})$ into the sum of an absolutely continuous measure $m^{\prime}(\mathrm{S})$ and a singular measure $m^{\prime \prime}(\mathrm{S})$ (the Lebesgue decomposition). With $m^{\prime \prime}$ is associated a Borel set $\mathrm{S}_{0}$ with $\left|\mathrm{S}_{0}\right|=0$ such that $m^{\prime \prime}(\mathrm{S})$ $=m^{\prime \prime}\left(\mathrm{S} \cap \mathrm{S}_{0}\right)$. Let $v=E\left(\mathrm{~S}_{0}\right) w$ and $u=w-v$; we assert that $u \in \mathrm{H}_{\mathrm{ac}}$ and $v \in \mathrm{H}_{\mathrm{s}}$. In fact, $m_{v}(\mathrm{~S})=\|E(\mathrm{~S}) v\|^{2}=\left\|E(\mathrm{~S}) E\left(\mathrm{~S}_{0}\right) w\right\|^{2}=\| E(\mathrm{~S} \cap$ $\left.\cap \mathrm{S}_{0}\right) w^{\prime \prime} \|^{2}=m_{w}\left(\mathrm{~S} \cap \mathrm{~S}_{0}\right)=m^{\prime \prime}(\mathrm{S})$ since $m^{\prime}\left(\mathrm{S} \cap \mathrm{S}_{0}\right)=0$ and $m^{\prime \prime}\left(\mathrm{S} \cap \mathrm{S}_{0}\right)$ $=m^{\prime \prime}(\mathrm{S})$, and $m_{u}(\mathrm{~S})=\|E(\mathrm{~S}) u\|^{2}=\left\|E(\mathrm{~S})\left(1-E\left(\mathrm{~S}_{0}\right)\right) w\right\|^{2}=\|E(\mathrm{~S}) w\|^{2}-$ $-\left\|E\left(\mathrm{~S} \cap \mathrm{~S}_{0}\right) w\right\|^{2}=m_{w}(\mathrm{~S})-m^{\prime \prime}(\mathrm{S})=m^{\prime}(\mathrm{S})$. Thus $m_{u}$ is absolutely continuous and $m_{v}$ is singular: $u \in \mathrm{H}_{\mathrm{ac}}$ and $v \in \mathrm{H}_{\mathrm{s}}$.

As is easily seen, $\mathrm{H}_{\mathrm{ac}} \perp \mathrm{H}_{\mathrm{s}}$ and $\mathrm{H}_{\mathrm{ac}}+\mathrm{H}_{\mathrm{s}}=\mathrm{H}$ proved above imply that $H_{a c}$ and $H_{s}$ are closed linear manifolds of $H$ and are orthogonal complements to each other.

If $u$ is absolutely continuous, the same is true of all $E(\lambda) u$, for $E(\mathrm{~S}) E(\lambda) u=E(\lambda) E(\mathrm{~S}) u=0$ for $|\mathrm{S}|=0$. Thus $\mathrm{H}_{\mathrm{ac}}$ reduces $H$, and so does $\mathrm{H}_{\mathrm{s}}=\mathrm{H}_{\mathrm{ac}}^{\perp}$. This completes the proof of Theorem 1.5.

Theorem 1.6. Let M be a subspace of H that reduces $H$. Then the orthogonal projections $E$ on $M$ and $P$ on $\mathrm{H}_{\mathrm{ac}}$ commute. In other words, $u \in \mathrm{M}$ implies $P u \in M$ and $u \in \mathrm{H}_{\mathrm{ac}}$ implies $E u \in \mathrm{H}_{\mathrm{ac}}$.

Proof. $Q=1-P$ is the projection on $\mathrm{H}_{\mathrm{s}}$. For any $w \in \mathrm{H}$, we have $Q w=v=E\left(\mathrm{~S}_{0}\right) w$ with an $\mathrm{S}_{0}$ such that $\left|\mathrm{S}_{0}\right|=0$, where $\mathrm{S}_{0}$ may depend on $w$ (see the proof of Theorem 1.5). Since $M$ reduces $H$, we have $E E\left(\mathrm{~S}_{0}\right)$ $=E\left(\mathrm{~S}_{0}\right) E$ so that $\left(1-E\left(\mathrm{~S}_{0}\right)\right) E Q w=0$ and $E Q w$ is singular. Thus $P E Q w=0$ for all $w \in \mathrm{H}$ and so $P E Q=0, E Q=Q E Q$. Taking the adjoint gives $Q E=Q E Q$ and so $Q E=E Q, P E=E P$.

It is obvious that $H_{a c} \subset H_{c}$ (see Problem 1.2). Hence $H_{s} \supset H_{p}$. We write $H_{c} \ominus H_{a c}=H_{s c}$. Thus

$$
\begin{equation*}
H=H_{a c} \oplus H_{s c} \oplus H_{p}=H_{a c} \oplus H_{s}=H_{c} \oplus H_{p} \tag{1.8}
\end{equation*}
$$

If $\mathrm{H}_{\mathrm{ac}}=\mathrm{H}$ (so that $\mathrm{H}_{\mathrm{s}}=0$ ), $H$ is said to be (spectrally) absolutely continuous. If $\mathrm{H}_{\mathrm{s}}=\mathrm{H}, \mathrm{H}$ is (spectrally) singular; if $\mathrm{H}_{\mathrm{sc}}=\mathrm{H}, H$ is (spectrally) singularly continuous. In general, the part $H_{\mathrm{ac}}\left(H_{\mathrm{s}}, H_{\mathrm{sc}}\right)$ of $H$ in the reducing subspace $\mathrm{H}_{\mathrm{ac}}\left(\mathrm{H}_{\mathrm{s}}, \mathrm{H}_{\mathrm{sc}}\right)$ is called the spectrally absolutely continuous (singular, singularly continuous) part of $H . \Sigma\left(H_{\mathrm{ac}}\right)\left(\Sigma\left(H_{\mathrm{s}}\right)\right.$, $\Sigma\left(H_{\mathrm{sc}}\right)$ ) is the absolutely continuous (singular, singularly continuous) spectrum of $H$ and is denoted by $\Sigma_{\mathrm{ac}}(H)\left(\Sigma_{\mathrm{s}}(H), \Sigma_{\mathrm{sc}}(H)\right)$.

Theorem 1.7. If $u \in \mathrm{H}_{\mathrm{ac}}$ and $f \in \mathrm{H}$, then $(E(\lambda) u, f)$ is. absolutely continuous in $\lambda$ and

$$
\begin{equation*}
\left|\frac{d}{d \lambda}(E(\lambda) u, f)\right|^{2} \leqq \frac{d}{d \lambda}(E(\lambda) u, u) \frac{d}{d \lambda}\left(E(\lambda) t_{0}, t_{0}\right) \tag{1.9}
\end{equation*}
$$

almost everywhere, where $f_{0}$ is the projection of $f$ on $\mathrm{H}_{\mathrm{ac}}$.

Proof. Note that the right member of (1.9) is nonnegative and finite almost everywhere, for ( $E(\lambda) u, u$ ) and ( $E(\lambda) t_{0}, t_{0}$ ) are absolutely continuous and nondecreasing in $\lambda$.

Now $(E(\lambda) u, f)=\left(E(\lambda) u, f_{0}\right)$ since $E(\lambda) u \in \mathrm{H}_{\mathrm{ac}}$ by Theorem 1.6. But $\left(E(\lambda) u, f_{0}\right)$ is absolutely continuous as is easily seen by the polarization principle I-(6.26). (1.9) follows immediately from the estimate

$$
\left|\left(E(\mathrm{I}) u, f_{0}\right)\right|^{2} \leqq\|E(\mathrm{I}) u\|^{2}\left\|E(\mathrm{I}) f_{0}\right\|^{2}=(E(\mathrm{I}) u, u)\left(E(\mathrm{I}) f_{0}, f_{0}\right),
$$

where $E(\mathrm{I})=E\left(\lambda^{\prime \prime}\right)-E\left(\lambda^{\prime}\right), \quad \lambda^{\prime} \leqq \lambda^{\prime \prime}$.
Remark 1.8. For most selfadjoint operators that appear in applications, the (spectrally) continuous part is absolutely continuous so that there is no singularly continuous part. But there are second order ordinary differential operators which are (spectrally) singularly continuous ${ }^{1}$.

Example 1.9. Consider the selfadjoint multiplication operator $H$ defined by $H u(x)=f(x) u(x)$ in $\mathrm{H}=\mathrm{L}^{2}(\mathrm{E})$, where $f(x)$ is a real-valued measurable function on a region E of $\mathrm{R}^{n}$, say. Then the range of $E(\lambda)$ is the set of $u \in \mathrm{H}$ such that $u(x)=0$ if $f(x)>\lambda$. Hence $\|E(\mathrm{~S}) u\|^{2}=\int_{f^{-1}(\mathrm{~S})}|u(x)|^{2} d x$. If $f(x)$ is continuously differentiable and $\operatorname{grad} f(x) \neq 0$ almost everywhere in E, then it follows that $H$ is spectrally absolutely continuous.

Example 1.10. Let $H$ be the selfadjoint operator defined from $-\Delta$ in $H=L^{2}\left(\mathrm{R}^{n}\right)$ (see V-§ 5.2). $H$ is unitarily equivalent to the multiplication operator by $|x|^{2}$, hence $H$ is spectrally absolutely continuous.

Remark 1.11. There is a third way of decomposing the spectrum of a selfadjoint operator $H$ into two parts. Remove from the spectrum all isolated points which are eigenvalues with finite multiplicities; the remaining set $\Sigma_{\mathrm{e}}(H)$ is the essential spectrum of $H$ (see IV-§ 5.6) ${ }^{2}$.

A point $\lambda$ of $\Sigma_{\mathrm{e}}(H)$ is characterized by

$$
\begin{equation*}
\operatorname{dim}[E(\lambda+\varepsilon)-E(\lambda-\varepsilon)]=\infty \quad \text { for any } \quad \varepsilon>0 . \tag{1.10}
\end{equation*}
$$

Another characterization is that $\operatorname{nul}^{\prime}(H-\lambda)=\operatorname{def}^{\prime}(H-\lambda)=\infty$ [see IV-(5.33)]. The equivalence of the latter condition with (1.10) is easily verified if one recalls the definition of nul' and def' (see Theorem IV-5.9). Set $M_{\varepsilon}=[E(\lambda+\varepsilon)-E(\lambda-\varepsilon)]$. If (1.10) is true, $\|(H-\lambda) u\| \leqq \varepsilon\|u\|$ for all $u \in M_{\varepsilon}$ where $\operatorname{dim} M_{\varepsilon}=\infty$. Since $\varepsilon>0$ is arbitrary, it follows that $\operatorname{nul}^{\prime}(H-\lambda)=\infty$; note that $\operatorname{def}^{\prime}(H-\lambda)=\operatorname{nul}^{\prime}(H-\lambda)$ since $H$ is selfadjoint. If, on the other hand, $\operatorname{dim} M_{\varepsilon}=m<\infty$ for some $\varepsilon>0$, then $\operatorname{nul}^{\prime}(H-\lambda)<\infty$. To see this, let $\mathrm{N}_{\varepsilon}$ be a subspace such that $\|(H-\lambda) u\| \leqq \varepsilon\|u\| / 2$ for $u \in \mathrm{~N}_{\varepsilon}$. If $\operatorname{dim} \mathrm{N}_{\varepsilon}>m$, there would exist a

[^233]$u \in \mathrm{~N}_{\varepsilon}, u \neq 0$, such that $u \perp \mathrm{M}_{\varepsilon}$. Then $\|(H-\lambda) u\| \geqq \varepsilon\|u\|$, contradicting the above inequality. Thus $\operatorname{dim} \mathrm{N}_{\varepsilon} \leqq m$ so that $\operatorname{nul}^{\prime}(H-\lambda) \leqq m<\infty$.

Problem 1.12. $\Sigma_{\mathrm{e}}(H) \supset \Sigma_{\mathrm{c}}(H)$.

## 3. The trace class

In what follows we are concerned with certain classes of compact operators in separable Hilbert spaces. We have already considered the Schmidt class $\mathscr{B}_{2}\left(\mathrm{H}, \mathrm{H}^{\prime}\right)$ in some detail (V-§ 2.4). We now consider the so-called trace class, denoted by $\mathscr{B}_{1}\left(\mathrm{H}, \mathrm{H}^{\prime}\right)$ (or by $\mathscr{B}_{1}(\mathrm{H})$ if $\mathrm{H}^{\prime}=\mathrm{H}$ ).

Let $T \in \mathscr{B}_{0}\left(\mathrm{H}, \mathrm{H}^{\prime}\right)$ (the class of compact operators on H to $\mathrm{H}^{\prime}$ ) and let $\alpha_{n}$ be the singular values of $T$ (see V-§ 2.3). We define the trace norm of $T$ by

$$
\begin{equation*}
\|T\|_{1}=\sum_{k=1}^{\infty} \alpha_{k} . \tag{1.11}
\end{equation*}
$$

We set $\|T\|_{1}=\infty$ if the series on the right diverges. The set of all $T$ with $\|T\|_{1}<\infty$ is the trace class $\mathscr{B}_{1}\left(\mathrm{H}, \mathrm{H}^{\prime}\right)$. That $\left\|\|_{1}\right.$ has the properties of a norm can be proved easily except for the triangle inequality, which will be proved later.

Since the nonzero singular values of $T, T^{*}$ and $|T|$ are identical, we have [see V-(2.34)]

$$
\begin{equation*}
\|T\|_{1}=\left\|T^{*}\right\|_{1}=\||T|\|_{1}=\left\||T|^{1 / 2}\right\|_{2}^{2} . \tag{1.12}
\end{equation*}
$$

It is obvious that

$$
\begin{equation*}
\|T\|_{2} \leqq\|T\|_{1}, \quad \mathscr{B}_{1}\left(\mathrm{H}, \mathrm{H}^{\prime}\right) \subset \mathscr{B}_{2}\left(\mathrm{H}, \mathrm{H}^{\prime}\right) . \tag{1.13}
\end{equation*}
$$

Furthermore, we have

$$
\begin{equation*}
\|S T\|_{1} \leqq\|S\|_{2}\|T\|_{2} ; \tag{1.14}
\end{equation*}
$$

this should be read in the following sense: if $T \in \mathscr{B}_{2}\left(\mathrm{H}, \mathrm{H}^{\prime}\right)$ and $S \in \mathscr{B}_{2}\left(\mathrm{H}^{\prime}\right.$, $\left.\mathrm{H}^{\prime \prime}\right)$, then $S T \in \mathscr{B}_{1}\left(\mathrm{H}, \mathrm{H}^{\prime \prime}\right)$ and (1.14) is true. To prove it, let

$$
\begin{equation*}
S T=\Sigma \beta_{k}\left(, \psi_{k}\right) \psi_{k}^{\prime \prime}, \quad \beta_{k}>0, \tag{1.15}
\end{equation*}
$$

be the canonical expansion of $S T \in \mathscr{B}_{0}\left(\mathrm{H}, \mathrm{H}^{\prime \prime}\right)$ [see $\left.\mathrm{V}-(2.23)\right]$. We have by definition

$$
\begin{align*}
\|S T\|_{1} & =\Sigma \beta_{k}=\Sigma\left(S T \psi_{k}, \psi_{k}^{\prime \prime}\right)=\Sigma\left(T \psi_{k}, S^{*} \psi_{k}^{\prime \prime}\right) \leqq  \tag{1.16}\\
& \leqq \Sigma\left\|T \psi_{k}\right\|\left\|S^{*} \psi_{k}^{\prime \prime}\right\| \leqq\left(\Sigma\left\|T \psi_{k}\right\|^{2}\right)^{1 / 2}\left(\Sigma\left\|S^{*} \psi_{k}^{\prime \prime}\right\|^{2}\right)^{1 / 2} \leqq \\
& \leqq\|T\|_{2}\left\|S^{*}\right\|_{2}=\|T\|_{2}\|S\|_{2} .
\end{align*}
$$

Conversely, any operator $T \in \mathscr{B}_{1}\left(\mathrm{H}, \mathrm{H}^{\prime}\right)$ can be written as the product of two operators of the Schmidt class, and the latter may be taken from $\mathscr{B}_{2}(\mathrm{H})$ if $T \in \mathscr{B}_{1}(\mathrm{H})$. For example, we may write $T=U|T|=U|T|^{1 / 2}|T|^{1 / 2}$
by VI-(2.26), where $|T|^{1 / 2}$ belongs to $\mathscr{B}_{2}(\mathrm{H})$ by (1.12) and $U|T|^{1 / 2}$ belongs to $\mathscr{B}_{2}\left(\mathrm{H}, \mathrm{H}^{\prime}\right)$ since $U \in \mathscr{B}\left(\mathrm{H}, \mathrm{H}^{\prime}\right)$.

We have the further inequalities

$$
\begin{equation*}
\|S T\|_{1} \leqq\|S\|\|T\|_{1}, \quad\|T S\|_{1} \leqq\|T\|_{1}\|S\|, \tag{1.17}
\end{equation*}
$$

which should be read in a sense similar to (1.14). To prove (1.17), let $T=U|T|$ as above. We have $S T=S U|T|=S U|T|^{1 / 2}|T|^{1 / 2}$, so that

$$
\begin{equation*}
\|S T\|_{1} \leqq\left\|S U|T|^{1 / 2}\right\|_{2}\left\||T|^{1 / 2}\right\|_{2} \leqq\|S U\|\left\||T|^{1 / 2}\right\|_{2}^{2} \leqq\|S\|\|T\|_{1} \tag{1.18}
\end{equation*}
$$

by (1.14), V-(2.30) and (1.12). The second inequality of (1.17) can be proved in the same way, or may be deduced from the first by $\|T S\|_{1}$ $=\left\|S^{*} T^{*}\right\|_{1}$.

Finally we shall prove the triangle inequality

$$
\begin{equation*}
\|T+S\|_{1} \leqq\|T\|_{1}+\|S\|_{1} . \tag{1.19}
\end{equation*}
$$

Let $T=U|T|, S=V|S|, T+S=W|T+S|$ be the polar decompositions of $T, S, T+S$, respectively. Denoting by $\chi_{k}$ the eigenvectors of $|T+S|$ and setting $\chi_{k}^{\prime}=W \chi_{k}$, we have, as in (1.16),

$$
\begin{align*}
\|T+S\|_{1} & =\sum_{k}\left((T+S) \chi_{k}, \chi_{k}^{\prime}\right)=\sum_{k}\left[\left(T \chi_{k}, \chi_{k}^{\prime}\right)+\left(S \chi_{k}, \chi_{k}^{\prime}\right)\right]  \tag{1.20}\\
& =\sum_{k}\left[\left(U|T| \chi_{k}, \chi_{k}^{\prime}\right)+\left(V|S| \chi_{k}, \chi_{k}^{\prime}\right)\right] \\
& =\sum_{k}\left[\left(|T|^{1 / 2} \chi_{k},|T|^{1 / 2} U^{*} \chi_{k}^{\prime}\right)+\left(|S|^{1 / 2} \chi_{k}^{\prime},|S|^{1 / 2} V^{*} \chi_{k}^{\prime}\right)\right] \\
& \leqq\left\||T|^{1 / 2}\right\|_{2}\left\||T|^{1 / 2} U^{*}\right\|_{2}+\left\||S|^{1 / 2}\right\|_{2}\left\||S|^{1 / 2} V^{*}\right\|_{2} \leqq \\
& \leqq\left\||T|^{1 / 2}\right\|_{2}^{2}+\left\||S|^{1 / 2}\right\|_{2}^{2}=\|T\|_{1}+\|S\|_{1} .
\end{align*}
$$

$\mathscr{B}_{1}\left(\mathrm{H}, \mathrm{H}^{\prime}\right)$ is a normed vector space with the norm $\left\|\|_{1}\right.$. It is a complete normed space, but the proof will be omitted ${ }^{1}$.

Problem 1.13. If $T \in \mathscr{B}_{1}\left(\mathrm{H}, \mathrm{H}^{\prime}\right)$, the canonical expansion V -(2.23) of $T$ converges in the norm $\left\|\|_{1}\right.$.

Problem 1.14. If $T \in \mathscr{B}_{1}(\mathrm{H})$ is symmetric, $\|T\|_{1}$ is equal to the sum of the absolute values of the repeated eigenvalues of $T$.

Remark 1.15. There are other classes of compact operators than the Schmidt and trace classes with more or less analogous properties. Each of these classes can be defined in terms of a certain norm. An example of such a norm is the $p$-norm

$$
\begin{equation*}
\|T\|_{p}=\left(\sum_{k} \alpha_{k}^{\square}\right)^{1 / p}, \quad 1 \leqq p \leqq \infty . \tag{1.21}
\end{equation*}
$$

The set of all compact $T$ with $\|T\|_{D}<\infty$ forms a normed vector space with the norm $\left\|\|_{\mathfrak{p}}\right.$. Again this space is complete and is a two-sided ideal of $\mathscr{B}(\mathrm{H})$ if $\mathrm{H}^{\prime}=\mathrm{H}$.

[^234]More generally, a similar norm $\|\mid T\|$ can be defined as a certain function of the singular values $\alpha_{k}$ of $T$, which is symmetric in the $\alpha_{k}$ and nondecreasing in each $\alpha_{k}$. We shall not state an exact condition for this function to define a true norm. In any case $||T|| \mid$ is unitarily invariant in the sense that

$$
\begin{equation*}
\|U T V\|\|=\| T \| \tag{1.22}
\end{equation*}
$$

for any unitary operators $U, V$; this is a simple consequence of Problem V-2.13. The set of all $T$ with $\|T\| \|<\infty$ forms a Banach space. The norm $||||\mid$ is usually normalized in such a way that $|| T \||=1$ if $| T \mid$ is a one-dimensional orthogonal projection. These norms are called cross norms ${ }^{1}$.

The $p$-norm for $p=\infty$ is identical with the ordinary norm: $\left\|\left\|_{\infty}=\right\|\right\|$, as is seen from the fact that $\alpha_{1}=\||T|\|=\|T\|$. The ordinary norm and the trace norm are the smallest and the largest ones among the cross norms; we have namely

$$
\begin{equation*}
\|T\| \leqq\|T\|\|\leqq T\|_{1} \tag{1.23}
\end{equation*}
$$

for any $T \in \mathscr{B}_{0}\left(\mathrm{H}, \mathrm{H}^{\prime}\right)$.
Problem 1.16. If $T \in \mathscr{B}\left(\mathrm{H}, \mathrm{H}^{\prime}\right)$ is of finite rank $m,\|T\|_{p} \leqq m^{1 / p}\|T\|$.
Problem 1.17. If $\left\|T_{n}-T\right\| \rightarrow 0$ and $\left\|T_{n}\right\|_{p} \leqq M$, then $\|T\|_{p} \leqq M$. [hint: $\left\|T_{n}-T\right\| \rightarrow 0$ implies $\left\|\left|T_{n}\right|^{2}-|T|^{2}\right\| \rightarrow 0$ so that $\alpha_{k n} \rightarrow \alpha_{k}$ for each $k$, where the $\alpha_{k n}, k=1,2, \ldots$, are the singular values of $T^{(n)}$ (continuity of the spectrum for selfadjoint operators). Thus $\sum_{k=1}^{m} \alpha_{k}^{p} \leqq \lim \sup \sum_{k=1}^{m} \alpha_{k n}^{p} \leqq M^{p}$ for any $m$.]

## 4. The trace and determinant

We have considered the trace $\operatorname{tr} T$ of operators in earlier chapters (III-§ 4.3, IV-§ 6), but it was restricted to degenerate operators $T$. We shall now show that $\operatorname{tr} T$ can be defined for operators $T$ of the trace class $\mathscr{B}_{1}(\mathrm{H})$. As we have seen above, $T \in \mathscr{B}_{1}(\mathrm{H})$ can be written as the product $T=A B$ of two operators $A, B$ of the Schmidt class $\mathscr{B}_{2}(\mathrm{H})$. We define

$$
\begin{equation*}
\operatorname{tr} T=\left(A, B^{*}\right)=\left(B, A^{*}\right) \tag{1.24}
\end{equation*}
$$

in the notations of V -(2.31) [see also V -(2.35)]. (1.24) is independent of the particular decomposition $T=A B$, for

$$
\begin{align*}
\operatorname{tr} T=\left(B, A^{*}\right) & =\sum_{k}\left(B \varphi_{k}, A^{*} \varphi_{k}\right)=\sum_{k}\left(A B \varphi_{k}, \varphi_{k}\right)  \tag{1.25}\\
& =\sum_{k}\left(T \varphi_{k}, \varphi_{k}\right)
\end{align*}
$$

[^235]Thus $\operatorname{tr} T$ is the diagonal sum of the matrix of $T$ in any matrix representation of $T$ in terms of a complete orthonormal family. (1.25) implies that the diagonal sum is always absolutely convergent.

It follows from (1.24) that

$$
\begin{equation*}
\operatorname{tr} A B=\operatorname{tr} B A \tag{1.26}
\end{equation*}
$$

for $A, B \in \mathscr{B}_{2}(\mathrm{H})$. It is true more generally for $A \in \mathscr{B}_{2}\left(\mathrm{H}, \mathrm{H}^{\prime}\right)$ and $B \in \mathscr{B}_{2}\left(\mathrm{H}^{\prime}, \mathrm{H}\right)$; in this case we have $A B \in \mathscr{B}_{1}\left(\mathrm{H}^{\prime}\right)$ and $B A \in \mathscr{B}_{1}(\mathrm{H})$, and the proof follows from V-(2.35). (1.26) is true also for $A \in \mathscr{B}_{1}\left(\mathrm{H}, \mathrm{H}^{\prime}\right)$ and $B \in \mathscr{B}\left(\mathrm{H}^{\prime}, \mathrm{H}\right)$; then we have again $A B \in \mathscr{B}_{1}\left(\mathrm{H}^{\prime}\right), B A \in \mathscr{B}_{1}(\mathrm{H})$. For the proof let $A=C D$ with $C \in \mathscr{B}_{2}\left(\mathrm{H}, \mathrm{H}^{\prime}\right)$ and $D \in \mathscr{B}_{2}(\mathrm{H})$. Then $\operatorname{tr} A B=\operatorname{tr} C D B=\operatorname{tr} D B C=\operatorname{tr} B C D=\operatorname{tr} B A$, where we have applied (1.26) first to the pair $C, D B$ (both of the Schmidt class) and then to the pair $D, B C$.

The determinant has been defined so far only for operators of the form $1+T$ with a degenerate $T$. Now we can extend it to the case when $T \in \mathscr{B}_{1}(\mathrm{H})$. We set

$$
\begin{equation*}
\operatorname{det}(1+T)=e^{\operatorname{tr} \log (1+T)} \tag{1.27}
\end{equation*}
$$

This definition is not complete inasmuch as $\log (1+T)$ is not defined unambiguously for all $T \in \mathscr{B}_{1}(\mathrm{H})$. If $\|T\|<1$ (or, more generally, if spr $T<1$ ), however, $\log (1+T)$ can be defined by the Taylor series $\log (1+T)=T\left(1-T / 2+T^{2} / 3-\cdots\right)$ and belongs to $\mathscr{B}_{1}(\mathrm{H})$ with $T$. Hence (1.27) defines $\operatorname{det}(1+T)$ for $\|T\|<1$. Even in the general case, (1.27) is useful if the operator $\log (1+T)$ is defined more carefully. Another way to define $\operatorname{det}(1+T)$ is by the analytic continuation of the function $\operatorname{det}(1+z T)$, which is defined as above by the Taylor series at least for $|z|<\|T\|^{-1}$. We shall not go into details since we shall not have occasion to use $\operatorname{det}(1+T)$ for general $T \in \mathscr{B}_{1}(\mathrm{H})^{1}$.

Example 1.18. Let $\mathrm{H}=\mathrm{L}^{2}(a, b)$ and $T \in \mathscr{B}_{1}(\mathrm{H})$. $T$ can be written as $T=R S$ with $R, S \in \mathscr{B}_{2}(\mathrm{H}) . R, S$ can be regarded as integral operators with kernels $r(y, x)$, $s(y, x)$ of Schmidt type (Example V-2.19). Thus $T$ is an integral operator with the kernel

$$
\begin{equation*}
t(y, x)=\int_{a}^{b} r(y, z) s(z, x) d z . \tag{1.28}
\end{equation*}
$$

Then $\operatorname{tr} T=\left(R, S^{*}\right)=\iint r(x, z) \overline{s^{*}(x, z)} d x d z=\iint r(x, z) s(z, x) d z d x$ or

$$
\begin{equation*}
\operatorname{tr} T=\int_{a}^{b} t(x, x) d x . \tag{1.29}
\end{equation*}
$$

It should be remarked, however, that (1.29) is correct only if one uses the particular kernel given by (1.28). Note that $t(x, x)$ as given by (1.28) is defined for almost all $x$. If, on the other hand, one is given simply a kernel $t(y, x)$ of $T$ as an integral operator in some sense or other, the right member of (1.29) need not

[^236]make sense, for one could change the values of $t(x, x)$ arbitrarily without changing the operator $T$.

It can be shown that if $T \in \mathscr{B}_{1}(H)$ is represented by a kernel $t(y, x)$ continuous in $x, y$, then the trace formula (1.29) is correct. But it must be noticed that not all integral operators with a continuous kernel belong to the trace class. In such a case one could define $\operatorname{tr} T$ by (1.29), but it might not have the properties of the trace deduced above.

## § 2. Perturbation of continuous spectra

## 1. A theorem of WEYL-vON NEUMANN

One of the important results on the perturbation of continuous spectra was given by H. Weyl and later generalized by von Neumann. This theorem asserts that any selfadjoint operator $H$ in a separable Hilbert space H can be changed into a selfadjoint operator $H+A$ with a pure point spectrum by the addition of a suitable "small" operator ${ }^{1} A$. The smallness of $A$ can be expressed by the condition that $A$ can be chosen from the Schmidt class $\mathscr{B}_{2}(\mathrm{H})$ with arbitrarily small Schmidt norm $\|A\|_{2}$. More precisely, we have

Theorem 2.1. ${ }^{2}$ Let $H$ be a selfadjoint operator in a separable Hilbert space H . For any $\varepsilon>0$, there exists a selfadjoint operator $A \in \mathscr{B}_{2}(\mathrm{H})$ with $\|A\|_{2}<\varepsilon$ such that $H+A$ has a pure point spectrum.

To prove this theorem, we need a lemma.
Lemma 2.2. For any $f \in \mathrm{H}$ and $\eta>0$, there is a finite-dimensional orthogonal projection $P$ and a selfadjoint operator $Y \in \mathscr{B}_{2}(\mathrm{H})$ such that $\|(1-P) f\|<\eta,\|Y\|_{2}<\eta$ and $H+Y$ is reduced by $P \mathrm{H}$.

Proof. Let $H=\int_{-\infty}^{\infty} \lambda d E(\lambda)$ be the spectral representation of $H$. Let $a>0$ be chosen in such a way that

$$
\begin{equation*}
\|[1-(E(a)-E(-a))] f\|<\eta, \tag{2.1}
\end{equation*}
$$

which is possible because the left member tends to 0 as $a \rightarrow \infty$. Let $n$ be a positive integer and set

$$
\begin{equation*}
E_{k}=E\left(\frac{2 k-n}{n} a\right)-E\left(\frac{2 k-n-2}{n} a\right), \quad k=1,2, \ldots, n . \tag{2.2}
\end{equation*}
$$

The $E_{k}$ form an orthogonal family of orthogonal projections: $E_{j} E_{k}$ $=\delta_{j k} E_{k}$. Set

$$
\begin{equation*}
f_{k}=E_{k} f, \quad g_{k}=\left\|f_{k}\right\|^{-1} f_{k}, \quad k=1,2, \ldots, n \tag{2.3}
\end{equation*}
$$

with the agreement that $g_{k}=0$ whenever $f_{k}=0$. Since $f_{k}, g_{k} \in E_{k} \mathrm{H}$, the $g_{k}$ form a normalized orthogonal family (if those $g_{k}$ equal to 0 are

[^237]omitted). We have
\[

$$
\begin{equation*}
\sum_{k=1}^{n}\left\|f_{k}\right\| g_{k}=\sum_{k=1}^{n} f_{k}=((E(a)-E(-a)) f . \tag{2.4}
\end{equation*}
$$

\]

The $g_{k}$ are approximate eigenvectors of $H$ in the sense that

$$
\begin{equation*}
\left\|\left(H-\lambda_{k}\right) g_{k}\right\| \leqq a / n, \quad \lambda_{k}=\frac{2 k-n-1}{n} a, \tag{2.5}
\end{equation*}
$$

as is seen from VI-(5.21). Let $P$ be the orthogonal projection on the subspace spanned by $g_{1}, \ldots, g_{n}$, so that $\operatorname{dim} P \leqq n$. Since $(1-P) g_{k}=0$, we have

$$
\begin{equation*}
\left\|(1-P) H g_{k}\right\|=\left\|(1-P)\left(H-\lambda_{k}\right) g_{k}\right\| \leqq\left\|\left(H-\lambda_{k}\right) g_{k}\right\| \leqq a / n . \tag{2.6}
\end{equation*}
$$

Furthermore, we have

$$
\begin{equation*}
\left((1-P) H g_{j},(1-P) H g_{k}\right)=0, \quad j \neq k . \tag{2.7}
\end{equation*}
$$

To see this it suffices to show that $(1-P) H g_{k} \in E_{k} \mathrm{H}$. But $H g_{k} \in E_{k} \mathrm{H}$ since $g_{k} \in E_{k} \mathrm{H}$ and $E_{k} \mathrm{H}$ reduces $H$. Hence $H g_{k} \perp g_{j}, j \neq k$, and therefore $P H g_{k}=\sum_{j}\left(H g_{k}, g_{j}\right) g_{j}=\left(H g_{k}, g_{k}\right) g_{k} \in E_{k} \mathrm{H}$ and so $(1-P) H g_{k} \in$ $\in E_{k} \mathrm{H}$.

For any $u \in \mathrm{H}$, we now have by (2.7), (2.6) and the Bessel inequality

$$
\begin{align*}
\|(1-P) H P u\|^{2} & =\left\|\sum_{k}\left(u, g_{k}\right)(1-P) H g_{k}\right\|^{2}  \tag{2.8}\\
& =\sum_{k}\left|\left(u, g_{k}\right)\right|^{2}\left\|(1-P) H g_{k}\right\|^{2} \leqq a^{2} n^{-2}\|u\|^{2},
\end{align*}
$$

that is,

$$
\begin{equation*}
\|(1-P) H P\| \leqq a / n . \tag{2.9}
\end{equation*}
$$

The operator $(1-P) H P$ is degenerate with rank $\leqq n$. Hence (see Problem 1.16)

$$
\begin{equation*}
\|(1-P) H P\|_{2} \leqq n^{1 / 2}\|(1-P) H P\| \leqq a / n^{1 / 2} . \tag{2.10}
\end{equation*}
$$

Now we have

$$
\begin{equation*}
H=P H P+(1-P) H(1-P)+(1-P) H P+[(1-P) H P]^{*} . \tag{2.11}
\end{equation*}
$$

The first two terms on the right are reduced by $P \mathrm{H}$. Each of the last two terms has Schmidt norm not exceeding $a / n^{1 / 2}$ by (2.10), which can be made smaller than $\eta / 2$ by choosing $n$ large enough. On the other hand, (2.4) implies that $(1-P)((E(a)-E(-a)) f=0$ so that

$$
\begin{equation*}
\|(1-P) f\|=\|(1-P)[f-((E(a)-E(-a)) f] \|<\eta \tag{2.12}
\end{equation*}
$$

by (2.1). Thus the lemma is proved by setting $-Y=(1-P) H P+$ $+[(1-P) H P]^{*}$.

Proof of Theorem 2.1. Let $\left\{u_{k}\right\}, k=1,2, \ldots$, be a dense subset of H . We apply Lemma 2.2 for $H, t=u_{1}$ and $\eta=\varepsilon / 2$; let the resulting $P$ and $Y$ be denoted by $P_{1}$ and $Y_{1}$, respectively. Then we apply the same lemma to the part of $H+Y_{1}$ in the subspace $\left(1-P_{1}\right) \mathrm{H}$ with $f=\left(1-P_{1}\right) u_{2}$ and $\eta=\varepsilon / 2^{2}$; let the resulting $P$ and $Y$ be denoted by $P_{2}$ and $Y_{2}$. We extend $P_{2}$ and $Y_{2}$ to the whole space H by simply setting $P_{2} v=0$, $Y_{2} v=0$ for $v \in P_{1} \mathrm{H}$; then $H+Y_{1}+Y_{2}$ is reduced by $P_{1} \mathrm{H}$ and $P_{2} \mathrm{H}$. We then apply the lemma to the part of $H+Y_{1}+Y_{2}$ in $\left(1-P_{1}-P_{2}\right) \mathrm{H}$ with $f=\left(1-P_{1}-P_{2}\right) u_{3}$ and $\eta=\varepsilon / 2^{3}$, denoting the resulting $P$ and $Y$ by $P_{3}$ and $Y_{3}$ and extending these operators to the whole H by setting them equal to zero in $\left(P_{1}+P_{2}\right) \mathrm{H}$. Proceeding in the same way, we get series of projections $P_{1}, P_{2}, \ldots$ and selfadjoint operators $Y_{1}, Y_{2}, \ldots$ such that $\left\|\left(1-P_{1}-\cdots-P_{k}\right) u_{k}\right\| \leqq \varepsilon / 2^{k}$ and $\left\|Y_{k}\right\|_{2} \leqq \varepsilon / 2^{k}$.

Set $A=Y_{1}+Y_{2}+\cdots$; this series converges by $\left\|Y_{k}\right\|_{2} \leqq \varepsilon / 2^{k}$ in the Schmidt norm and so defines a selfadjoint operator $A \in \mathscr{B}_{2}(\mathrm{H})$ with $\|A\|_{2} \leqq \varepsilon$. We shall show that $A$ has the other properties required by Theorem 2.1.

The $P_{k}$ form an orthogonal family of projections by construction. This family is complete: $\sum_{k=1}^{\infty} P_{k}=1$. To see this, let any $u \in \mathrm{H}$ and $\eta>0$ be given. Then there is an $n$ such that $\left\|u_{n}-u\right\|<\eta$ and $\varepsilon / 2^{n}<\eta$. Since $\left\|\left(1-P_{1}-\cdots-P_{n}\right) u_{n}\right\| \leqq \varepsilon / 2^{n}<\eta$ we have $\|\left(1-P_{1}-\cdots-\right.$ $-P_{n}$ ) $u \| \leqq 2 \eta$. This shows that $\Sigma P_{k} u=u$ as required (note Lemma $\mathrm{V}-2.3)$.

Next we show that each $P_{k} \mathrm{H}$ reduces $H+A$. By construction $P_{n} \mathrm{H}$ is a subspace of ( $1-P_{1}-\cdots-P_{n-1}$ ) H and reduces $H+Y_{1}+\cdots+$ $+Y_{n}$. Hence $P_{n}$ commutes with $H+Y_{1}+\cdots+Y_{n}$. Since $P_{n} Y_{k}$ $=Y_{k} P_{n}=0$ for $k>n, P_{n}$ commutes with $H+A$, that is, $P_{n} \mathrm{H}$ reduces $H+A$.

The fact that $P_{n} \mathrm{H}$ reduces $H$ implies that there are a finite number of eigenvectors of $H+A$ that constitute an orthonormal basis of $P_{n} \mathrm{H}$, which is finite-dimensional by construction. By the completeness of $\left\{P_{n}\right\}$, the totality of these eigenvectors for all $n$ forms a complete orthonormal family of H . This shows that $H+A$ has a pure point spectrum, completing the proof of Theorem 2.1.

## 2. A generalization

The appearance of the Schmidt norm $\|A\|_{2}$ in Theorem 2.1 is not essential. We have the following generalization due to S. T. Kuroda [1].

Theorem 2.3. In Theorem 2.1, $A$ can be chosen in such a way that $||A \|| |<\varepsilon$. Here $||||\mid$ is any (unitarily invariant) cross norm, with the single exception of the trace norm or its equivalent.

Proof. It suffices to show that $\|Y\|_{2}$ in Lemma 2.2 can be replaced by $\left\|\left||Y| \|\right.\right.$; then the proof of Theorem 2.1 works by simply replacing $\left\|\|_{2}\right.$ by ||| ||. If one recalls the inequality (2.10) used in the proof of the lemma, in which the essential point is that the right member tends to zero as $n \rightarrow \infty$, we need only to prove that

$$
\begin{equation*}
\left\|X_{n}\right\|\left\|\leqq n c_{n}\right\| X_{n} \| \tag{2.13}
\end{equation*}
$$

for any degenerate operator $X_{n}$ of rank $n$, where $c_{n}$ is a constant tending to zero as $n \rightarrow \infty$.

Since both ||| || and |||| are unitarily invariant, we may assume that $X_{n}$ is nonnegative symmetric. Let $\alpha_{1} \geqq \alpha_{2} \geqq \cdots \geqq \alpha_{n}$ be the positive repeated eigenvalues of $X_{n}$, so that $\left\|X_{n}\right\|=\alpha_{1}$. Since $\left\|\left\|X_{n}\right\|\right\|$ is nondecreasing in each $\alpha_{k}$ (see Remark 1.15) it suffices to prove the statement for $\alpha_{1}=\cdots=\alpha_{n}=1$, that is, that

$$
\begin{equation*}
n^{-1}\left\|E_{n}\right\| \equiv c_{n} \rightarrow 0 \tag{2.14}
\end{equation*}
$$

for any orthogonal projection $E_{n}$ with $\operatorname{dim} E_{n}=n$. Note that $\left\|E_{n}\right\| \|$ depends only on $n$ by the unitary invariance.
$E_{n}$ can be written as the sum $P_{1}+\cdots+P_{n}$ where the $P_{k}$ form an orthogonal family of one-dimensional orthogonal projections. Hence

$$
\begin{gather*}
n\left\|E_{n+1}\right\|\|=n\| P_{1}+\cdots+P_{n+1}\|=\| n P_{1}+\cdots+n P_{n+1} \| \leqq  \tag{2.15}\\
\leqq\left\|P_{1}+\cdots+P_{n}\right\|\|+\| \mid l P_{1}+\cdots+P_{n-1}+P_{n+1} \|+\cdots+ \\
\quad+\left\|P_{2}+\cdots+P_{n+1}\right\| \\
=(n+1)\left\|P_{1}+\cdots+P_{n}\right\|\|=(n+1)\| E_{n} \|
\end{gather*}
$$

since $\left\|\left\|P_{1}+\cdots+P_{n}\right\|\right\|=\left\|P_{2}+\cdots+P_{n+1}\right\| \|$ etc. by the unitary invariance of $\left|\left|\left|\left|\mid\right.\right.\right.\right.$. (2.15) implies that $c_{n}$ is a nonincreasing function of $n$.

Suppose that (2.14) is not true, that is, $c_{n} \geqq c>0$. Then $\left\|E_{n}\right\| \| \geqq c$ and, for $\alpha_{k} \geqq 0$,

$$
\begin{align*}
& n c\left(\alpha_{1}+\cdots+\alpha_{n}\right) \leqq\left(\alpha_{1}+\cdots+\alpha_{n}\right)\left\|E_{n}\right\| \|  \tag{2.16}\\
& \quad=\| \|\left(\alpha_{1}+\cdots+\alpha_{n}\right)\left(P_{1}+\cdots+P_{n}\right)\| \| \\
& \quad \leqq\left\|\alpha_{1} P_{1}+\cdots+\alpha_{n} P_{n}\right\|+\left\|\alpha_{2} P_{1}+\cdots+\alpha_{1} P_{n}\right\|+\cdots+ \\
& \quad+\left\|\alpha_{n} P_{1}+\cdots+\alpha_{n-1} P_{n}\right\|\|=n\| \alpha_{1} P_{1}+\cdots+\alpha_{n} P_{n} \|,
\end{align*}
$$

again by the unitary invariance of ||| |||. With $\alpha_{1} P_{1}+\cdots+\alpha_{n} P_{n}=X_{n}$, (2.16) gives

$$
\begin{equation*}
c\left\|X_{n}\right\|_{1} \leqq\left\|X_{n}\right\| \| \tag{2.17}
\end{equation*}
$$

which is valid for any degenerate operator $X_{n}$ of arbitrary rank. Now (2.17) can be extended to all $X$ with $\|\|X\|<\infty$ by approximating $X$
by a sequence of degenerate operators $X_{n}$ and going to the limit $n \rightarrow \infty$. The resulting inequality $\left|\left||X|\|\geqq c\| X \|_{1}\right.\right.$ means, however, that $\left.|\right||||\mid$ is equivalent to the trace norm $\left\|\|_{1}\right.$, for the opposite inequality is always true [see (1.23)]. This proves the required generalization of Lemma 2.2 and completes the proof of Theorem 2.3.

Remark 2.4. The question remains whether or not Theorem 2.1 is true with $\|A\|_{2}$ replaced by $\|A\|_{1}$. The answer is no; we shall see later that a selfadjoint operator $H$ with a nonvanishing $H_{\mathrm{ac}}$ (absolutely continuous part) can never be changed into an operator with a pure point spectrum by the addition of an operator of the trace class (Theorem 4.3) ${ }^{1}$.

Remark 2.5. Theorems 2.1 and 2.3 state that a pure continuous spectrum can be converted into a pure point spectrum by perturbing the operator by a "small" amount. It should not be imagined that this point spectrum consists of isolated eigenvalues. On the contrary, the distribution of the eigenvalues will be everywhere dense in an interval I, if the continuous spectrum of the unperturbed operator covers I. This is a consequence of the stability of the essential spectrum under the addition of a compact operator (see Theorem IV-5.35), for $\Sigma_{\mathrm{c}}(H)$ is a subset of $\Sigma_{e}(H)$ so that $\mathrm{I} \subset \Sigma_{\mathrm{e}}(H)=\Sigma_{\mathrm{e}}(H+A)$. (This implies that the set of the eigenvalues of $H+A$ must be dense in I , if $H+A$ has a pure point spectrum.)

## § 3. Wave operators and the stability of absolutely continuous spectra

## 1. Introduction

In what follows we are exclusively concerned with a separable Hilbert space H . Let $H_{1}, H_{2}$ be two selfadjoint operators in H . Consider the oneparameter groups $e^{-i t H_{1}}, e^{-i t H_{2}}$ generated by $-i H_{1},-i H_{2}$, respectively, and the one-parameter family of unitary operators

$$
\begin{equation*}
W(t)=e^{i t H_{2}} e^{-i t H_{1}}, \quad-\infty<t<\infty \tag{3.1}
\end{equation*}
$$

In general $W(t)$ does not form a group. We are interested in the asymptotic behavior of $W(t)$ as $t \rightarrow \pm \infty$, which is important in physical applications because $W(t)$ is used to describe the motion of a quantummechanical system in the so-called interaction representation. In particular, the limits $W_{ \pm}$of $W(t)$ as $t \rightarrow \pm \infty$, if they exist, are called the wave operators and $S=W_{+}^{*} W_{-}$the scattering operator; these are basic quanti-

[^238]ties in scattering theory ${ }^{1}$. On the other hand, the question has an independent mathematical interest, for it is closely related to the problem of the unitary equivalence of $H_{1}$ and $H_{2}$, as will be seen from the theorems proved below.

In these studies, the existence of the wave operators is one of the main problems. Naturally, the wave operators exist only under rather strong restrictions. It would be necessary that $H_{2}$ differ from $H_{1}$ only slightly in some sense or other; thus the problem essentially belongs to perturbation theory. Another important question is the unitarity of $S$. As the limits of $W(t), W_{ \pm}$may be expected to be unitary. But this is not necessarily the case. If we assume $W_{ \pm}$to be the strong limits of $W(t)$, they are isometric but need not be unitary. $S=W_{+}^{*} W_{-}$is unitary if and only if the ranges of $W_{ \pm}$are the same ${ }^{2}$. In physical applications it is essential that $S$ be unitary ${ }^{3}$. Thus the second of the main mathematical problems will be to see under what conditions the ranges of $W_{ \pm}$coincide.

The theory centering around the wave operators is peculiar to an infinite-dimensional Hilbert space, without having any analogue in finite-dimensional spaces. In fact, the wave operators can reasonably be expected to exist only when $H_{1}$ has a pure continuous spectrum. Suppose that $H_{1}$ has an eigenvalue $\lambda: H_{1} u=\lambda u, u \neq 0$. Then $W(t) u$ $=e^{i t\left(H_{2}-\lambda\right)} u$. If $W_{+}=\mathrm{s}_{t \rightarrow \infty} W(t)$ should exist, we must have $\| W(t+a) u-$ $-W(t) u\|=\| e^{i a\left(H_{2}-\lambda\right)} u-u \| \rightarrow 0, t \rightarrow \infty$, for any real $a$. This implies that $e^{i a\left(H_{s}-\lambda\right)} u=u$ and so $H_{2} u=\lambda u$. Thus any eigenvector of $H_{1}$ must also be an eigenvector of $H_{2}$ with the same eigenvalue. Except for such special cases, the wave operators exist only when $H_{1}$ has a pure continuous spectrum.

Example 3.1. Let $\mathrm{H}=\mathrm{L}^{2}(-\infty,+\infty)$ and $H_{1}=-i d\left|d x, H_{2}=-i d\right| d x+$ $+q(x)$, where $q(x)$ is a real-valued function. $H_{1}$ is selfadjoint. $H_{2}$ is also selfadjoint at least if $q(x)$ is a bounded function (so that it defines a bounded operator). We know that $-i H_{1}=-d \mid d x$ generates a group $e^{-i t H_{1}}$ given by $e^{-i t H_{1}} u(x)=u(x-t)$

[^239](see Problem IX-1.9). Let us find what the group $e^{-i t H_{2}}$ is. As is easily verified, $H_{2}$ may be written as $H_{2}=W_{0}^{-1} H_{1} W_{0}$, where $W_{0}$ is a unitary operator given by $W_{0} u(x)=e^{i p(x)} u(x)$ with $p(x)=\int_{0}^{x} q(y) d y$. Thus $\left(H_{2}-\zeta\right)^{-1}=W_{0}^{-1}\left(H_{1}-\zeta\right)^{-1} W_{0}$ for any nonreal $\zeta$, and it follows from the construction of the groups that $e^{i t H_{\mathbf{2}}}$ $=W_{0}^{-1} e^{i l H_{1}} W_{0}$. Hence $e^{i l H_{2}} u(x)=e^{-i p(x)} e^{i l H_{1}} W_{0} u(x)=e^{-i p(x)} e^{i p(x+t)} u(x+t)$. It follows that $W(t)$ is simply the multiplication operator by $e^{i(p(x+t)-p(x))}$. Going to the limit $t \rightarrow \infty$, we obtain
\[

$$
\begin{equation*}
W_{+}=\exp \left(i \int_{x}^{\infty} q(y) d y\right) \tag{3.2}
\end{equation*}
$$

\]

provided the improper integral $\int_{0}^{\infty} q(y) d y$ exists. It is easy to verify that the limit (3.2) exists as a strong limit. Obviously $W_{+}$is unitary. Similarly $W_{-}$exists and is given by $\exp \left(-i \int_{-\infty}^{x} q(y) d y\right)$ provided the relevant improper integral exists. If both these integrals exist, we have $S=W_{+}^{*} W_{-}=\exp \left(-i \int_{-\infty}^{\infty} q(y) d y\right)$, which is simply a multiplication by a scalar with absolute value 1 .

## 2. Generalized wave operators

We denote by $H_{k, \text { ac }}, k=1,2$, the spectrally absolutely continuous part of $H_{k}$, that is, the part of $H_{k}$ in the space $\mathrm{H}_{k, a \mathrm{c}}$ of absolute continuity for $H_{k}$. The orthogonal projection on $H_{k, a c}$ will be denoted by $P_{k}$, $k=1,2$.

We have remarked above that the wave operators will in general not exist unless $H_{1}$ has a pure continuous spectrum. As we shall see, it happens frequently that

$$
\begin{equation*}
W_{ \pm}=W_{ \pm}\left(H_{2}, H_{1}\right)=\underset{t \rightarrow \pm \infty}{s-\lim _{t}} W(t) P_{1} \tag{3.3}
\end{equation*}
$$

exist even when the proper wave operators do not exist ${ }^{1}$. For this and other reasons, we prefer to consider the limits (3.3) rather than the proper wave operators. $W_{ \pm}$will be called the generalized wave operator ( $s$ ) associated with the pair $H_{1}, H_{2}$ whenever one or both of them exist. If in particular $H_{1}$ is spectrally absolutely continuous so that $P_{1}=1$, $W_{ \pm}$coincide with the proper wave operators.

The basic properties of the generalized wave operators are given by the following theorems ${ }^{2}$.

Theorem 3.2. If $W_{+}=W_{+}\left(H_{2}, H_{1}\right)$ exists, it is partially isometric with initial set $\mathrm{H}_{1, \mathrm{ac}}$ and final set $\mathrm{M}_{+}$contained in $\mathrm{H}_{2, \mathrm{ac}}$. $\mathrm{M}_{+}$reduces $H_{2}$.

[^240]Thus

$$
\begin{gather*}
W_{+}^{*} W_{+}=P_{1}, \quad W_{+} W_{+}^{*}=E_{+} \leqq P_{2}  \tag{3.4}\\
W_{+}=W_{+} P_{1}=E_{+} W_{+}=P_{2} W_{+}, W_{+}^{*}=P_{1} W_{+}^{*}=W_{+}^{*} E_{+}=W_{+}^{*} P_{2} \tag{3.5}
\end{gather*}
$$

where $E_{+}$is the orthogonal projection on $\mathrm{M}_{+}$and commutes with $\mathrm{H}_{2}$. Furthermore, we have

$$
\begin{equation*}
H_{2} W_{+}=H_{2} P_{2} W_{+}=W_{+} H_{1} P_{1} \supset W_{+} H_{1}, \quad H_{1} W_{+}^{*} \supset W_{+}^{*} H_{2} . \tag{3.6}
\end{equation*}
$$

In particular (3.6) implies that $H_{1, \text { ac }}$ is unitarily equivalent to the part of $H_{2, \mathrm{ac}}$ in $\mathrm{M}_{+}$and $\Sigma_{\mathrm{ac}}\left(H_{1}\right) \subset \Sigma_{\mathrm{ac}}\left(H_{2}\right)$. Similar results hold for $W_{+}$replaced by $W_{-}$whenever the latter exists.

Proof. $W_{+}=\mathrm{s}-\lim W(t) P_{1}$ implies $\left\|W_{+} u\right\|=\lim \left\|W(t) P_{1} u\right\|=\left\|P_{1} u\right\|$ for every $u \in \mathrm{H}$, which is equivalent to $W_{+}^{*} W_{+}=P_{1}$. Hence $W_{+}$is partially isometric with initial set $P_{1} \mathrm{H}=\mathrm{H}_{1, \mathrm{ac}}$ (see V-§ 2.2). $E_{+}=W_{+} W_{+}^{*}$ is the projection on the final set of $W_{+}$, which we denote by $M_{+}$. These remarks prove (3.4) and (3.5) so far as $P_{2}$ is not concerned (see loc. cit.).

On the other hand ${ }^{1}$, we have for any real $s$

$$
\begin{equation*}
e^{i s H_{2}} W_{+}=\operatorname{silim}_{t \rightarrow \infty} W(s+t) e^{i s H_{1}}=W_{+} e^{i s H_{1}} \tag{3.7}
\end{equation*}
$$

Multiply both members by $e^{-i \zeta s}, \operatorname{Im} \zeta<0$, and integrate on $0<s<\infty$ (Laplace transformation); then [see IX-(1.28)]

$$
\begin{equation*}
\left(H_{2}-\zeta\right)^{-1} W_{+}=W_{+}\left(H_{1}-\zeta\right)^{-1} \tag{3.8}
\end{equation*}
$$

The same is true for $\operatorname{Im} \zeta>0$ too; we need only to integrate on $-\infty<$ $<s<0$. (3.8) is equivalent to ${ }^{2}$

$$
\begin{equation*}
H_{2} W_{+} \supset W_{+} H_{1} . \tag{3.9}
\end{equation*}
$$

As is easily seen, (3.9) implies the adjoint relation $H_{1} W_{+}^{*} \supset W_{+}^{*} H_{2}$. It follows that

$$
\begin{equation*}
E_{+} H_{2}=W_{+} W_{+}^{*} H_{2} \subset W_{+} H_{1} W_{+}^{*} \subset H_{2} W_{+} W_{+}^{*}=H_{2} E_{+} . \tag{3.10}
\end{equation*}
$$

This shows that $E_{+}$commutes with $H_{2}$ and so $M_{+}$reduces $H_{2}$. Also we have $E_{+} H_{2} E_{+} \subset H_{2} E_{+} E_{+}=H_{2} E_{+}$. Here, however, we must have equality instead of inclusion, for $E_{+} H_{2} E_{+}$and $H_{2} E_{+}$have the same domain. Hence $H_{2} E_{+}=E_{+} H_{2} E_{+}$and so (3.10) must give all equalities

[^241]when multiplied by $E_{+}$from the right. In particular $E_{+} H_{2} E_{+}$ $=W_{+} H_{1} W_{+}^{*} E_{+}=W_{+} H_{1} W_{+}^{*}$ and hence
(3.11) $H_{2} W_{+}=H_{2} E_{+} W_{+}=E_{+} H_{2} E_{+} W_{+}=W_{+} H_{1} W_{+}^{*} W_{+}=W_{+} H_{1} P_{1}$.

Let $E_{k}(\lambda), k=1,2$, be the spectral family for $H_{k}$. For every $\lambda$ at which $E_{k}(\lambda)$ is continuous, $E_{k}(\lambda)$ can be expressed as an integral of $\left(H_{k}-\zeta\right)^{-1}$ along a certain curve (see Lemma VI-5.6). Since there are at most a countable number of discontinuities of $E_{k}(\lambda)$, it follows from (3.8) that

$$
\begin{equation*}
E_{2}(\lambda) W_{+}=W_{+} E_{1}(\lambda), \quad-\infty<\lambda<\infty, \tag{3.12}
\end{equation*}
$$

at first except for the discontinuities of either of $E_{k}(\lambda)$ and then for all $\lambda$ by the right continuity of $E_{k}(\lambda)$. Hence $\left\|E_{2}(\lambda) W_{+} u\right\|^{2}=\left\|W_{+} E_{1}(\lambda) u\right\|^{2}$ $=\left\|P_{1} E_{1}(\lambda) u\right\|^{2}=\left\|E_{1}(\lambda) P_{1} u\right\|^{2}$ is absolutely continuous in $\lambda$ by $P_{1} u \in$ $\in \mathrm{H}_{1, \mathrm{ac}}$. Thus $W_{+} u \in \mathrm{H}_{2, \mathrm{ac}}=P_{2} \mathrm{H}$ for any $u \in \mathrm{H}$. Since the range of $W_{+}$ is $\mathrm{M}_{+}=E_{+} \mathrm{H}$, this proves that $\mathrm{M}_{+} \subset \mathrm{H}_{2, \mathrm{ac}}$ or $E_{+} \leqq P_{2}$. In particular $W_{+}=P_{2} W_{+}$and $W_{+}^{*}=W_{+}^{*} P_{2}$, and this completes, together with (3.11), the proof of (3.6) and the remaining equalities in (3.4) and (3.5).

In Theorem 3.2, $\mathrm{M}_{+}$is a subset of $\mathrm{H}_{2, \mathrm{ac}}$ and in general a proper subset. If $\mathrm{M}_{+}=\mathrm{H}_{2, \mathrm{ac}}$ or, equivalently, $E_{+}=P_{2}$, the wave operator $W_{+}$ will be said to be complete ${ }^{1}$. A similar definition applies to $W_{-}$. If either $W_{+}$or $W_{-}$exists and is complete, then $H_{1, \mathrm{ac}}$ is unitarily equivalent to $H_{2, \mathrm{ac}}$.

Theorem 3.3. If $W_{+}=W_{+}\left(H_{2}, H_{1}\right)$ exists, we have the following strong convergence as $t \rightarrow \infty$.

$$
\begin{align*}
& e^{i t H_{2}} e^{-i t H_{1}} P_{1} \rightarrow W_{+}, \quad e^{i t H_{1}} e^{-i t H_{2}} E_{+} \xrightarrow[\mathrm{s}]{ } W_{+}^{*},  \tag{3.13}\\
& e^{-i t H_{2}} W_{+}-e^{-i t H_{1}} P_{1} \underset{\mathrm{~s}}{ } 0, \quad e^{i t H_{1}} e^{-i t H_{2}} W_{+} \underset{\mathrm{s}}{ } P_{1},  \tag{3.14}\\
& \left(W_{+}-1\right) e^{-i t H_{1}} P_{1} \underset{\mathrm{~s}}{ } 0, \quad\left(W_{+}^{*}-1\right) e^{-i t H_{1}} P_{1} \underset{\mathrm{~s}}{ } 0,  \tag{3.15}\\
& e^{i t H_{1}} W_{+} e^{-i t H_{1}} \underset{\mathrm{~s}}{\rightarrow} P_{1}, \quad e^{i t H_{1}} W_{+}^{*} e^{-i t H_{1}} P_{1}{ }_{\mathrm{s}} P_{1},  \tag{3.16}\\
& \left(1-E_{+}\right) e^{-i t H_{1}} P_{1} \underset{\mathrm{~s}}{ } 0, \quad\left(1-P_{2}\right) e^{-i t H_{1}} P_{1} \underset{\mathrm{~s}}{ } 0 . \tag{3.17}
\end{align*}
$$

Similar relations hold as $t \rightarrow-\infty$ with $W_{+}$replaced by $W_{-}$if the latter exists.

Proof. The first of (3.13) is the definition of $W_{+}$, from which the first of (3.14) follows by multiplication from the left ${ }^{2}$ by $e^{-i t H_{2}}$ and the second

[^242]by a further multiplication by $e^{i t H_{1}}$. The second of (3.13) follows from the second of (3.14) by multiplication from the right by $W_{+}^{*}$. The first of (3.15) is the same thing as the first of (3.14) in virtue of (3.7) and $W_{+}$ $=W_{+} P_{1}$, and the second of (3.15) follows from it by multiplication from the left by $-W_{+}^{*}$ (note that $W_{+}^{*} W_{+}=P_{1}$ commutes with $e^{-i t H_{1}}$ ). The two relations of (3.16) follow from the corresponding ones of (3.15) by multiplication from the left by $e^{i t H_{1}}$. Finally, the first of (3.17) follows from $\left\|\left(1-E_{+}\right) e^{-i t H_{1}} P_{1} u\right\|=\left\|e^{i t H_{2}}\left(1-E_{+}\right) e^{-i t H_{1}} P_{1} u\right\|=$ $=\left\|\left(1-E_{+}\right) e^{i t H_{2}} e^{-i t H_{1}} P_{1} u\right\| \rightarrow\left\|\left(1-E_{+}\right) W_{+} u\right\|=0$, and the second follows from it because $1-P_{2} \leqq 1-E_{+}$.

Theorem 3.4. (The chain rule) If $W_{+}\left(H_{2}, H_{1}\right)$ and $W_{+}\left(H_{3}, H_{2}\right)$ exist, then $W_{+}\left(H_{3}, H_{1}\right)$ also exists and

$$
\begin{equation*}
W_{+}\left(H_{3}, H_{1}\right)=W_{+}\left(H_{3}, H_{2}\right) W_{+}\left(H_{2}, H_{1}\right) . \tag{3.18}
\end{equation*}
$$

$A$ similar result holds for $W_{+}$replaced by $W_{-}$.
Proof. We have $W_{+}\left(H_{2}, H_{1}\right)=s-\lim e^{i t H_{2}} e^{-i t H_{1}} P_{1}$ and $W_{+}\left(H_{3}, H_{2}\right)$ $=\mathrm{s}$-lim $e^{i t H_{3}} e^{-i t H_{3}} P_{2}$. Hence

$$
\begin{equation*}
W_{+}\left(H_{3}, H_{2}\right) W_{+}\left(H_{2}, H_{1}\right)=\mathrm{s}-\lim e^{i t H_{3}} P_{2} e^{-i t H_{1}} P_{1} \tag{3.19}
\end{equation*}
$$

since $P_{2}$ and $e^{i t H_{2}}$ commute. The proof of the theorem is complete if we show that s-lime $e^{i t H_{3}}\left(1-P_{2}\right) e^{-i t H_{1}} P_{1}=0$. But this is obvious from the second relation of (3.17).

Theorem 3.5. Let both $W_{+}\left(H_{2}, H_{1}\right)$ and $W_{+}\left(H_{1}, H_{2}\right)$ exist. Then

$$
\begin{equation*}
W_{+}\left(H_{1}, H_{2}\right)=W_{+}\left(H_{2}, H_{1}\right)^{*} ; \tag{3.20}
\end{equation*}
$$

$W_{+}\left(H_{2}, H_{1}\right)$ is partially isometric with initial set $\mathrm{H}_{1, \mathrm{ac}}$ and final set $\mathrm{H}_{2, \mathrm{ac}}$, while $W_{+}\left(H_{1}, H_{2}\right)$ is partially isometric with initial set $\mathrm{H}_{2, \mathrm{ac}}$ and final set $\mathrm{H}_{1, \mathrm{ac}}$. Both of these two generalized wave operators are complete, and $H_{1, \mathrm{ac}}$ and $H_{2, \mathrm{ac}}$ are unitarily equivalent. Similar results hold with $W_{+}$ replaced by $W_{-}$.

Proof. We can set $H_{3}=H_{1}$ in Theorem 3.4; we obtain $W_{+}\left(H_{1}\right.$, $\left.H_{2}\right) W_{+}\left(H_{2}, H_{1}\right)=P_{1}$ since it is obvious that $W_{+}\left(H_{1}, H_{1}\right)=P_{1}$. Writing $W_{21}=W_{+}\left(H_{2}, H_{1}\right)$ etc. for simplicity, we have thus $W_{12} W_{21}=P_{1}$ and so $W_{21} W_{12}=P_{2}$ by symmetry. In virtue of (3.5) and (3.6), it follows that $W_{12}=P_{1} W_{12}=\left(W_{21}^{*} W_{21}\right) W_{12}=W_{21}^{*}\left(W_{21} W_{12}\right)=W_{21}^{*} P_{2}=W_{21}^{*}$. This proves (3.20), and the other assertions follow automatically.

Remark 3.6. In the theorems proved above it is not at all essential that the $P_{1}$ appearing in the definition (3.3) of $W_{ \pm}$is the projection on $\mathrm{H}_{1, \mathrm{ac}}$. We could as well have chosen $P_{1}$ to be the projection on $\mathrm{H}_{1, \mathrm{c}}$, the space of continuity for $H_{1}$. The importance of the choice of $\mathrm{H}_{1, \mathrm{ac}}$ will be recognized when we consider the conditions for the existence of $W_{ \pm}$.

## 3. A sufficient condition for the existence of the wave operator

The following theorem gives a sufficient condition for the existence of the generalized wave operator, which is not very strong but is convenient for application.

Theorem 3.7. ${ }^{1}$ Let there exist a fundamental subset D of $\mathrm{H}_{1, \mathrm{ac}}$ with the following properties: if $u \in \mathrm{D}$, there exists a real s such that $e^{-i t H_{1}} u \in$ $\in \mathrm{D}\left(H_{1}\right) \cap \mathrm{D}\left(H_{2}\right)$ for $s \leqq t<\infty,\left(H_{2}-H_{1}\right) e^{-i t H_{1}} u$ is continuous in $t$, and $\left\|\left(H_{2}-H_{1}\right) e^{-i t H_{1}} u\right\|$ is integrable on $(s, \infty)$. Then $W_{+}\left(H_{2}, H_{1}\right)$ exists. ( $A$ similar theorem holds for the existence of $W_{-}\left(H_{2}, H_{1}\right)$, with an obvious modification.)

Proof. If $u \in \mathrm{D}$ we have $(d / d t) W(t) u=(d / d t) e^{i t H_{2}} e^{-i t H_{1}} u$ $=i e^{i t H_{2}}\left(H_{2}-H_{1}\right) e^{-i t H_{1}} u$ (see IX-§ 1.3), and this derivative is continuous by hypothesis. Hence we have by integration

$$
\begin{equation*}
W\left(t^{\prime \prime}\right) u-W\left(t^{\prime}\right) u=i \int_{t^{\prime}}^{t^{\prime \prime}} e^{i t H_{2}}\left(H_{2}-H_{1}\right) e^{-i t H_{1}} u d t \tag{3.21}
\end{equation*}
$$

Since $\left\|e^{i t H_{2}}\right\|=1$, we have

$$
\begin{equation*}
\left\|W\left(t^{\prime \prime}\right) u-W\left(t^{\prime}\right) u\right\| \leqq \int_{t^{\prime}}^{t^{\prime \prime}}\left\|\left(H_{2}-H_{1}\right) e^{-i t H_{1}} u\right\| d t \tag{3.22}
\end{equation*}
$$

Since the integrand on the right is integrable on $(s, \infty)$, the right member tends to zero when $t^{\prime}, t^{\prime \prime} \rightarrow \infty$ and $\underset{t \rightarrow \infty}{ } \lim _{t \rightarrow \infty} W(t) u$ exists.

Since this is true for all $u$ of $D$, which is fundamental in $\mathrm{H}_{1, \mathrm{ac}}$, and since $W(t)$ is uniformly bounded, it follows (see Lemma III-3.5) that the same limit exists for every $u \in \mathrm{H}_{1, \mathrm{ac}}=P_{1} \mathrm{H}$. This is equivalent to the existence of $W_{+}\left(H_{2}, H_{1}\right)$.

In connection with the identity (3.21), we note the following lemma for future use

Lemma 3.8. Let $H_{2}=H_{1}+A$ where $A \in \mathscr{B}(\mathrm{H})$. If $W_{+}=W_{+}\left(H_{2}, H_{1}\right)$ exists, then we have for any $u \in \mathrm{H}_{1, \mathrm{ac}}$

$$
\begin{equation*}
\left\|W_{+} u-W(t) u\right\|^{2}=-2 \operatorname{Im} \int_{t}^{\infty}\left(e^{i s H_{1}} W_{+}^{*} A e^{-i s H_{1}} u, u\right) d s \tag{3.23}
\end{equation*}
$$

Proof. If $u \in \mathrm{D}\left(H_{1}\right)$, we have the identity (3.21). This identity is even true for every $u \in \mathrm{H}$ if we replace $H_{2}-H_{1}$ by $A$, for the two members of (3.21) are then elements of $\mathscr{B}(\mathrm{H})$. If in particular $u \in \mathrm{H}_{1, \mathrm{ac}}, \lim _{t^{\prime} \rightarrow \infty} W\left(t^{\prime \prime}\right) u$ $=W_{+} u$ exists, so that

$$
\begin{equation*}
W_{+} u-W(t) u=i \int_{t}^{\infty} e^{i s H_{2}} A e^{-i s H_{1}} u d s, \quad u \in \mathrm{H}_{1, \mathrm{ac}} \tag{3.24}
\end{equation*}
$$

[^243]Since $\left\|W_{+} u\right\|=\|u\|$ because $u \in \mathrm{H}_{1, \text { ac }}$ and since $W(t)$ is unitary, $\| W_{+} u-$ $-W(t) u\left\|^{2}=2\right\| u \|^{2}-2 \operatorname{Re}\left(W(t) u, W_{+} u\right)=2 \operatorname{Re}\left(W_{+} u-W(t) u, W_{+} u\right)$. Thus substitution from (3.24) gives (3.23) if we note that $W_{+}^{*} e^{i s H_{s}}$ $=e^{i t H_{1}} W_{+}^{*}[$ a relation adjoint to (3.7) $]$.

## 4. An application to potential scattering

Let $H=L^{2}\left(R^{3}\right)$ and set

$$
\begin{equation*}
H_{1}=-\Delta, \quad H_{2}=-\Delta+q(x), \tag{3.25}
\end{equation*}
$$

where $\Delta$ is the Laplacian and $q(x)$ is a real-valued function. We know that $H_{1}$ is selfadjoint if $\Delta$ is taken in a generalized sense and that $H_{2}$ is also selfadjoint with $\mathrm{D}\left(H_{2}\right)=\mathrm{D}\left(H_{1}\right)$ at least if $q(x)$ is the sum of a function of $\mathrm{L}^{2}\left(\mathrm{R}^{3}\right)$ and a bounded function (see Theorem V-5.4). We further note that $H_{1}$ is spectrally absolutely continuous (see Example 1.10) so that $P_{1}=1$.

We shall show that Theorem 3.7 is applicable to the pair $H_{1}, H_{2}$ under some additional restrictions on $q(x)$. Set

$$
\begin{equation*}
\dot{u}(x)=e^{-|x-a|^{2} / 2}, \quad a \in \mathrm{R}^{3} . \tag{3.26}
\end{equation*}
$$

Then we have

$$
\begin{equation*}
e^{-i t H_{1}} u(x)=(1+2 i t)^{-3 / 2} e^{-|x-a|^{2} / 2(1+2 i t)}, \tag{3.27}
\end{equation*}
$$

as is seen from the results of IX-§ 1.8 [the corresponding one-dimensional formula is IX-(1.75)]. The function (3.27) is bounded in $x$ with bound $\left(1+4 t^{2}\right)^{-3 / 4}$. Consequently,

$$
\begin{equation*}
\left\|\left(H_{2}-H_{1}\right) e^{-i t H_{1}} u\right\| \leqq\left(1+4 t^{2}\right)^{-3 / 4}\|q\| \tag{3.28}
\end{equation*}
$$

provided $q \in \mathrm{~L}^{2}\left(\mathrm{R}^{3}\right)$, where $\|q\|$ denotes the $\mathrm{L}^{2}$-norm of $q$. Obviously (3.28) is integrable on $-\infty<t<\infty$. Since the set of functions of the form (3.26) with different $a$ is fundamental in H (see loc. cit.), it follows from Theorem 3.7 that $W_{ \pm}\left(H_{2}, H_{1}\right)$ exist, and they are proper wave operators since $P_{1}=1$. In particular, $H_{1}$ is unitarily equivalent to a part of $H_{2}$. This implies, in particular, that $\Sigma\left(H_{2}\right)$ includes the whole positive real axis. This is not a trivial result and is not easy to deduce by an independent consideration.

The assumption made above that $q \in \mathrm{~L}^{2}$ can be weakened slightly if one notes that the rate of decrease as $t \rightarrow \pm \infty$ of the right member of (3.28) is $|t|^{-3 / 2}$, which is stronger than necessary for the integrability. To obtain a better estimate, we note that

$$
\begin{align*}
& v_{t}(x) \equiv\left(H_{2}-H_{1}\right) e^{-i t H_{1}} u(x)  \tag{3.29}\\
& =(1+2 i t)^{-1-\frac{e}{2}} \cdot \frac{q(x)}{|x-a|^{(1-8) / 2}} \cdot \frac{|x-a|^{(1-8) / 2}}{(1+2 i t)^{(1-\varepsilon) / 2}} \cdot e^{-|x-a|^{2} / 2(1+2 i t)}
\end{align*}
$$

for any $\varepsilon$ with $0<\varepsilon<1$. The product of the last two factors in the last member is bounded in $x$ with bound independent of $t$ [note that $\left|\exp \left(-|x-a|^{2} / 2(1+2 i t)\right)\right|=\exp \left(-|x-a|^{2} / 2\left(1+4 t^{2}\right)\right]$. The second factor is majorized by a constant times $|q(x)| /(1+|x|)^{(1-\varepsilon) / 2}$ in the region $|x-a| \geqq 1$. Hence the integral of $\left|v_{t}(x)\right|^{2}$ in this region does not exceed a constant times $\left(1+4 t^{2}\right)^{-1-\frac{\varepsilon}{2}}$ if

$$
\begin{equation*}
\int_{\mathbf{R}^{2}}(1+|x|)^{-1+\varepsilon}|q(x)|^{2} d x<\infty \quad \text { for some } \quad \varepsilon>0 . \tag{3.30}
\end{equation*}
$$

On the other hand, the integral of $\left|v_{t}(x)\right|^{2}$ taken in $|x-a| \leqq 1$ is majorized by $\left(1+4 t^{2}\right)^{-3 / 2}$ times the integral of $|q(x)|^{2}$ in this bounded region [for the same reason as in (3.28)]. Hence $\left\|v_{t}\right\| \leqq$ const. $\left(1+4 t^{2}\right)^{-\frac{1}{2}-\frac{\varepsilon}{4}}$ and $\left\|v_{t}\right\|$ is integrable on $(-\infty, \infty)$.

Thus we have proved
Theorem 3.9. ${ }^{1}$ Let $H_{1}, H_{2}$ be as above, where $q(x)$ is the sum of a function of $\mathrm{L}^{2}\left(\mathrm{R}^{3}\right)$ and a bounded function. If $q(x)$ satisfies the additional condition (3.30), then $W_{ \pm}\left(H_{2}, H_{1}\right)$ exist and are proper wave operators. In particular, $H_{1}$ is unitarily equivalent to a part of $H_{2}$, and $\Sigma_{\mathrm{ac}}\left(H_{2}\right)$ includes the positive real axis.

Remark 3.10. (3.30) is satisfied if $q(x)=O\left(|x|^{-1-\varepsilon}\right)$ as $|x| \rightarrow \infty$.
Remark 3.11. According to Theorem V-5.7, $H_{2}$ has only isolated eigenvalues on the negative real axis under a condition similar to that of Theorem 3.9; but it showed only that the positive real axis is $\Sigma_{e}\left(H_{2}\right)$. Thus Theorem 3.9 and Theorem V-5.7 complement each other.

## §4. Existence and completeness of wave operators

## 1. Perturbations of rank one (special case)

We are now going to prove several theorems on the existence and completeness of the generalized wave operators $W_{ \pm}\left(H_{2}, H_{1}\right)$. The proof needs several steps. We begin by considering a very special case.

Let $\mathrm{H}=\mathrm{L}^{2}(-\infty, \infty)$ and let $H_{1}$ be the maximal multiplication operator defined by $H_{1} u(x)=x u(x) . H_{1}$ is selfadjoint and spectrally absolutely continuous, with $\mathrm{D}\left(H_{1}\right)$ consisting of all $u \in \mathrm{H}$ with $x u(x) \in \mathrm{H}$. Let $A$ be an operator of rank one given by

$$
\begin{equation*}
A u=c(u, f) f, \tag{4.1}
\end{equation*}
$$

where $c$ is a real constant and $f$ is a given element of H with $\|f\|=1$. We further assume that $f=f(x)$ is a smooth function and rapidly decreasing as $x \rightarrow \pm \infty$.

[^244]Set $H_{2}=H_{1}+A ; H_{2}$ is selfadjoint with $\mathrm{D}\left(H_{2}\right)=\mathrm{D}\left(H_{1}\right)$. We shall show that $W_{ \pm}\left(H_{2}, H_{1}\right)$ exist. For this it suffices to show that the assumptions of Theorem 3.7 are satisfied. For any $u \in H$, we have

$$
\begin{equation*}
A e^{-i t H_{1}} u=c\left(e^{-i t H_{1}} u, f\right) f \tag{4.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|A e^{-i t H_{1}} u\right\|=|c|\left|\left(e^{-i t H_{1}} u, f\right)\right|=|c|\left|\int_{-\infty}^{\infty} e^{-i t x} u(x) \overline{f(x)} d x\right| . \tag{4.3}
\end{equation*}
$$

If $u(x)$ is a smooth, rapidly decreasing function, the Fourier transform of $u \bar{f}$ is again smooth and rapidly decreasing, so that (4.3) is integrable in $t$ on $(-\infty, \infty)$. Thus the assumptions of Theorem 3.7 are satisfied, for the set of such functions $u$ is dense in $H=H_{1, a c}$.

Let us estimate the rate of convergence $W(t) \rightarrow W_{+}, t \rightarrow \infty$. Substitution of (4.2) into (3.23) gives

$$
\begin{align*}
& \left\|W_{+} u-W(t) u\right\|^{2}=-2 c \operatorname{Im} \int_{t}^{\infty}\left(e^{-i s H_{1}} u, f\right)\left(e^{i s H_{1}} W_{+}^{*} f, u\right) d s \leqq  \tag{4.4}\\
& \leqq 2|c|\left[\int_{t}^{\infty}\left|\left(e^{-i s H_{1}} u, f\right)\right|^{2} d s\right]^{1 / 2}\left[\int_{t}^{\infty}\left|\left(e^{i s H_{1}} W_{+}^{*} f, u\right)\right|^{2} d s\right]^{1 / 2} .
\end{align*}
$$

The integrals on the right of (4.4) are convergent. In fact ( $e^{-i s H_{1}} u, f$ ) is the Fourier transform of $u \bar{f}$ as noted above, so that (Parseval's equality)

$$
\begin{equation*}
\int_{-\infty}^{\infty}\left|\left(e^{-i s H_{2}} u, f\right)\right|^{2} d s=2 \pi\left\|u \overline{\|^{2}} \leqq 2 \pi\right\| f\left\|^{2}\right\| u\left\|_{\infty}^{2}=2 \pi\right\| u \|_{\infty}^{2} \tag{4.5}
\end{equation*}
$$

and the same inequality holds for the other integral in (4.4). $\|u\|_{\infty}$ denotes the maximum norm of $u(x)$, which is smooth by assumption. Note that $\left\|W_{+}^{*} f\right\| \leqq\|f\|=1$ since $W_{+}^{*}$ is partially isometric.

Since we do not know what kind of a function $W_{+}^{*} f(x)$ is, we shall replace the second integral on the right of (4.4) by its majorant $2 \pi\|u\|_{\infty}^{2}$, obtaining

$$
\begin{equation*}
\left\|W_{+} u-W(t) u\right\|^{2} \leqq 2|c|(2 \pi)^{1 / 2}\|u\|_{\infty}\left[\int_{t}^{\infty}\left|\left(e^{-i s H_{1}} u, f\right)\right|^{2} d s\right]^{1 / 2} . \tag{4.6}
\end{equation*}
$$

This estimates the rate of convergence $W(t) u \rightarrow W_{+} u$. Taking the square root of (4.6) and subtracting two inequalities for different values of $t$, we obtain

$$
\begin{align*}
&\left\|W\left(t^{\prime \prime}\right) u-W\left(t^{\prime}\right) u\right\| \leqq(8 \pi)^{1 / 4}|c|^{1 / 2}\|u\|_{\infty}^{1 / 2}  \tag{4.7}\\
& \cdot\left\{\left[\int_{t^{\prime}}^{\infty}\left|\left(e^{-i s H_{1}} u, f\right)\right|^{2} d s\right]^{1 / 4}+\left[\int_{t^{\prime \prime}}^{\infty}\left|\left(e^{-i s H_{1}} u, f\right)\right|^{2} d s\right]^{1 / 4}\right\} .
\end{align*}
$$

It should be remarked that (4.7) does not contain $W_{+}$or $W_{+}^{*}$. Moreover, the fact that $f(x)$ is smooth does not appear explicitly in this
inequality [the integrals involved are finite if only $f \in \mathrm{H}$, see (4.5)]. This suggests that (4.7) is true for any $f \in \mathrm{H}$ and any $u \in \mathrm{H} \cap \mathrm{L}^{\infty}$. We shall prove this by going to the limit ${ }^{1}$ from smooth $f$ and $u$.

First let $f(x)$ be smooth and rapidly decreasing and assume $u \in H \cap L^{\infty}$. There exists a sequence $\left\{u_{n}\right\}$ of smooth, rapidly decreasing functions such that $\left\|u_{n}-u\right\| \rightarrow 0$ and $\left\|u_{n}\right\|_{\infty} \rightarrow\|u\|_{\infty}$. Since (4.7) is true for $u$ replaced by $u_{n}$, we obtain (4.7) for $u$ itself by going to the limit $n \rightarrow \infty$, making use of the inequality

$$
\begin{align*}
& \left|\left[\int_{t}^{\infty}\left|\left(e^{-i s H_{1}} u_{n}, f\right)\right|^{2} d s\right]^{1 / 2}-\left[\int_{t}^{\infty}\left|\left(e^{-i s H_{1}} u, f\right)\right|^{2} d s\right]^{1 / 2}\right| \leqq  \tag{4.8}\\
& \quad \leqq\left[\int_{t}^{\infty}\left|\left(e^{-i s H_{1}}\left(u_{n}-u\right), f\right)\right|^{2} d s\right]^{1 / 2} \leqq(2 \pi)^{1 / 2}\left\|u_{n}-u\right\|\|f\|_{\infty} \rightarrow 0 .
\end{align*}
$$

The first inequality in (4.8) is the triangle inequality in $L^{2}(t, \infty)$ and the second is the same as (4.5) with the roles of $u$ and $f$ exchanged.

Consider now the general case $f \in \mathbf{H},\|f\|=1$, and $u \in \mathbf{H} \cap \mathbf{L}^{\infty}$. Let $t_{n}$ be a sequence of smooth and rapidly decreasing functions such that $\left\|f_{n}\right\|=1$ and $\left\|f_{n}-f\right\| \rightarrow 0$. If we define $H_{2 n}=H_{1}+c\left(, f_{n}\right) f_{n}$, (4.7) is true when $f$ is replaced by $f_{n}$ and $W(t)$ by $W_{n}(t)=e^{i t H_{2 n}} e^{-i t H_{1}}$. Then (4.7) follows on letting $n \rightarrow \infty$; here we make use of the following facts. Since $\left\|H_{2 n}-H_{1}\right\| \leqq 2|c|\left\|f_{n}-f\right\| \rightarrow 0,\left\|W_{n}(t)-W(t)\right\|=\left\|e^{i t H_{2 n}}-e^{i t H_{2}}\right\| \rightarrow 0$ by Theorem IX-2.1. Again, the integrals on the right of (4.7) with $f$ replaced by $f_{n}$ converge to the ones with $f$ as $n \rightarrow \infty$; the proof is similar to (4.8), with the roles of $u$ and $f$ exchanged.

Since the integrals on the right of (4.7) exist, (4.7) implies that $\lim _{t \rightarrow \infty} W(t) u$ exists for any $u \in \mathrm{H} \cap \mathrm{L}^{\infty}$. From this we conclude as above that $\underset{t \rightarrow \infty}{\mathrm{~s}-\lim _{\infty} W} W(t)=W_{+}\left(H_{2}, H_{1}\right)$ exists. Since the situation for $t \rightarrow-\infty$ is the same, we have proved

Theorem 4.1. Let $\mathrm{H}=\mathrm{L}^{2}(-\infty, \infty)$ and let $H_{1}$ be the multiplication operator $H_{1} u(x)=x u(x)$. Then $H_{1}$ is spectrally absolutely continuous, and the wave operators $W_{ \pm}\left(H_{2}, H_{1}\right)$ exist for any selfadjoint operator $H_{2}$ obtained from $H_{1}$ by a perturbation of rank one: $H_{2}=H_{1}+c(, f) f, f \in \mathrm{H}$.

Remark 4.2. For future use we shall give here a formal generalization of Theorem 4.1. Suppose that $H_{1}$ is a selfadjoint operator in an abstract Hilbert space H , and that $H_{1, \mathrm{ac}}$ is unitarily equivalent to the $H_{1}$ of Theorem 4.1. Then we maintain that $W_{ \pm}\left(H_{2}, H_{1}\right)$ exist for any $H_{2}$ $=H_{1}+c(, f) f, t \in \mathrm{H}$.

This can be proved by the same arguments as in the proof of Theorem 4.1. First we note that $H_{1, \text { ac }}$ may be identified with $L^{2}(-\infty, \infty)$ and $H_{1, \text { ac }}$ with the $H_{1}$ of Theorem 4.1. Then we set $f=g+h, g=P_{1} f$,

[^245]$h=\left(1-P_{1}\right) f . g$ belongs to $\mathrm{H}_{1, \mathrm{ac}}=\mathrm{L}^{2}$ so that it is represented by a function $g(x)$. We first consider the case in which $g(x)$ is a smooth and rapidly decreasing function. Then the existence of $W_{ \pm}$can be proved in the same way as above. The only change required is to restrict $u$ to elements of $\mathrm{H}_{1, \text { ac }}$ [so that $u=u(x) \in \mathrm{L}^{2}$ ]; then $u=P_{1} u$ and $\left(e^{-i t H_{1}} u, f\right)$ $=\left(e^{-i t H_{1}} u, P_{1} f\right)=\left(e^{-i t H_{1}} u, g\right)$ can be expressed by the integral in (4.3) with $f$ replaced by $g$. Also the estimate (4.4) is true with $f$ replaced by $g$ ( $W_{+}^{*} f$ should not be changed, but it belongs to $\mathrm{H}_{1, \text { ac }}$ and so is represented by a function of $L^{2}$ ). Hence (4.6) and (4.7) remain true with $f$ replaced by $g$.

Then the extension of (4.7) from smooth $u(x)$ to any $u(x) \in \mathrm{L}^{2} \cap \mathrm{~L}^{\infty}$ can be done in the same way as above (always with $f$ replaced by $g$ ). The further extension to an arbitrary $f$ can also be achieved in the same way; here we define $f_{n}=g_{n}+h$ where $g_{n}=g_{n}(x) \in \mathrm{H}_{1, \text { ac }}$ are smooth functions such that $\left\|g_{n}\right\|=\|g\|$ and $\left\|g_{n}-g\right\| \rightarrow 0$ (so that $\left\|f_{n}\right\|=1$, $\left\|f_{n}-f\right\| \rightarrow 0$ ), and the proof proceeds without modification.

It follows that $\lim W(t) u$ exists for any $u \in \mathrm{~L}^{2} \cap \mathrm{~L}^{\infty}$. Since such $u$ form a dense set in $\mathrm{L}^{2}=\mathrm{H}_{1, \mathrm{ac}}$, the existence of $\mathrm{s}-\lim W(t)$ has been proved.

## 2. Perturbations of rank one (general case)

In Theorem 4.1 proved above, the unperturbed operator $H_{1}$ was a very special one: multiplication by $x$ in $\mathrm{H}=\mathrm{L}^{2}(-\infty, \infty)$. We shall now remove this restriction.

First we take the case in which $H=L^{2}(S)$, where $S$ is an arbitrary Borel set on the real line $(-\infty, \infty)$, and $H_{1}$ is the maximal multiplication operator $H_{1} u(x)=x u(x)$ with $\mathrm{D}\left(H_{1}\right)$ consisting of all $u(x) \in \mathrm{H}$ such that $x u(x) \in \mathrm{H} ; H_{1}$ is spectrally absolutely continuous as before. We shall show that the wave operators $W_{ \pm}\left(H_{2}, H_{1}\right)$ exist for any $H_{2}=H_{1}+c(, f) f$ obtained from $H_{1}$ by a perturbation of rank one.

H can be regarded as a subspace of a larger Hilbert space $\mathrm{H}^{\prime}=$ $=\mathrm{L}^{2}(-\infty, \infty)$, consisting of all $u \in \mathrm{H}^{\prime}$ such that $u(x)=0$ for $x \notin \mathrm{~S}$. Let $H_{1}^{\prime}$ be the maximal multiplication operator by $x$ in $\mathrm{H}^{\prime}$. Then the subspace H of $\mathrm{H}^{\prime}$ reduces $H_{1}^{\prime}$, and the part of $H_{1}^{\prime}$ in H is identical with $H_{1}$. Let $H_{2}^{\prime}=H_{1}^{\prime}+c(, f) f$, where $f$ is regarded as an element of $\mathrm{H}^{\prime}$ by setting $f(x)=0$ for $x \notin \mathrm{~S}$. Then $H_{2}^{\prime}$ is also reduced by H and its part in H is $H_{2}$. Thus $e^{-i t H_{1^{\prime}}}$ and $e^{-i t H_{\mathbf{z}^{\prime}}}$ are also reduced by H and their parts in H are $e^{-i t H_{1}}$ and $e^{-\boldsymbol{i} t H_{2}}$, respectively.

But we know from Theorem 4.1 that $W^{\prime}(t)=e^{i t H_{\mathbf{z}}{ }^{\prime}} e^{-i t H_{1}{ }^{\prime}}$ has strong limits as $t \rightarrow \pm \infty$. Since $W^{\prime}(t)$ is also reduced by H and its part in H is $W(t)=e^{i t H_{2}} e^{-i t H_{1}}$, it follows that $W_{ \pm}=\underset{t \rightarrow \pm \infty}{ } \lim _{t \rightarrow \infty} W(t)$ exist.

Again we can extend the result obtained to the more general case in which $H_{1}$ need not be absolutely continuous, in the manner described
in Remark 4.2. Suppose that $H_{1, \text { ac }}$ is unitarily equivalent to the $H_{1}$ considered above: multiplication by $x$ in $\mathrm{L}^{2}(\mathrm{~S})$. We assert that, for any $H_{2}=H_{1}+c(, f) f, f \in \mathbf{H}$, the generalized wave operators $W_{ \pm}\left(H_{2}, H_{1}\right)$ exist. For the proof it suffices to proceed in the same way as in Remark 4.2. We may identify $\mathrm{H}_{1, \mathrm{ac}}$ with $\mathrm{L}^{2}(\mathrm{~S})$ and $H_{1, a c}$ with the multiplication operator by $x$, and regard $H_{1, a c}=L^{2}(\mathrm{~S})$ as a subspace of a larger Hilbert space $H_{0}^{\prime}=L^{2}(-\infty, \infty)$ and, accordingly, H as a subspace of $\mathrm{H}^{\prime}=\mathrm{H}_{0}^{\prime} \oplus$ $\oplus \mathrm{H}_{1, \mathrm{~s}}$. ( $\mathrm{H}_{1, \mathrm{~s}}$ is the subspace of singularity for $H_{1}$.) Then $H_{1}$ may be regarded as the part in H of the operator $H_{1}^{\prime}=H_{1, \text { ac }}^{\prime} \oplus H_{1, \mathrm{~s}}$ where $H_{1, \mathrm{ac}}^{\prime}$ is multiplication by $x$ in $\mathrm{H}_{0}^{\prime}=\mathrm{L}^{2}(-\infty, \infty)$. We set $H_{2}^{\prime}=H_{1}^{\prime}+c(, f) f$, where $f$ is regarded as an element of $\mathbf{H}^{\prime}$ by setting $f=g+h, g \in \mathrm{H}_{0}^{\prime}$, $h \in \mathrm{H}_{1, \mathrm{~s}}$, where $g(x)=0$ for $x \notin \mathrm{~S}$ [originally $g(x)$ was defined for $x \in \mathrm{~S}$ ]. In this way the same argument as given above applies, using Remark 4.2 in place of Theorem 4.1.

Now we shall consider the perturbation of rank one without any assumption on $H_{1}$. Let $H_{1}$ be an arbitrary selfadjoint operator in a Hilbert space H and set $H_{2}=H_{1}+c(, f) f$, where $f \in \mathrm{H}$ with $\|f\|=1$ and $c$ is real. Let $\mathrm{H}_{0}$ be the smallest subspace containing $f$ which reduces $H_{1}$, and let $P_{0}$ be the projection on $\mathrm{H}_{0} . \mathrm{H}_{0}$ may be characterized as the closed span of the set of vectors $\left\{E_{1}(\lambda) f\right\}$ for all real $\lambda . H_{2}$ is also reduced by $\mathrm{H}_{0}$, for $P_{0} u \in \mathrm{D}\left(H_{1}\right)=\mathrm{D}\left(H_{2}\right)$ if $u \in \mathrm{D}\left(H_{2}\right)=\mathrm{D}\left(H_{1}\right)$ and $H_{2} P_{0} u$ $=H_{1} P_{0} u+c\left(P_{0} u, f\right) f \in \mathrm{H}_{0}$.

Let $\mathrm{H}_{0}^{\perp}$ be the orthogonal complement of $\mathrm{H}_{0}$ in $\mathrm{H} . \mathrm{H}_{0}^{\perp}$ reduces both $H_{1}$ and $H_{2}$ and $H_{1} u=H_{2} u$ for $u \in \mathrm{H}_{0}^{\perp}$. Hence $W(t) u=e^{i t H_{2}}$. $\cdot e^{-i t H_{1}} u=u$ for $u_{0} \in \mathrm{H}_{0}^{\perp}$. Since $u \in \mathrm{H}_{0}^{\perp}$ implies $P_{1} u \in \mathrm{H}_{0}^{\perp}$ by Theorem 1.6, $W(t) P_{1} u=P_{1} u$ and so s-lim $W(t) P_{1} u=P_{1} u$ for $u \in \mathrm{H}_{0}^{\perp}$. In order to prove the existence of $W_{ \pm}\left(H_{2}, H_{1}\right)=\mathrm{s}-\lim W(t) P_{1}$, it is therefore sufficient to prove the existence of $\mathrm{s}-\lim W(t) P_{1} u$ for $u \in \mathrm{H}_{0}$. Since $P_{1}$, $H_{1}$ and $H_{2}$ are all reduced by $\mathrm{H}_{0}$ and since $\mathrm{H}_{k, \text { ac }} \cap \mathrm{H}_{0}, k=1,2$, is exactly the subspace of absolute continuity for the part of $H_{k}$ in $\mathrm{H}_{0}$ by Theorem 1.6, we may assume from the outset that $\mathrm{H}_{0}=\mathrm{H}$ (this amounts simply to changing the notation).

Thus we assume that the smallest subspace containing $f$ which reduces $H_{1}$ is the whole space ${ }^{1} \mathrm{H}$. Let

$$
\begin{equation*}
f=g+h, \quad g=P_{1} f, \quad h=\left(1-P_{1}\right) f . \tag{4.9}
\end{equation*}
$$

Since the subspace spanned by the set $\{E(\lambda) f\}$ is $\mathrm{H}_{0}=\mathrm{H}$, the two subspaces spanned by the sets $\{E(\lambda) g\}$ and $\{E(\lambda) h\}$ together span the whole space H . But these two subspaces consist respectively of absolutely continuous vectors and singular vectors with respect to $H_{1}$. Hence they must coincide with the subspaces of absolute continuity and of singularity

[^246]for $H_{1}$. In other words, $\mathrm{H}_{1, \mathrm{ac}}$ is spanned by the set $\{E(\lambda) g\}$ and $\mathrm{H}_{1, \mathrm{~s}}$ is spanned by $\{E(\lambda) h\}$. Thus $\mathrm{H}_{1, \text { ac }}$ is the closure of the set of all vectors of the form $\phi\left(H_{1}\right) g=\int_{-\infty}^{\infty} \phi(\lambda) d E(\lambda) g$, where $\phi(\lambda)$ is any bounded (Borel measurable) function [or one may restrict $\phi(\lambda)$ to smoother functions].

Now we have

$$
\begin{equation*}
\left(\phi_{1}\left(H_{1}\right) g, \phi_{2}\left(H_{1}\right) g\right)=\int_{-\infty}^{\infty} \phi_{1}(\lambda) \overline{\phi_{2}(\lambda)} d\left(E_{1}(\lambda) g, g\right)=\int_{\mathrm{S}} \psi_{1}(\lambda) \psi_{2}(\lambda) d \lambda, \tag{4.10}
\end{equation*}
$$

where

$$
\begin{equation*}
\psi_{k}(\lambda)=\phi_{k}(\lambda) \varrho(\lambda)^{1 / 2}, \quad k=1,2, \quad \varrho(\lambda)=d\left(E_{1}(\lambda) g, g\right) / d \lambda, \tag{4.11}
\end{equation*}
$$

and S is the set of all $\lambda$ such that $d\left(E_{1}(\lambda) g, g\right) / d \lambda$ exists and is positive; note that this derivative exists almost everywhere because $g \in \mathrm{H}_{1, \mathrm{ac}}$. S is a Borel set.

If $\phi(\lambda)$ varies over all bounded functions, $\psi(\lambda)=\phi(\lambda) \varrho(\lambda)^{1 / 2}$ varies over a dense subset of $L^{2}(S)$. Hence we may identify $H_{1, a c}$ with $\mathrm{L}^{2}(\mathrm{~S})$ by the correspondence $\phi\left(H_{1}\right) g \rightarrow \psi$. In this realization of $\mathrm{H}_{1, \mathrm{ac}}$, the operator $H_{1}$ is represented by multiplication by $\lambda^{1}$. Therefore, the absolutely continuous part $H_{1, \text { ac }}$ of $H_{1}$ is of the type considered above, and the existence of the generalized wave operators follows. This proves the following theorem (note Theorem 3.5).

Theorem 4.3. ${ }^{2}$ Let $H_{1}, H_{2}$ be selfadjoint operators in a Hilbert space H such that $H_{2}=H_{1}+c(, f) t, f \in \mathrm{H}, c$ real. Then the generalized wave operators $W_{ \pm}\left(H_{2}, H_{1}\right)$ and $W_{ \pm}\left(H_{1}, H_{2}\right)$ exist and are complete. In particular, the absolutely continuous parts $H_{1, \mathrm{ac}}, H_{2, \mathrm{ac}}$ of these two operators are unitarily equivalent.

## 3. Perturbations of the trace class

Theorem 4.3 can further be generalized to
Theorem 4.4. ${ }^{3}$ Let $H_{1}, H_{2}$ be selfadjoint operators in a Hilbert space H such that $H_{2}=H_{1}+A$ where $A$ belongs to the trace class $\mathscr{B}_{1}(\mathrm{H})$. Then the generalized wave operators $W_{ \pm}\left(H_{2}, H_{1}\right)$ and $W_{ \pm}\left(H_{1}, H_{2}\right)$ exist and are complete ${ }^{4}$. The absolutely continuous parts of $H_{1}, H_{2}$ are unitarily equivalent.

[^247]Proof. Let the expansion of $A$ [see V-(2.20)] be given by

$$
\begin{equation*}
A=\sum_{k=1}^{\infty} c_{k}\left(, f_{k}\right) t_{k}, \tag{4.12}
\end{equation*}
$$

where the $t_{k}$ form an orthonormal family of eigenvectors and the $c_{k}$ (real) are the associated (repeated) eigenvalues. $A \in \mathscr{B}_{1}(\mathrm{H})$ implies that

$$
\begin{equation*}
\sum_{k=1}^{\infty}\left|c_{k}\right|=\|A\|_{1}<\infty \tag{4.13}
\end{equation*}
$$

(see Problem 1.14).
Let $A_{n}$ be the partial sum of the first $n$ terms of the series in (4.12), and set $H^{(n)}=H_{1}+A_{n}$ with the convention that $H^{(0)}=H_{1}$. Then each $H^{(n)}-H^{(n-1)}$ is of rank one and $W_{ \pm}\left(H^{(n)}, H^{(n-1)}\right)$ exist by Theorem 4.3. By successive application of the chain rule (Theorem 3.4), it then follows that $W_{n \pm}=W_{ \pm}\left(H^{(n)}, H_{1}\right)$ exist for $n=1,2, \ldots$

We see from Lemma 3.8 that for each $u \in \mathrm{H}_{1, \mathrm{ac}}$, with $W_{n}(t)$ $=e^{i t H^{(n)}} e^{-i t H_{1}}$,

$$
\begin{equation*}
\left\|W_{n+} u-W_{n}(t) u\right\|^{2}=-2 \operatorname{Im} \int_{t}^{\infty}\left(e^{i s H_{1}} W_{n+}^{*} A_{n} e^{-i s H_{1}} u, u\right) d s \tag{4.14}
\end{equation*}
$$

Let us estimate the right member of (4.14). Since

$$
\begin{equation*}
\left(e^{i s H_{1}} W_{n_{+}^{*}}^{*} A_{n} e^{-i s H_{1}} u, u\right)=\sum_{k=1}^{n} c_{k}\left(e^{-i s H_{1}} u, f_{k}\right)\left(e^{i s H_{1}} W_{n_{+}}^{*} f_{k}, u\right), \tag{4.15}
\end{equation*}
$$

we have by the Schwarz inequality

$$
\begin{align*}
\left\|W_{n+} u-W_{n}(t) u\right\|^{2} & \leqq 2\left[\sum_{k=1}^{\infty}\left|c_{k}\right| \int_{t}^{\infty}\left|\left(e^{-i s H_{1}} u, f_{k}\right)\right|^{2} d s\right]^{1 / 2}  \tag{4.16}\\
\cdot & {\left[\sum_{k=1}^{\infty}\left|c_{k}\right| \int_{t}^{\infty}\left|\left(e^{i s H_{1}} g_{k n}, u\right)\right|^{2} d s\right]^{1 / 2} }
\end{align*}
$$

where $g_{k n}=W_{n_{+}}^{*} f_{k},\left\|g_{k n}\right\| \leqq 1$.
The right member of (4.16) is finite, not necessarily for all $u \in P_{1} \mathrm{H}$ but for some restricted $u$. This is due to the following lemma, the proof of which will be given later.

Lemma 4.5. Let $H=\int_{-\infty}^{\infty} \lambda d E(\lambda)$ be a selfadjoint operator in $H$. Let $u \in \mathrm{H}$ be absolutely continuous with respect to $H$ and let

$$
\begin{equation*}
\|u\|^{2}=\operatorname{ess}-\sup _{\lambda} d(E(\lambda) u, u) / d \lambda . \tag{4.17}
\end{equation*}
$$

Then we have ${ }^{1}$ for any $f \in \mathrm{H}$

$$
\begin{equation*}
\int_{-\infty}^{\infty}\left|\left(e^{-i t H} u, f\right)\right|^{2} d t \leqq 2 \pi\|u\|^{2}\|f\|^{2} \tag{4.18}
\end{equation*}
$$

[^248]It follows from this lemma that the first factor (except 2) on the right of (4.16) does not exceed $\sqrt{2 \pi}\|u\|\left\|\left(\Sigma\left|c_{k}\right|\right)^{1 / 2}=\right\| u\left\|\|\left(2 \pi\|A\|_{1}\right)^{1 / 2}\right.$ since $\left\|f_{k}\right\|=1$. The same is true of the second factor. We use this estimate only for the second factor, obtaining

$$
\begin{equation*}
\left\|W_{n+} u-W_{n}(t) u\right\| \leqq\|u\|^{1 / 2}\left(8 \pi\|A\|_{1}\right)^{1 / 4} \eta(t ; u)^{1 / 4} \tag{4.19}
\end{equation*}
$$

where

$$
\begin{equation*}
\eta(t ; u)=\sum_{k=1}^{\infty}\left|c_{k}\right| \int_{i}^{\infty}\left|\left(e^{-i s H_{1}} u, t_{k}\right)\right|^{2} d s \leqq 2 \pi\|u\|^{2}\|A\|_{1} . \tag{4.20}
\end{equation*}
$$

From (4.19) we further obtain

$$
\begin{equation*}
\left\|W_{n}\left(t^{\prime \prime}\right) u-W_{n}\left(t^{\prime}\right) u\right\| \leqq\|u\|^{1 / 2}\left(8 \pi\|A\|_{1}\right)^{1 / 4}\left[\eta\left(t^{\prime} ; u\right)^{1 / 4}+\eta\left(t^{\prime \prime} ; u\right)^{1 / 4}\right], \tag{4.21}
\end{equation*}
$$ which is valid for any $u \in \mathrm{H}_{1, \mathrm{ac}}$.

We can now go to the limit $n \rightarrow \infty$ in (4.21). Since $H_{2}=H^{(n)}+$ $+A-A_{n}$ and $\left\|A-A_{n}\right\| \rightarrow 0$, we have $e^{i t \boldsymbol{H}^{(n)}} \rightarrow e^{i t H_{2}}$ in norm (see Theorem IX-2.1) and so $W_{n}(t) \rightarrow W(t)$ in norm, for any fixed $t$. Thus (4.21) gives

$$
\begin{equation*}
\left\|W\left(t^{\prime \prime}\right) u-W\left(t^{\prime}\right) u\right\| \leqq\|u\| \|^{1 / 2}\left(8 \pi\|A\|_{1}\right)^{1 / 4}\left[\eta\left(t^{\prime} ; u\right)^{1 / 4}+\eta\left(t^{\prime \prime} ; u\right)^{1 / 4}\right], \tag{4.22}
\end{equation*}
$$

which shows clearly that $\lim _{t \rightarrow \infty} W(t) u$ exists if $\|u\|<\infty$, for then $\eta(t ; u) \rightarrow 0$ as is seen from (4.20).

The set of all $u \in \mathrm{H}_{1, \mathrm{ac}}$ such that $\|u\|<\infty$ is dense in $\mathrm{H}_{1, \mathrm{ac}}$. In fact, let $v \in \mathrm{H}_{1, \mathrm{ac}}$; we have to show that there are $u_{n} \in \mathrm{H}_{1, \mathrm{ac}}$ such that $\left\|u_{n}\right\|<\infty$ and $u_{n} \rightarrow v .\left(E_{1}(\lambda) v, v\right)$ is absolutely continuous and $\varrho(\lambda)=d\left(E_{1}(\lambda) v\right.$, $v) / d \lambda$ exists almost everywhere and is nonnegative. Let $S_{n}$ be the set of values $\lambda$ for which $\varrho(\lambda)>n$; then $\left\{\mathrm{S}_{n}\right\}$ is a nonincreasing sequence with $\left|\lim \mathrm{S}_{n}\right|=0$. Set $u_{n}=\left(1-E_{1}\left(\mathrm{~S}_{n}\right)\right) v$. Then $\left(E_{1}(\lambda) u_{n}, u_{n}\right)=\left(\left(1-E_{1}\left(\mathrm{~S}_{n}\right)\right)\right.$. $\left.\cdot \dot{E_{1}}(\lambda) v, v\right)=\int_{-\infty}^{\lambda}\left(1-\chi_{n}\left(\lambda^{\prime}\right)\right) d\left(E_{1}\left(\lambda^{\prime}\right) v, v\right)=\int_{-\infty}^{\lambda}\left(1-\chi_{n}\left(\lambda^{\prime}\right)\right) \varrho\left(\lambda^{\prime}\right) d \lambda^{\prime}$, where $\chi_{n}\left(\lambda^{\prime}\right)=1$ for $\lambda^{\prime} \in \mathrm{S}_{n}$ and $=0$ for $\lambda^{\prime} \notin \mathrm{S}_{n}$. Hence $d\left(E_{1}(\lambda) u_{n}, u_{n}\right) / d \lambda$ $=\left(1-\chi_{n}(\lambda)\right) \varrho(\lambda) \leqq n$ almost everywhere and $\left\|u_{n}\right\|^{2} \leqq n$. Since $E_{1}\left(\mathrm{~S}_{n}\right) v \rightarrow 0$ by the absolute continuity of $v$, it follows that $u_{n} \rightarrow v$.

Since $W(t)$ is uniformly bounded, it follows that $\lim W(t) u$ exists for every $u \in \mathrm{H}_{1, \mathrm{ac}}=P_{1} \mathrm{H}$. In other words, $\underset{t \rightarrow \infty}{\mathrm{~s}-\lim _{\rightarrow \infty}} W(t) P_{1}=W_{+}$exists. Since the same is true of $\underset{t \rightarrow-\infty}{ }$ - $\lim _{t \rightarrow-\infty} W(t) P_{1}$ and since $H_{1}=H_{2}-A$ with $-A \in \mathscr{B}_{1}(\mathrm{H})$, the proof of Theorem 4.4 is complete.

Incidentally we note that, on letting $t^{\prime \prime} \rightarrow \infty$ in (4.22) and writing $t$ for $t^{\prime}$, we get

$$
\begin{equation*}
\left\|W_{+} u-W(t) u\right\| \leqq\|u\|\left\|^{1 / 2}\left(8 \pi\|A\|_{1}\right)^{1 / 4} \eta(t ; u)^{1 / 4} \leqq\right\| u\| \|\left(4 \pi\|A\|_{1}\right)^{1 / 2} . \tag{4.23}
\end{equation*}
$$

Proof of Lemma 4.5. Denote by $P$ the projection on the space $\mathrm{H}_{\mathrm{ac}}$ of absolute continuity with respect to $H$. Since $u=P u,(E(\lambda) u, f)$ is
absolutely continuous and its derivative is majorized by $\left[\frac{d}{d \lambda}(E(\lambda) u, u)\right.$. $\left.\cdot \frac{d}{d \lambda}\left(E(\lambda) f_{0}, f_{0}\right)\right]^{1 / 2} \leqq\|u\| \|\left[\frac{d}{d \lambda}\left(E(\lambda) f_{0}, t_{0}\right)\right]^{1 / 2}$ where $f_{0}=P f$ (see Theorem 1.7). Hence $\frac{d}{d \lambda}(E(\lambda) u, f)$ belongs to $L^{2}(-\infty, \infty)$ with $L^{2}$-norm not exceeding $\|u\|\left\|\left[\int d\left(E(\lambda) f_{0}, f_{0}\right)\right]^{1 / 2}=\right\| u\left\|\left\|f_{0}\right\| \leqq\right\| u\left\|\|f\|\right.$. But ( $e^{-i t H} u, f$ ) $=\int_{-\infty}^{\infty} e^{-i t \lambda} d(E(\lambda) u, f)$ is just the Fourier transform of $\frac{d}{d \lambda}(E(\lambda) u, f)$.
Hence Lemma 4.5 follows from the Parseval theorem.

## 4. Wave operators for functions of operators

We shall now show that not only the (generalized) wave operators $W_{ \pm}=W_{ \pm}\left(H_{2}, H_{1}\right)$ but also the wave operators $W_{ \pm}\left(\phi\left(H_{2}\right), \phi\left(H_{1}\right)\right)$ exist for certain functions $\phi(\lambda)$ provided $H_{2}-H_{1}$ belongs to the trace class $\mathscr{B}_{1}(\mathrm{H})$. This will extend the applicability of Theorem 4.4 to a great extent. Moreover, we have the remarkable result that $W_{ \pm}\left(\phi\left(H_{2}\right), \phi\left(H_{1}\right)\right)$ do not depend on $\phi$ for a wide class of functions $\phi$. This result will be called the invariance of the wave operators.

First we prove
Lemma 4.6. Let $\phi(\lambda)$ be a real-valued function on $(-\infty, \infty)$ with the following properties: the whole interval $(-\infty, \infty)$ can be divided into a finite number of subintervals in such a way that in each open subinterval, $\phi(\lambda)$ is differentiable with $\phi^{\prime}(\lambda)$ continuous, locally of bounded variation, and positive. Then, for every $w(\lambda) \in L^{2}(-\infty, \infty)$ we have

$$
\begin{array}{r}
2 \pi\|w\|^{2} \geqq \int_{0}^{\infty} d t \mid \text { 1.i.m. }\left.\int_{-\infty}^{\infty} e^{-i t \lambda-i s \phi(\lambda)} w(\lambda) d \lambda\right|^{2} \rightarrow 0  \tag{4.24}\\
\text { as } s \rightarrow+\infty .
\end{array}
$$

Proof. Let $H$ be the selfadjoint operator $H w(\lambda)=\lambda w(\lambda)$ acting in $\mathrm{H}=\mathrm{L}^{2}(-\infty, \infty)$, and let $U$ be the unitary operator given by the Fourier transformation. Then the inner integral of (4.24) represents the function $(2 \pi)^{1 / 2}\left(U e^{-i s \phi(H)} w\right)(t)$, and the middle member of (4.24) is equal to $2 \pi\left\|E U e^{-i s \phi(H)} w\right\|^{2} \leqq 2 \pi\|w\|^{2}$ where $E$ is the projection of H onto the subspace consisting of all $f(t)$ such that $f(t)=0$ for $t<0$. Hence (4.24) is equivalent to $s$ - $\lim _{s \rightarrow+\infty} E U e^{-i s \phi(H)}=0$. Since $E U e^{-i s \phi(H)}$ is uniformly bounded with norm $\leqq 1$, it suffices to prove (4.24) for all $w$ belonging to a fundamental subset of $\mathbf{H}$. Thus we may restrict ourselves to considering only characteristic functions $w(\lambda)$ of finite intervals $[a, b]: w(\lambda)=1$ for $\lambda \in[a, b]$ and $=0$ otherwise. Furthermore, we may assume that $[a, b]$ is contained in an open interval in which $\phi(\lambda)$ is continuously differentiable with the properties stated in the lemma.

We have then

$$
\begin{align*}
v(t, s) & \equiv \int_{-\infty}^{\infty} e^{-i t \lambda-i s \phi(\lambda)} w(\lambda) d \lambda=\int_{a}^{b} e^{-i t \lambda-i s \phi(\lambda)} d \lambda  \tag{4.25}\\
& =i \int_{a}^{b}\left(t+s \phi^{\prime}(\lambda)\right)^{-1} \frac{d}{d \lambda} e^{-i t \lambda-i s \phi(\lambda)} d \lambda .
\end{align*}
$$

If $t, s>0, \psi(\lambda)=\left(t+s \phi^{\prime}(\lambda)\right)^{-1}$ is positive and of bounded variation. An elementary computation shows that the total variation of $\psi(\lambda)$ on [ $a, b]$ satisfies

$$
\int_{a}^{b}|d \psi(\lambda)| \leqq M s /(t+c s)^{2} \leqq M / c(t+c s),
$$

where $c>0$ is the minimum of $\phi^{\prime}(\lambda)$ and $M$ is the total variation of $\phi^{\prime}(\lambda)$, both on $[a, b]$. Integrating (4.25) by parts, we thus obtain

$$
\begin{aligned}
v(t, s) & =i\left[\psi(\lambda) e^{-i t \lambda-i s \phi(\lambda)}\right]_{a}^{b}-i \int e^{-i t \lambda-i s \phi(\lambda)} d \psi(\lambda), \\
|v(t, s)| & \leqq \psi(a)+\psi(b)+\int_{a}^{b}|d \psi(\lambda)| \leqq(2 c+M) / c(t+c s) .
\end{aligned}
$$

Hence the middle member of (4.24) is

$$
\int_{0}^{\infty}|v(t, s)|^{2} d t \leqq(2 c+M)^{2} / c^{3} s \rightarrow 0, \quad s \rightarrow+\infty .
$$

We can now prove the invariance of the wave operators in the following form.

Theorem 4.7. ${ }^{1}$ Let $H_{1}, H_{2}$ be selfadjoint operators such that $H_{2}=H_{1}+A$ where $A \in \mathscr{B}_{1}(\mathrm{H})$. If $\phi(\lambda)$ is a function with the properties described in Lemma 4.6, the generalized wave operators $W_{ \pm}\left(\phi\left(H_{2}\right), \phi\left(H_{1}\right)\right)$ exist, are complete, and are independent of $\phi$; in particular they are respectively equal to $W_{ \pm}\left(H_{2}, H_{1}\right)$.

Proof. We start from the estimate (4.23) in which $u$ is replaced by $v=e^{-i s \phi\left(H_{1}\right)} u$. Since $\left(E_{1}(\lambda) v, v\right)=\left(E_{1}(\lambda) u, u\right)$, we have $\|v\|\|=\| u\|\|$ by (4.17). On setting $t=0$, we obtain

$$
\begin{equation*}
\left\|\left(W_{+}-1\right) e^{-i s \phi\left(H_{1}\right)} u\right\| \leqq\|u\|^{1 / 2}\left(8 \pi\|A\|_{1}\right)^{1 / 4} \eta\left(0 ; e^{-i s \phi\left(H_{1}\right)} u\right)^{1 / 4}, \tag{4.26}
\end{equation*}
$$

where

$$
\begin{equation*}
\eta\left(0 ; e^{-i s \phi\left(H_{1}\right)} u\right)=\sum_{k=1}^{\infty}\left|c_{k}\right| \int_{0}^{\infty}\left|\left(e^{-i t H_{1}-i s \phi\left(H_{1}\right)} u, f_{k}\right)\right|^{2} d t \tag{4.27}
\end{equation*}
$$ by (4.20).

[^249]The integrals on the right of (4.27) have the form (4.24), where $w(\lambda)$ is to be replaced by $d\left(E_{1}(\lambda) u, t_{k}\right) / d \lambda$, which belongs to $L^{2}(-\infty, \infty)$ with $L^{2}$-norm $\leqq\|u\|$ as noted at the end of par. 3. According to Lemma 4.6 each term on the right of (4.27) tends to 0 as $s \rightarrow+\infty$. Since the series is uniformly (in $s$ ) majorized by the convergent series $\Sigma\left|c_{k}\right| 2 \pi\|u\|^{2}$ $=2 \pi\|u\|^{2}\|A\|_{1}$, (4.27) itself tends to 0 as $s \rightarrow+\infty$. Thus the left member of (4.26) tends to 0 as $s \rightarrow+\infty$. Since the set of $u$ with $\|u\|<\infty$ is dense in $P_{1} \mathrm{H}$ as remarked in par. 3, it follows that

$$
\begin{equation*}
\left(W_{+}-1\right) e^{-i s \phi\left(H_{1}\right)} P_{1} \rightarrow 0, \quad s \rightarrow+\infty . \tag{4.28}
\end{equation*}
$$

But $W_{+} e^{-i s \phi\left(H_{1}\right)}=e^{-i s \phi\left(H_{2}\right)} W_{+}$by (3.12) [note that $e^{-i s \phi\left(H_{1}\right)}$ $\left.=\int_{-\infty}^{\infty} e^{-i s \phi(\lambda)} d E_{1}(\lambda)\right]$. On multiplying (4.28) from the left by $e^{i s \phi\left(H_{2}\right)}$, we thus obtain

$$
\begin{equation*}
{\mathrm{s}-\lim _{s \rightarrow+\infty} e^{i s \phi\left(H_{2}\right)} e^{-i s \phi\left(H_{1}\right)} P_{1}=W_{+} P_{1}=W_{+} . . . ~ . ~}_{\text {. }} \tag{4.29}
\end{equation*}
$$

This proves the existence of $W_{+}\left(\phi\left(H_{2}\right), \phi\left(H_{1}\right)\right)$ and its identity with $W_{+}=W_{+}\left(H_{2}, H_{1}\right)$, provided we can show that $P_{1}$ is also the projection on the subspace of absolute continuity for $\phi\left(H_{1}\right)$, that is, the latter subspace is identical with $\mathrm{H}_{1, \text { ac }}$.

To see this, let $\left\{F_{1}(\lambda)\right\}$ be the spectral family associated with $\phi\left(H_{1}\right)$. Then ${ }^{1}$

$$
\begin{equation*}
F_{1}(\mathrm{~S})=E_{1}\left(\phi^{-1}(\mathrm{~S})\right) \tag{4.30}
\end{equation*}
$$

for any Borel subset S of the real line, where $\phi^{-1}(\mathrm{~S})$ denotes the inverse image of $S$ under the map $\phi$. If $|S|=0$, we have $\left|\phi^{-1}(\mathrm{~S})\right|=0$ by the properties of $\phi$, so that $F_{1}(\mathrm{~S}) u=0$ if $u \in \mathrm{H}_{1, \mathrm{ac}}$. On the other hand, $F_{1}(\phi(\mathrm{~S}))=E_{1}\left(\phi^{-1}[\phi(\mathrm{~S})]\right) \geqq E_{1}(\mathrm{~S})$. If $|\mathrm{S}|=0$, we have $|\phi(\mathrm{S})|=0$ so that $\left\|E_{1}(\mathrm{~S}) u\right\| \leqq\left\|F_{1}(\phi(\mathrm{~S})) u\right\|=0$ if $u$ is absolutely continuous with respect to $\phi\left(H_{1}\right)$. This proves the required result.

By specializing $\phi$ we get many useful results ${ }^{2}$ from Theorem 4.7. For example,

Theorem 4.8. ${ }^{3}$ Let $H_{1}, H_{2}$ be selfadjoint operators with positive lower bounds (so that their inverses belong to $\mathscr{B}(\mathrm{H})$ ). If $H_{2}^{-\alpha}-H_{1}{ }^{\alpha}$ belongs to the trace class for some $\alpha>0$, then $W_{ \pm}\left(H_{2}, H_{1}\right)$ exist, are equal to $W_{\mp}\left(H_{2}^{-\alpha}\right.$, $H_{1}^{-\alpha}$ ) and are complete.

[^250]Proof. The function $\phi(\lambda)$ defined by $\phi(\lambda)=-\lambda^{-1 / \alpha}$ for $\lambda \geqq \gamma$ and $\phi(\lambda)=\lambda$ for $\lambda<\gamma$ satisfies the conditions of Lemma 4.6 (where $\gamma>0$ is the smaller one of the lower bounds of $H_{1}$ and $H_{2}$ ). Theorem 4.8 follows from Theorem 4.7 applied to $H_{1}, H_{2}$ replaced by $H_{1}^{-\alpha}, H_{2}^{-\alpha}$ respectively, with the above $\phi(\lambda)$; here the values of $\phi(\lambda)$ for $\lambda<\gamma$ are immaterial. Note that $W_{ \pm}\left(H_{2}, H_{1}\right)=W_{\mp}\left(-H_{2},-H_{1}\right)$.

Theorem 4.9. ${ }^{1}$ Let $H_{1}$ be selfadjoint and bounded from below. Let $V$ be symmetric and relatively bounded with respect to $H_{1}$ with $H_{1}$-bound less than 1. Furthermore, let $V=V^{\prime \prime} V^{\prime}$ where $V^{\prime}\left(H_{1}-\gamma\right)^{-1}$ and $V^{\prime \prime *}\left(H_{1}-\gamma\right)^{-1}$ belong to the Schmidt class for some $\gamma$ smaller than the lower bound of $H_{1}$. Then $H_{2}=H_{1}+V$ is selfadjoint and bounded from below, and $W_{ \pm}\left(H_{2}, H_{1}\right)$, $W_{ \pm}\left(H_{1}, H_{2}\right)$ exist and are complete.

Proof. $H_{2}$ is selfadjoint and bounded from below by Theorem V-4.11. Since $W_{ \pm}\left(H_{2}-\gamma, H_{1}-\gamma\right)=W_{ \pm}\left(H_{2}, H_{1}\right)$, we may assume that both $H_{1}, H_{2}$ have positive lower bounds and the assumptions of the theorem are satisfied with $\gamma=0$. [Note that if $V^{\prime}\left(H_{1}-\zeta\right)^{-1} \in \mathscr{B}_{2}(\mathrm{H})$ for $\zeta=\gamma$, then the same is true for any $\zeta \in \mathrm{P}\left(H_{1}\right)$ because $V^{\prime}\left(H_{1}-\zeta\right)^{-1}$ $=V^{\prime}\left(H_{1}-\gamma\right)^{-1}\left(H_{1}-\gamma\right)\left(H_{1}-\zeta\right)^{-1}$ where $\left(H_{1}-\gamma\right)\left(H_{1}-\zeta\right)^{-1} \in \mathscr{B}(\mathrm{H})$.]

Thus the theorem follows from Theorem 4.8 with $\alpha=1$ if we can show that $H_{2}^{-1}-H_{1}^{-1} \in \mathscr{B}_{1}(\mathrm{H})$. Now $H_{2}^{-1}-H_{1}^{-1}=-H_{2}^{-1} V H_{1}^{-1}=$ $=-\left(V^{\prime \prime} * H_{2}^{-1}\right)^{*}\left(V^{\prime} H_{1}^{-1}\right)$ belongs to $\mathscr{B}_{1}(\mathrm{H})$ since $V^{\prime \prime} * H_{2}^{1^{1}}$ and $V^{\prime} H_{1}^{-1}$ belong to $\mathscr{B}_{2}(\mathrm{H})$. For $V^{\prime} H_{1}^{-1}$ this is the assumption. For $V^{\prime \prime *} H_{2}^{-1}$ $=\left(V^{\prime \prime} * H_{1}^{-1}\right)\left(H_{1} H_{2}^{-1}\right)$, it follows from the assumption and the fact that $H_{1} H_{2}^{-1} \in \mathscr{B}(\mathrm{H})$.

Example 4.10. ${ }^{2}$ Let us again consider the operators $H_{1}=-\Delta, H_{2}=-\Delta+$ $+q(x)$ in $H=\mathrm{L}^{2}\left(\mathrm{R}^{3}\right)$, see §3.4. We have shown (Theorem 3.9) that $W_{ \pm}\left(H_{2}, H_{1}\right)$ exist under certain general conditions on $q(x)$, but we have not ascertained whether or not they are complete.

We shall show that $W_{ \pm}\left(H_{2}, H_{1}\right)$ are complete $i f^{3}$

$$
\begin{equation*}
q \in \mathrm{~L}^{1}\left(\mathrm{R}^{3}\right) \cap \mathrm{L}^{2}\left(\mathrm{R}^{3}\right) . \tag{4.31}
\end{equation*}
$$

Since we know that $q \in L^{2}$ implies that $V=q(x)$ is $H_{1}$-bounded with $H_{1}$-bound 0 , it suffices to show that $|V|^{1 / 2}\left(H_{1}+c^{2}\right)^{-1}, c>0$, belongs to the Schmidt class,

[^251]where $|V|^{1 / 2}$ is the multiplication operator by $|q(x)|^{1 / 2}$. (Apply Theorem 4.9 with $V=V^{\prime \prime} V^{\prime}, V^{\prime}=|V|^{1 / 2}, V^{\prime \prime}=U|V|^{1 / 2}$, where $U$ is the multiplication operator by $\operatorname{sign} q(x)$ and is bounded.)
$\left(H_{1}+c^{2}\right)^{-1}$ is an integral operator with kernel $e^{-c|y-x|} / 4 \pi|y-x|$ [see IX-(1.67)]. Hence $|V|^{1 / 2}\left(H_{1}+c^{2}\right)^{-1}$ is an integral operator with kernel $|q(y)|^{1 / 2} e^{-c|y-x|}|4 \pi| y-x \mid$. This kernel is of Schmidt type since
$$
\iint_{\mathbf{R}^{2} \times \mathrm{R}^{2}} \frac{|q(y)| e^{-2 e|y-x|}}{|y-x|^{2}} d x d y \leqq \int_{\mathbf{R}^{2}}|q(y)| d y \int_{\mathbf{R}^{3}} \frac{e^{-2 e|x|}}{|x|^{2}} d x<\infty
$$
if $q \in L^{1}$. The same is true for $U|V|^{1 / 2}\left(H_{1}+c^{2}\right)^{-1}$.
It follows, in particular, that $H_{2, ~ a}$ is unitarily equivalent to $H_{1}$ ( $H_{1}$ is itself absolutely continuous). In general $H_{2}$ will have a singular part $H_{2, s}$, including a discontinuous part. It is not known whether or not $H_{2}$ can have a continuous singular part ${ }^{1}$.

## 5. Strengthening of the existence theorems

The assumption that $H_{2}-H_{1}$ be in the trace class, made in Theorems 4.4 and 4.7, will now be weakened. First we prove

Lemma 4.11. Let $R_{k}(\zeta)=\left(H_{k}-\zeta\right)^{-1}$ be the resolvent of $H_{k}, k=1,2$. If $R_{2}(\zeta)-R_{1}(\zeta) \in \mathscr{B}_{1}(\mathrm{H})$ for some nonreal $\zeta$, then it is true for every nonreal $\zeta$.

Proof. Suppose $R_{2}\left(\zeta_{0}\right)-R_{1}\left(\zeta_{0}\right) \in \mathscr{B}_{1}(\mathrm{H})$. From the Neumann series for the $R_{k}(\zeta)$ given by I-(5.6), we have

$$
R_{2}(\zeta)-R_{1}(\zeta)=\sum_{n=0}^{\infty}\left(\zeta-\zeta_{0}\right)^{n}\left[R_{2}\left(\zeta_{0}\right)^{n+1}-R_{1}\left(\zeta_{0}\right)^{n+1}\right]
$$

for $\left|\zeta-\zeta_{0}\right|<\left|\operatorname{Im} \zeta_{0}\right|\left[\right.$ note that $\left.\left\|R_{k}\left(\zeta_{0}\right)\right\| \leqq\left|\operatorname{Im} \zeta_{0}\right|^{-1}\right]$. But

$$
\begin{gathered}
\left\|R_{2}\left(\zeta_{0}\right)^{n+1}-R_{1}\left(\zeta_{0}\right)^{n+1}\right\|_{1}=\left\|\sum_{k=0}^{n} R_{2}\left(\zeta_{0}\right)^{n-k}\left(R_{2}\left(\zeta_{0}\right)-R_{1}\left(\zeta_{0}\right)\right) R_{1}\left(\zeta_{0}\right)^{k}\right\|_{1} \leqq \\
\leqq \sum_{k=0}^{n}\left\|R_{2}\left(\zeta_{0}\right)\right\|^{n-k}\left\|R_{2}\left(\zeta_{0}\right)-R_{1}\left(\zeta_{0}\right)\right\|_{1}\left\|R_{1}\left(\zeta_{0}\right)\right\|^{k} \leqq \\
\leqq(n+1)\left|\operatorname{Im} \zeta_{0}\right|^{-n}\left\|R_{2}\left(\zeta_{0}\right)-R_{1}\left(\zeta_{0}\right)\right\|_{1}
\end{gathered}
$$

[^252]Hence (see Problem 1.17)

$$
\begin{gathered}
\left\|R_{2}(\zeta)-R_{1}(\zeta)\right\|_{1} \leqq\left\|R_{2}\left(\zeta_{0}\right)-R_{1}\left(\zeta_{0}\right)\right\|_{1} \sum_{n=0}^{\infty}(n+1)\left|\operatorname{Im} \zeta_{0}\right|^{-n}\left|\zeta-\zeta_{0}\right|^{n}= \\
=\left\|R_{2}\left(\zeta_{0}\right)-R_{1}\left(\zeta_{0}\right)\right\|_{1}\left(1-\left|\operatorname{Im} \zeta_{0}\right|^{-1}\left|\zeta-\zeta_{0}\right|\right)^{-2},
\end{gathered}
$$

which shows that $R_{2}(\zeta)-R_{1}(\zeta) \in \mathscr{B}_{1}(\mathrm{H})$ for all $\zeta$ inside the circle having center $\zeta_{0}$ and touching the real axis. Repeated application of the same process shows that all nonreal $\zeta$ in the half-plane containing $\zeta_{0}$ have the same property. The same is true of all $\zeta$ on the other half-plane in virtue of $R_{2}(\zeta)-R_{1}(\zeta)=\left(R_{2}(\bar{\zeta})-R_{1}(\bar{\zeta})\right) *$.

Theorem 4.12. ${ }^{1}$ Let $R_{2}(\zeta)-R_{1}(\zeta) \in \mathscr{B}_{1}(\mathrm{H})$ for some nonreal $\zeta$. If $\phi$ is a function as in Lemma 4.6, $W_{ \pm}\left(\phi\left(H_{2}\right), \phi\left(H_{1}\right)\right)$ exist, are complete, and are independent of $\phi$. In particular $W_{ \pm}\left(H_{2}, H_{1}\right)$ exist and are complete, and the absolutely continuous parts of $H_{1}$ and $H_{2}$ are unitarily equivalent.

Proof. I. Let $r>0$ and define

$$
\begin{align*}
\psi_{r}(\lambda) & =\lambda /\left(1+r^{-2} \lambda^{2}\right), \quad-\infty<\lambda<\infty,  \tag{4.32}\\
\varphi_{r}(\mu) & =2 \mu /\left[1+\left(1-4 r^{-2} \mu^{2}\right)^{1 / 2}\right], \quad-r / 2 \leqq \mu \leqq r / 2 . \tag{4.33}
\end{align*}
$$

$\varphi_{r}(\mu)$ is the inverse function of $\psi_{r}(\lambda)$ restricted to $-r \leqq \lambda \leqq r$ (in which $\psi_{r}$ is univalent). For formal convenience we shall extend $\varphi_{r}(\mu)$ to all real $\mu$ by setting $\varphi_{r}(\mu)=2 \mu$ for $|\mu|>r / 2$, so that $\varphi_{r}$ satisfies the conditions of Lemma 4.6.


Fig. 3. The functions $\chi_{r}(\lambda), \chi_{s}(\lambda)$ and the intervals $I, J_{r}, J_{s}$
Set $\chi_{r}(\lambda)=\varphi_{r}\left(\psi_{r}(\lambda)\right) ; \chi_{r}$ is a continuous odd function and

$$
\begin{equation*}
\chi_{r}(\lambda)=\lambda \quad \text { for } \quad-r \leqq \lambda \leqq r . \tag{4.34}
\end{equation*}
$$

For $\lambda \geqq r, \chi_{r}(\lambda)$ decreases monotonically to 0 as $\lambda \rightarrow \infty$ (see Fig. 3). Now we set

$$
\begin{equation*}
H_{k, r}=\psi_{r}\left(H_{k}\right), \quad K_{k, r}=\chi_{r}\left(H_{k}\right), \quad k=1,2 . \tag{4.35}
\end{equation*}
$$

According to the operational calculus for selfadjoint operators ${ }^{2}$, we have

$$
\begin{equation*}
K_{k, r}=\varphi_{r}\left(\psi_{r}\left(H_{k}\right)\right)=\varphi_{r}\left(H_{k, r}\right), \quad k=1,2 . \tag{4.36}
\end{equation*}
$$

[^253]In virtue of (4.34), however, $K_{k, r}$ and $H_{k}$ coincide on the subspace $\mathrm{H}_{k, r} \equiv\left(E_{k}(r)-E_{k}(-r)\right) \mathrm{H}$, which reduces $H_{k}$ and $K_{k, r}$. Hence

$$
\begin{equation*}
e^{-i t \phi\left(K_{k, r}\right)} u=e^{-i t \phi\left(H_{k}\right)} u \quad \text { for } \quad u \in \mathrm{H}_{k, r} . \tag{4.37}
\end{equation*}
$$

II. Since $H_{k, r}=H_{k}\left(1+r^{-2} H_{k}^{2}\right)^{-1}=\left(r^{2} / 2\right)\left[\left(H_{k}+i r\right)^{-1}+\left(H_{k}-\right.\right.$
$\left.-i r)^{-1}\right]$, it follows from Lemma 4.11 that $H_{2, r}-H_{1, r} \in \mathscr{B}_{1}(\mathrm{H})$. Hence

$$
\begin{align*}
W_{ \pm}\left(\phi \left(\varphi_{r}\left(H_{2, r}\right), \phi\left(\varphi_{r}\left(H_{1, r}\right)\right)\right.\right. & =W_{ \pm}\left(\varphi_{r}\left(H_{2, r}\right), \varphi_{r}\left(H_{1, r}\right)\right)=  \tag{4.38}\\
& =W_{ \pm}\left(H_{2, r}, H_{1, r}\right) \equiv W_{ \pm, r}
\end{align*}
$$

exist by Theorem 4.7 for any $\phi$ satisfying the conditions of Lemma 4.6, for the composite function $\phi\left(\varphi_{r}(\lambda)\right)$ also satisfies the same conditions. In view of (4.36), this implies that

$$
\underset{t \rightarrow+\infty}{\mathrm{s}-\lim _{i \rightarrow} e^{i t \phi\left(K_{2, r}\right)} e^{-i t \phi\left(K_{1, r}\right)} P_{1}=W_{+, r} ; ~}
$$

here $P_{1}$ is the projection on $\mathrm{H}_{1, \text { ac }}$ but the subspace of absolute continuity for $\phi\left(K_{1, r}\right)$ coincides with $\mathrm{H}_{1, \text { ac }}$ (the proof is the same as in the proof of Theorem 4.7). Using (4.37) for $k=1$, we have therefore

$$
\begin{equation*}
e^{i t \phi\left(K_{2, r}\right) e^{-i t \phi\left(H_{1}\right)} P_{1} u \rightarrow W_{+, r} u \quad \text { for } u \in \mathrm{H}_{1, r} . . . . . . . .} \tag{4.39}
\end{equation*}
$$

III. Let $\mathrm{I}=(a, b]$ where $0<a<b<r$. The inverse image of I under the map $\chi_{r}$ is the union of I itself and another finite interval $\mathrm{J}_{r}$ lying to the right of $r$ (see Fig. 3). If we denote by $F_{k, r}$ the spectral measure for $K_{k, r}=\chi_{r}\left(H_{k}\right), k=1,2$, we have [see (4.30)]

$$
\begin{equation*}
F_{k, r}(\mathrm{I})=E_{k}\left(\chi_{r}^{-1}(\mathrm{I})\right)=E_{k}(\mathrm{I})+E_{k}\left(\mathrm{~J}_{r}\right) \geqq E_{k}(\mathrm{I}) . \tag{4.40}
\end{equation*}
$$

Let $u \in E_{1}(\mathrm{I}) \mathrm{H}$. Then $u \in \mathrm{H}_{1, r}$ and (4.39) holds. Since $W_{+, r}=W_{+}\left(K_{2, r}\right.$, $K_{1, r}$ ) by (4.38) and $u \in F_{1, r}(\mathrm{I}) \mathrm{H}$ by (4.40), we have

$$
\begin{equation*}
W_{+, r} u \in F_{2, r}(\mathrm{I}) \mathrm{H} . \tag{4.41}
\end{equation*}
$$

From (4.39) and (4.41), we obtain for $u \in E_{1}(\mathrm{I}) \mathrm{H}$

$$
\begin{aligned}
& \left\|\left(1-F_{2, r}(\mathrm{I})\right) e^{-i t \phi\left(H_{1}\right)} P_{1} u\right\| \\
& \quad=\left\|\left(1-F_{2, r}(\mathrm{I})\right) e^{i t \phi\left(K_{2, r}\right)} e^{-i t \phi\left(H_{1}\right)} P_{1} u\right\| \rightarrow \\
& \quad \rightarrow\left\|\left(1-F_{2, r}(\mathrm{I})\right) W_{+, r} u\right\|=0, \quad t \rightarrow+\infty ;
\end{aligned}
$$

note that $F_{2, r}(\mathrm{I})$ and $e^{i t \phi\left(K_{2, r}\right)}$ commute. Hence

$$
\begin{equation*}
e^{-i t \phi\left(H_{1}\right)} P_{1} u \sim F_{2, r}(\mathrm{I}) e^{-i t \phi\left(H_{1}\right)} P_{1} u, \tag{1}
\end{equation*}
$$

where $\sim$ means that the difference of the two members tends to zero as $t \rightarrow+\infty$. The same is true if $r$ is replaced by any $s>r$, which result will be called (1) $)_{s}$. If $s$ is sufficiently large, we have $F_{2, r}(\mathrm{I}) F_{2, s}(\mathrm{I})=E_{2}(\mathrm{I})$ as is easily verified. Multiplying (1) from the left by $F_{2, r}(\mathrm{I})$ and using
(1) $)_{r}$ we thus obtain

$$
e^{-i t \phi\left(H_{1}\right)} P_{1} u \sim E_{2}(\mathrm{I}) e^{-i t \phi\left(H_{1}\right)} P_{1} u,
$$

and hence by (4.37) and (4.39)

$$
\begin{aligned}
e^{i t \phi\left(H_{2}\right)} e^{-i t \phi\left(H_{1}\right)} P_{1} u \sim e^{i t \phi\left(H_{2}\right)} & E_{2}(\mathrm{I}) e^{-i t \phi\left(H_{1}\right)} P_{1} u \\
& =E_{2}(\mathrm{I}) e^{i t \phi\left(K_{2}, r\right)} e^{-i t \phi\left(H_{2}\right)} P_{1} u \rightarrow E_{2}(\mathrm{I}) W_{+, r} u .
\end{aligned}
$$

Thus $\lim e^{i t \phi\left(H_{2}\right)} e^{-i t \phi\left(H_{1}\right)} P_{1} u$ exists and is independent of $\phi$.
IV. We have proved that

$$
\begin{equation*}
W_{\phi}(t) P_{1} u \rightarrow W_{+, r} u, \quad t \rightarrow+\infty, \tag{4.43}
\end{equation*}
$$

provided $u \in E_{1}(\mathrm{I}) \mathrm{H}$ where $\mathrm{I}=(a, b]$ and $0<a<b<r$. The same result holds when I is replaced by $(-b,-a]$. The allowable $u$ and their linear combinations form a dense set in $\mathrm{H}_{1, r}=\left(E_{1}(r)-E_{1}(-r)\right) \mathrm{H}$, except for the possible eigenspaces of $H_{1}$ for the eigenvalues 0 and $r$. But these eigenspaces are unimportant, being annihilated by $P_{1}$.

Since $W_{\phi}(t)$ is unitary and uniformly bounded, it follows that (4.43) holds for all $u \in \mathrm{H}_{1, r}$.

Since s-lim $W_{\phi}(t) P_{1} u$ exists for all $u \in \mathrm{H}_{1, r}$ and since the union of all $\mathrm{H}_{1, r}$ for $r>0$ is dense in H , it follows finally that s-lim $W_{\phi}(t) P_{1}$ $=W_{+}\left(\phi\left(H_{2}\right), \phi\left(H_{1}\right)\right)$ exists. This limit is independent of $\phi$ as is seen from (4.43). Obviously the same is true for $W_{-}$. Since the assumption of the theorem is symmetric in $H_{1}$ and $H_{2}$, the same is true when $H_{1}, H_{2}$ are exchanged, so that these wave operators are complete.

Remark 4.13. The assumption $R_{2}(\zeta)-R_{1}(\zeta) \in \mathscr{B}_{1}(\mathrm{H})$ in Theorem 4.12 is not essential. The point is that for any $r>0$, there is a function $\psi_{r}(\lambda)$ with the following properties:

1) $\psi_{r}(\lambda)$ is piecewise monotonic like $\phi(\lambda)$ but may be increasing in some subinterval and decreasing in others;
2) $\psi_{r}(\lambda)$ is univalent for $-r<\lambda<r$;
3) $\psi_{r}\left(H_{2}\right)=\psi_{r}\left(H_{1}\right)+A_{r}$ where $A_{r} \in \mathscr{B}_{1}(\mathrm{H})$.

The proof of Theorem 4.12 can be adapted to this general case with a slight modification ${ }^{1}$.

According to this generalization, the results of Theorem 4.12 are true if $R_{2}(\zeta)^{m}-R_{1}(\zeta)^{m} \in \mathscr{B}_{1}(\mathrm{H})$ for every pure imaginary $\zeta$ (or at least for a sequence $\zeta_{n}= \pm i \gamma_{n}$ with $\left.r_{n} \rightarrow \infty\right)$. In this case we need only to take $\psi_{r}(\lambda)=i\left[(r+i \lambda)^{-m}-(r-i \lambda)^{-m}\right]$ with $r=r_{n} . \psi_{r}(\lambda)$ is univalent on a neighborhood of $\lambda=0$, the size of which is proportional to $r$.

Problem 4.14. In Theorem 4.9 vemove the assumptions that $H_{1}$ is bounded below and $\gamma$ is real. The conclusions are still true, except the one that $H_{2}$ is bounded from below.

[^254]
## 6. Dependence of $\boldsymbol{W}_{ \pm}\left(\boldsymbol{H}_{\mathbf{2}}, \boldsymbol{H}_{\mathbf{1}}\right)$ on $\boldsymbol{H}_{\mathbf{1}}$ and $\boldsymbol{H}_{\mathbf{2}}$

Theorem 4.15. Let $H_{1}, H_{2}$ be selfadjoint operators such that $W_{+}\left(H_{2}, H_{1}\right)$ exists. Then $W_{+}\left(H_{2}+A, H_{1}\right)$ and $W_{+}\left(H_{2}, H_{1}+A\right)$ exist for any $A \in \mathscr{B}_{1}(\mathrm{H})$ and

$$
\begin{align*}
& W_{+}\left(H_{2}+A, H_{1}\right) \underset{\mathrm{s}}{\rightarrow} W_{+}\left(H_{2}, H_{1}\right),  \tag{4.44}\\
& W_{+}\left(H_{2}, H_{1}+A\right) \underset{\mathrm{w}}{\longrightarrow} W_{+}\left(H_{2}, H_{1}\right)
\end{align*}
$$

as $\|A\|_{1} \rightarrow 0$. Similar results hold with $W_{+}$replaced by $W_{-}$.
Proof. $W_{+}\left(H_{2}+A, H_{2}\right)$ exists by Theorem 4.4 and, therefore, $W_{+}\left(H_{2}+A, H_{1}\right)$ exists and equals $W_{+}\left(H_{2}+A, H_{2}\right) W_{+}\left(H_{2}, H_{1}\right)$ by Theorem 3.4. Similarly, $W_{+}\left(H_{2}, H_{1}+A\right)=W_{+}\left(H_{2}, H_{1}\right) W_{+}\left(H_{1}, H_{1}+A\right)$ exists. Thus it suffices to prove (4.44) for the special case $H_{2}=H_{1}$.

We see from (4.23), on setting $t=0$, that $\left\|W_{+}\left(H_{1}+A, H_{1}\right) u-u\right\| \leqq$ $\leqq\|u\| \|\left(4 \pi\|A\|_{1}\right)^{1 / 2} \rightarrow 0$ as $\|A\|_{1} \rightarrow 0$. Since the set of $u$ with $\|u\|<\infty$ is dense in $P_{1} \mathrm{H}$, it follows that $W_{+}\left(H_{1}+A, H_{1}\right)=W_{+}\left(H_{1}+A, H_{1}\right) P_{1} \rightarrow P_{1}$ $=W_{+}\left(H_{1}, H_{1}\right)$ as $\|A\|_{1} \rightarrow 0$. Since $W_{+}\left(H_{1}, H_{1}+A\right)=W_{+}\left(H_{1}+A, H_{1}\right)^{*}$ by Theorem 3.5, it then follows that $W_{+}\left(H_{1}, H_{1}+A\right) \underset{\mathrm{w}}{\rightarrow} P_{1}^{*}=P_{1}$ $=W_{+}\left(H_{1}, H_{1}\right)$.

Remark 4.17. The above results on the continuity of $W_{ \pm}\left(H_{2}, H_{1}\right)$ as functions of $H_{1}, H_{2}$ are very weak inasmuch as a very strong topology is employed for $H_{1}, H_{2}$. A stronger result is obtained by using Theorem 4.12 instead of Theorem 4.4. Thus, for example, $W_{+}\left(H_{2}+A, H_{1}\right) \rightarrow W_{+}\left(H_{2}, H_{1}\right)$ if $A$ tends to zero in the sense that $\left\|\left(H_{2}+A-\zeta\right)^{-1}-\left(H_{2}-\zeta\right)^{-1}\right\|_{1} \rightarrow 0$ for some nonreal $\zeta$; here $A$ need not even be bounded ${ }^{1}$. In general $W_{ \pm}\left(H_{2}, H_{1}\right)$ are not continuous in $H_{1}, H_{2}$ jointly ${ }^{2}$.

Problem 4.18. Discuss the continuity of $W_{ \pm}\left(H_{2}, H_{1}\right)$ in Example 4.10 when $q(x)$ is changed.

## § 5. A stationary method

## 1. Introduction

There are other ways to construct the generalized wave operators $W_{ \pm}\left(H_{2}, H_{1}\right)$. In contrast with the "time-dependent" method developed in preceding sections, these schemes do not make explicit use of the "time variable" $t$, and in consequence are known as the stationary

[^255]methods. There are several varieties among them ${ }^{1}$. In this section we shall give an account of one of them, which seems to complement the time-dependent theory most effectively.

In this method the $W_{ \pm}$are constructed as solutions of certain operational equations. To deduce these equations, it is convenient to start from the time-dependent formulas (inasmuch as we have defined $W_{ \pm}$ in the time-dependent scheme). For simplicity let us assume that $H_{2}$ $=H_{1}+A$ where $A \in \mathscr{B}(\mathrm{H})$. Then we have the formula (3.21), from which we obtain the identity

$$
\begin{equation*}
W\left(t^{\prime \prime}\right)-W\left(t^{\prime}\right)=i \int_{t^{\prime}}^{t^{\prime \prime}} e^{i t H_{2}} A e^{-i t H_{1}} d t \tag{5.1}
\end{equation*}
$$

(see the proof of Lemma 3.8). Similarly, we have by exchanging $H_{1}, H_{2}$,

$$
\begin{equation*}
W\left(t^{\prime \prime}\right)^{-1}-W\left(t^{\prime}\right)^{-1}=-i \int_{t^{\prime}}^{t^{\prime \prime}} e^{i t H_{1}} A e^{-i t H_{2}} d t \tag{5.2}
\end{equation*}
$$

Suppose now that $W_{+}=\operatorname{sim}_{t \rightarrow \infty} W(t) P_{1}$ exists. Then $W(t)^{-1} W_{+} \rightarrow P_{1}$ as $t \rightarrow \infty$. Thus (5.2) gives, when multiplied by $-W_{+}$from the right, with $t^{\prime}=0$ and $t^{\prime \prime} \rightarrow \infty$

$$
\begin{equation*}
W_{+}-P_{1}=i \int_{0}^{\infty} e^{i t H_{1}} A W_{+} e^{-i t H_{1}} d t \quad \text { (strong) } \tag{5.3}
\end{equation*}
$$

where we have also used the relationship $e^{-i t H_{2}} W_{+}=W_{+} e_{t^{\prime \prime}}^{-i t H_{1}}$ [see (3.7)]. The integral on the right of (5.3) exists as the strong limit of $\int_{0}^{t^{\prime}}$ as $t^{\prime \prime} \rightarrow \infty$, which is indicated by the symbol (strong).

At this point it is convenient to introduce the notations

$$
\begin{equation*}
\Gamma_{1}^{ \pm} T=\Gamma_{H_{1}}^{ \pm} T=i \int_{0}^{ \pm \infty} e^{i t H_{1}} T e^{-i t H_{1}} d t \tag{5.4}
\end{equation*}
$$

whenever one or both of the integrals on the right exists as the strong limit $^{2}$ of $\int_{0}^{t^{\prime \prime}}$ as $t^{\prime \prime} \rightarrow \pm \infty$. Then (5.3) can be written

$$
\begin{equation*}
W_{+}=P_{1}+\Gamma_{1}^{+}\left(A W_{+}\right) . \tag{5.5}
\end{equation*}
$$

Similarly, if $W_{-}=W_{-}\left(H_{2}, H_{1}\right)$ exists, it must satisfy

$$
\begin{equation*}
W_{-}=P_{1}+\Gamma_{1}^{-}\left(A W_{-}\right) . \tag{5.5}
\end{equation*}
$$

Let us now forget all about the assumption on the existence of $W_{ \pm}\left(H_{2}, H_{1}\right)$. Instead we start from the "integral equations" $(5.5)_{ \pm}$

[^256]and try to construct $W_{ \pm}$as their solutions. These equations are "stationary', for the time $t$ does not appear in them explicitly.

The operations $\Gamma_{1}^{ \pm}$and the equations $(5.5)_{ \pm}$were introduced by Friedrichs, though the original definition is formally different from the above ${ }^{1}$. It should be noted that they are linear operators acting in the space $\mathscr{B}(\mathrm{H})$ of bounded linear operators in H ; their domains are not the whole space $\mathscr{B}(\mathrm{H})$ since (5.4) need not exist for all $T \in \mathscr{B}(\mathrm{H})$.

In the following paragraphs we shall study basic properties of $\Gamma_{1}^{ \pm}$ and, using the results obtained, show that the solutions of $(5.5)_{ \pm}$are indeed the generalized wave operators $W_{ \pm}\left(H_{2}, H_{1}\right)$. Then we shall proceed to the problem of solving (5.5) $\pm$.

## 2. The $\Gamma$ operations

The $\Gamma_{1}^{ \pm}=\Gamma_{H_{1}}^{ \pm}$as defined by (5.4) depend on the selfadjoint operator $H_{1}$. In this paragraph we write $H$ for $H_{1}$ and $\Gamma^{ \pm}$for $\Gamma_{1}^{ \pm} ; H$ may be any selfadjoint operator. The domains and ranges of $\Gamma^{ \pm}$are denoted by $\mathscr{D}\left(\Gamma^{ \pm}\right), \mathscr{R}\left(\Gamma^{ \pm}\right)$, respectively; these are linear manifolds of $\mathscr{B}(\mathrm{H})$.

Lemma 5.1. ${ }^{2}$ Let $B \in \mathscr{B}(\mathrm{H})$ commute with $H$. Then $T \in \mathscr{D}\left(\Gamma^{+}\right)$implies that $B T$ and $T B$ are in $\mathscr{D}\left(\Gamma^{+}\right)$and $\Gamma^{+}(B T)=B\left(\Gamma^{+} T\right), \Gamma^{+}(T B)$ $=\left(\Gamma^{+} T\right) B$. Similarly for $\Gamma^{-}$.

Proof. Obvious since $B$ commutes with $e^{ \pm i t H}$.
Lemma 5.2. Let $T \in \mathscr{D}\left(\Gamma^{+}\right)$and $S=\Gamma^{+} T$. Then $S \mathrm{D}(H) \subset \mathrm{D}(H)$, $T u=S H u-H S u$ for every $u \in \mathrm{D}(H)$ and $S e^{-i t H} \underset{\mathrm{~s}}{ } 0$ as $t \rightarrow+\infty$. Similarly for $\Gamma^{-}$, with $+\infty$ replaced by $-\infty$ in the last proposition.

Proof. We have

$$
\begin{equation*}
e^{i t H} S e^{-i t H}=i \int_{i}^{+\infty} e^{i s H} T e^{-i s H} d s \quad \text { (strong), } \tag{5.6}
\end{equation*}
$$

as is seen by multiplying (5.4) by $e^{i t \boldsymbol{H}}$ from the left and by $e^{-i t H}$ from the right. Denoting by $S(t)$ the right member of (5.6), we have $e^{i t H} S$ $=S(t) e^{i t H}$. Since $d S(t) / d t=-i e^{i t H} T e^{-i t H}$ in the strong sense, we have

$$
\frac{d}{d t} e^{i t H} S u=\frac{d}{d t} S(t) e^{i t H} u=-i e^{i t H} T u+i S(t) e^{i t H} H u
$$

for $u \in \mathrm{D}(H)$. Thus $e^{i t H} S u$ is strongly differentiable in $t$, which implies $S u \in \mathrm{D}(H)$ (see Remark IX-1.5) so that (d/dt) $e^{i t H} S u=i e^{i t H} H S u$.

[^257]On setting $t=0$, we thus obtain $H S u=-T u+S H u$, which proves the first part of the lemma.

The last part follows from (5.6), which implies that $e^{i t \boldsymbol{H}} S e^{-i t \boldsymbol{H}} \rightarrow 0$ as $t \rightarrow+\infty$; multiplication from the left by the unitary operator $e^{-i t H}$ gives $S e^{-i t H} \underset{\mathrm{~s}}{ } 0$.

Lemma 5.3. A necessary and sufficient condition for an $S \in \mathscr{B}(\mathrm{H})$ to belong to $\mathscr{R}\left(\Gamma^{+}\right)$is that $S \mathrm{D}(H) \subset \mathrm{D}(H), S H-H S$ [defined on $\mathrm{D}(H)$ ] be bounded, and $S e^{-i t H} \underset{\mathrm{~s}}{ } 0$ as $t \rightarrow+\infty$. In this case $S=\Gamma^{+} T$ if $T$ is the closure of $S H-H S$. Similarly for $\Gamma^{-}$, with $+\infty$ replaced by $-\infty$.

Proof. The necessity part was proved in Lemma 5.2. To prove the sufficiency part, we note that

$$
\begin{equation*}
\frac{d}{d s} e^{i s H} S e^{-i s H} u=i e^{i s H}(H S-S H) e^{-i s H} u \tag{5.7}
\end{equation*}
$$

if $u \in \mathrm{D}(H)$, for then $e^{-i s H} u \in \mathrm{D}(H)$ and so $S e^{-i s H} u \in \mathrm{D}(H)$ by hypothesis. Since $H S-S H$ can be replaced by its closure $-T$, we obtain by integrating (5.7) on $0 \leqq s \leqq t$

$$
\begin{equation*}
\left(e^{i t H} S e^{-i t H}-S\right) u=-\left(i \int_{0}^{t} e^{i s H} T e^{-i s H} d s\right) u . \tag{5.8}
\end{equation*}
$$

Here the restriction $u \in \mathrm{D}(H)$ can be removed, since the operators involved are bounded and $\mathrm{D}(H)$ is dense in H . Then, going to the limit $t \rightarrow+\infty$ and using the assumption $S e^{-i t H} \rightarrow 0$, we see that the right member of (5.8) has the limit $-S u$. This means that $\Gamma^{+} T$ exists and equals $S$.

Lemma 5.4. ${ }^{1}$ Let $T^{\prime}, T^{\prime \prime} \in \mathscr{D}\left(\Gamma^{+}\right)$. Then $\left(\Gamma^{+} T^{\prime}\right) T^{\prime \prime}+T^{\prime}\left(\Gamma^{+} T^{\prime \prime}\right)$ belongs to $\mathscr{D}\left(\Gamma^{+}\right)$and

$$
\begin{equation*}
\Gamma^{+}\left[\left(\Gamma^{+} T^{\prime}\right) T^{\prime \prime}+T^{\prime}\left(\Gamma^{+} T^{\prime \prime}\right)\right]=\left(\Gamma^{+} T^{\prime}\right)\left(\Gamma^{+} T^{\prime \prime}\right) \tag{5.9}
\end{equation*}
$$

Similarly for $\Gamma^{-}$.
Proof. Set $\Gamma^{+} T^{\prime}=S^{\prime}, \Gamma^{+} T^{\prime \prime}=S^{\prime \prime}$. We claim that $S^{\prime} S^{\prime \prime} \in \mathscr{R}\left(\Gamma^{+}\right)$. Since both $S^{\prime}$ and $S^{\prime \prime}$ map $\mathrm{D}(H)$ into itself by Lemma $5.2, S^{\prime} S^{\prime \prime}$ has the same property. If $u \in \mathrm{D}(H)$, we have

$$
\begin{align*}
S^{\prime} S^{\prime \prime} H u-H S^{\prime} S^{\prime \prime} u & =S^{\prime}\left(S^{\prime \prime} H u-H S^{\prime \prime} u\right)+\left(S^{\prime} H-H S^{\prime}\right) S^{\prime \prime} u  \tag{5.10}\\
& =S^{\prime} T^{\prime \prime} u+T^{\prime} S^{\prime \prime} u
\end{align*}
$$

by Lemma 5.2. Thus $S^{\prime} S^{\prime \prime} H-H S^{\prime} S^{\prime \prime}$ has a bounded extension

$$
\begin{equation*}
T=S^{\prime} T^{\prime \prime}+T^{\prime} S^{\prime \prime} \in \mathscr{B}(\mathrm{H}) . \tag{5.11}
\end{equation*}
$$

Finally

$$
\begin{equation*}
S^{\prime} S^{\prime \prime} e^{-i t H}=S^{\prime}\left(S^{\prime \prime} e^{-i t H}\right) \underset{\mathrm{s}}{ } 0 \text { as } t \rightarrow+\infty \tag{5.12}
\end{equation*}
$$

[^258]by Lemma 5.2. It follows from Lemma 5.3 that $T \in \mathscr{D}\left(\Gamma^{+}\right)$and $\Gamma^{+} T$ $=S^{\prime} S^{\prime \prime}$, which is exactly (5.9).

Remark 5.5. Lemma 5.3 shows that the operator $\Gamma^{+}$is in a certain sense inverse to the commutator operator $S \rightarrow[S, H]=S H-H S$. (5.9) is a relation inverse to the formula

$$
\begin{equation*}
\left[S^{\prime} S^{\prime \prime}, H\right]=S^{\prime}\left[S^{\prime \prime}, H\right]+\left[S^{\prime}, H\right] S^{\prime \prime} \tag{5.13}
\end{equation*}
$$

Lemma 5.6. If both $T$ and $T^{*}$ belong to $\mathscr{D}\left(\Gamma^{+}\right)$, then $\left(\Gamma^{+} T\right)^{*}=-\Gamma^{+}\left(T^{*}\right)$ Similarly for $\Gamma^{-}$.

Proof. Obvious from the definition (5.4). Note, however, that $T \in \mathscr{D}\left(\Gamma^{+}\right)$ need not imply $T^{*} \in \mathscr{D}\left(\Gamma^{+}\right)$.

Remark 5.7. We have considered above the operations $\Gamma^{+} T$ only for $T \in \mathscr{B}(\mathrm{H})$. This restriction is neither necessary nor natural, and can be weakened to some extent. Set

$$
\begin{equation*}
\left(\Gamma_{s}^{+} T\right) u=\int_{0}^{s} e^{i t H} T e^{-i t H} u d t \tag{5.14}
\end{equation*}
$$

(5.14) has a meaning for $u \in \mathrm{D}(H)$ at least if $T$ is relatively bounded with respect to $H$. If ( $\left.\Gamma_{s}^{+} T\right) u$ has a limit $v$ as $s \rightarrow+\infty$, we may write $v=S^{\prime} u$. If $S^{\prime}$ is bounded, its closure determines an operator $S \in \mathscr{B}(\mathrm{H})$, which we define as $\Gamma^{+} T$. Most of the results stated above remain valid for this generalized definition of $\Gamma^{+}$, but we shall not consider it in detail.

## 3. Equivalence with the time-dependent theory

We can now prove
Theorem 5.8. Let $H_{1}$ and $A$ be selfadjoint and let $A \in \mathscr{B}(\mathrm{H})$. Suppose that there exists a $W_{+} \in \mathscr{B}(\mathrm{H})$ satistying $(5.5)_{+}$. Then the generalized wave operator $W_{+}\left(H_{2}, H_{1}\right)$ exists and coincides with $W_{+}$, where $H_{2}=H_{1}+A$. Similarly for (5.5)..

Proof. Since $W_{+}-P_{1}=\Gamma_{1}^{+}\left(A W_{+}\right)$, it follows from Lemma 5.2 that $\left(W_{+}-P_{1}\right) H_{1} u-H_{1}\left(W_{+}-P_{1}\right) u=A W_{+} u$ for $u \in \mathrm{D}\left(H_{1}\right)$. Since $P_{1} H_{1} u=H_{1} P_{1} u$, this implies $H_{2} W_{+} u=W_{+} H_{1} u$ or

$$
\begin{equation*}
H_{2} W_{+} \supset W_{+} H_{1} . \tag{5.15}
\end{equation*}
$$

This further implies $\left(H_{2}-\zeta\right)^{-1} W_{+}=W_{+}\left(H_{1}-\zeta\right)^{-1}$ for every nonreal $\zeta$ and hence (recall the construction of $e^{i t H_{k}}$, IX-§ 1.2)

$$
\begin{equation*}
e^{i t H_{1}} W_{+}=W_{+} e^{i t H_{1}}, \quad-\infty<t<+\infty . \tag{5.16}
\end{equation*}
$$

It follows also from Lemma 5.2 that $\left(W_{+}-P_{1}\right) e^{-i t H_{1}} \underset{\mathrm{~s}}{ } 0$ as $t \rightarrow+\infty$. In view of (5.16), this implies $e^{-i t H_{1}} W_{+}-e^{-i t H_{1}} P_{1} \rightarrow 0$. On multiplying from the left by $e^{i t H_{1}}$, we obtain $W_{+}-e^{i t H_{2}} e^{-i t H_{1}} P_{1} \rightarrow 0$. This shows that $W_{+}\left(H_{2}, H_{1}\right)$ exists and coincides with $W_{+}$.

Remark 5.9. The equations $(5.5)_{ \pm}$make sense, and can have solutions, even if $A$ is not symmetric. The above proof is valid in this general case except for the multiplication by $e^{i t H_{2}}$ used in the final part; note that $i H_{2}=i\left(H_{1}+A\right)$ is still the generator of a quasi-bounded group (see Theorem IX-2.1) but the group may not be bounded. In particular we note that (5.15), (5.16) are valid for a non-symmetric $A$.

## 4. The $\Gamma$ operations on degenerate operators

In this paragraph we consider a selfadjoint operator $H$ with the spectral family $\{E(\lambda)\}$ and the operators $\Gamma^{ \pm}=\Gamma_{A}^{ \pm}$. We first ask under what conditions an operator

$$
\begin{equation*}
T=(, g) f \tag{5.17}
\end{equation*}
$$

of rank one belongs to $\mathscr{D}\left(\Gamma^{ \pm}\right)$, where $f, g$ are assumed to be absolutely continuous with respect to $H$.

For any $u \in \mathrm{H}$ we have [for the notation $\Gamma_{a}^{+}$see (5.14)]

$$
\begin{equation*}
\left(\Gamma_{a}^{+} T\right) u=i(2 \pi)^{1 / 2} \int_{0}^{a} \phi_{u, g}(t) e^{i t \mathbb{B}} f d t \tag{5.18}
\end{equation*}
$$

where

$$
\begin{equation*}
\phi_{u, g}(t)=(2 \pi)^{-1 / 2}\left(e^{-i t H} u, g\right)=(2 \pi)^{-1 / 2} \int_{-\infty}^{\infty} e^{-i t \lambda} \varrho_{u, g}(\lambda) d \lambda \tag{5.19}
\end{equation*}
$$

with

$$
\begin{equation*}
\varrho_{u, g}(\lambda)=\frac{d}{d \lambda}(E(\lambda) u, g) \in \mathrm{L}^{1}(-\infty, \infty) ; \tag{5.20}
\end{equation*}
$$

note that $(E(\lambda) u, g)$ is absolutely continuous if $g$ is (see Theorem 1.7).
Using the spectral formula $e^{i t H}=\int e^{i t \lambda} d E(\lambda)$, we have from (5.18)

$$
\begin{equation*}
\left(\Gamma_{a}^{+} T\right) u=i(2 \pi)^{1 / 2} \int_{-\infty}^{\infty}\left(\int_{0}^{a} \phi_{u, g}(t) e^{i t \lambda} d t\right) d E(\lambda) f=i \sigma_{a, u, g}^{+}(H) f \tag{5.21}
\end{equation*}
$$

where

$$
\begin{equation*}
\sigma_{a, u, g}^{+}(\lambda)=(2 \pi)^{1 / 2} \int_{0}^{a} \phi_{u, g}(t) e^{i t \lambda} d t \tag{5.22}
\end{equation*}
$$

$(2 \pi)^{-1} \sigma_{a, u, g}^{+}$may be regarded as the inverse Fourier transform of $\chi_{a}^{+}(t) \phi_{u, g}(t), \chi_{a}^{+}(t)$ being the characteristic function of the interval $(0, a)$.

Suppose now that (we write $\varrho_{\mathrm{g}}$ for $\varrho_{\mathrm{g}, \mathrm{g}}$ )

$$
\begin{equation*}
\|g\|^{2}=\left\|\varrho_{g}\right\|_{\infty}=\sup d(E(\lambda) g, g) / d \lambda<\infty^{1} \tag{5.23}
\end{equation*}
$$

Then $\phi_{u, g} \in \mathrm{~L}^{2}(-\infty, \infty)$ with $\left\|\phi_{u, g}\right\| \leqq\| \| g\| \| u \|$ (see Lemma 4.5). Thus $\chi_{a}^{+} \phi_{u, g} \rightarrow \chi^{+} \phi_{u, g}$ in $L^{2}$ as $a \rightarrow+\infty$, where $\chi^{+}$is the characteristic function

[^259]of $(0, \infty)$. Going over to the Fourier transforms, we see that $\sigma_{a, u, g}^{+} \rightarrow \sigma_{u, g}^{+}$ in $L^{2}$, where $\sigma_{u, g}^{+} / 2 \pi$ is the inverse Fourier transform of $\chi^{+} \phi_{u, g}$ :
\[

$$
\begin{equation*}
\sigma_{u, g}^{+}(\lambda)=(2 \pi)^{1 / 2} \text { l.i.m. } \int_{0}^{\infty} \phi_{u, g}(t) e^{i t \lambda} d t \tag{5.24}
\end{equation*}
$$

\]

so that

$$
\begin{equation*}
\left\|\sigma_{u, g}^{+}\right\| \leqq 2 \pi\left\|\phi_{u, g}\right\| \leqq 2 \pi\|u\|\|g\| . \tag{5.25}
\end{equation*}
$$

Now it follows from (5.21) that ( $\left.\Gamma_{a}^{+} T\right) u$ tends as $a \rightarrow+\infty$ to

$$
\begin{equation*}
\left(\Gamma^{+} T\right) u=i \sigma_{u, g}^{+}(H) f \tag{5.26}
\end{equation*}
$$

provided $\|\|f\|<\infty$ too. In fact $\| \sigma_{a, u, g}^{+}(H) f-\sigma_{u, g}^{+}(H) f \|^{2}=\int \mid \sigma_{a, u, g}^{+}(\lambda)-$ $-\left.\sigma_{u, g}^{+}(\lambda)\right|^{2}(d / d \lambda)(E(\lambda) f, f) d \lambda \leqq\left\|\sigma_{a, u, g}^{+}-\sigma_{u, g}^{+}\right\|^{2}\|f \mid\|^{2} \rightarrow 0$. This shows that $\Gamma^{+} T$ exists and justifies the notation $\left(\Gamma^{+} T\right) u$ used in (5.26). At the same time we have $\left\|\left(\Gamma^{+} T\right) u\right\| \leqq\left\|\sigma_{u, g}^{+}\right\|\|f\|\|\leqq 2 \pi\| u\| \| f f\| \|\|g\|$. Hence

$$
\begin{equation*}
\left\|\Gamma^{+} T\right\| \leqq 2 \pi\|f\|\|g\| \tag{5.27}
\end{equation*}
$$

As was seen above, the Fourier transform of $\sigma_{u, g}^{+} / 2 \pi$ is $\chi^{+}$times the Fourier transform of $\varrho_{u, g}$. If we set

$$
\begin{equation*}
\sigma_{u, g}^{+}=2 \pi G^{+} \varrho_{u, g}, \tag{5.28}
\end{equation*}
$$

$G^{+}$is an orthogonal projection in $L^{2}$, being the Fourier transform of the multiplication operator by $\chi^{+}(t) . G^{+}$is associated with the so-called Hilbert transform.

A convenient expression for $G^{+}$is given by

$$
\begin{equation*}
G^{+}=\operatorname{selim}_{\varepsilon>0} G_{\varepsilon}^{+}, \quad G_{\varepsilon}^{+} \varrho(\lambda)=\frac{1}{2 \pi i} \int_{-\infty}^{\infty} \frac{\varrho(\mu)}{\mu-\lambda-i \varepsilon} d \mu . \tag{5.29}
\end{equation*}
$$

To prove this, we note that the multiplication operator by $\chi^{+}(t)$ is the strong limit as $\varepsilon \searrow 0$ of the multiplication operator by $e^{-\varepsilon t} \chi^{+}(t)$. Going over to the Fourier transform, the latter operator becomes

$$
G_{\varepsilon}^{+} \varrho(\lambda)=(2 \pi)^{-1} \int_{0}^{\infty} e^{i t \lambda} e^{-\varepsilon t} d t \int_{-\infty}^{\infty} e^{-i t \mu} \varrho(\mu) d \mu
$$

which is equal to (5.29).
$\Gamma^{-} T$ can be dealt with quite in the same way. In the final result, it is only necessary to replace $G^{+}$by $G^{-}$defined by replacing $\varepsilon$ by $-\varepsilon$ in (5.29). In this way we have proved

Lemma 5.10. Let $T=(, g) f$ be an operator of rank one, where $f, g$ are absolutely continuous with respect to the selfadjoint operator $H$. If $\|\|f\|$ and $\|g\|$ are finite, $\Gamma^{ \pm} T$ exist and $\left(\Gamma^{ \pm} T\right) u=i \sigma_{u, g}^{ \pm}(H) f$ for any $u \in H$. Here $\sigma_{u, g}^{ \pm}=2 \pi G^{ \pm} \varrho_{u, g}$ and $\varrho_{u, g}(\lambda)=d(E(\lambda) u, g) / d \lambda \in \mathrm{~L}^{1} \cap \mathrm{~L}^{2}$. We have $\left\|\Gamma^{ \pm} T\right\| \leqq 2 \pi\|f\|\| \| g \|$.

We now consider an operator of finite rank

$$
\begin{equation*}
T=\sum_{k=1}^{m}\left(, g_{k}\right) f_{k} \tag{5.30}
\end{equation*}
$$

where all the $t_{k}, g_{k}$ are absolutely continuous with respect to $H$. Since $T$ is the sum of operators of rank one, application of Lemma 5.10 shows that $\Gamma^{ \pm} A$ exist if the $\left\|\left\|f_{k}\right\|\right.$, , $\| g_{g_{k}} \|$ are finite and $\left\|\Gamma^{ \pm} A\right\| \leqq 2 \pi \sum\| \| f_{k}\| \|\left\|g_{k}\right\|$. But we shall deduce a somewhat sharper estimate.

Lemma 5.11. Let $T$ be as above. Then $\Gamma^{ \pm} T$ exist and $\left\|\Gamma^{ \pm} T\right\| \leqq$ $\leqq 2 \pi \alpha \beta$ where $\alpha^{2}=\sup \sum_{k=1}^{m} \varrho_{f_{k}}(\lambda)$ and $\beta^{2}=\sup \sum_{k=1}^{m} \varrho_{g_{k}}(\lambda)$. Here $\varrho_{f}(\lambda)=\varrho_{f, f}(\lambda)=d(E(\lambda) f, f) / d \lambda$.

Proof. By Lemma 5.10 we have $\left(\Gamma^{ \pm} T\right) u=i \sum_{k=1}^{m} \sigma_{u, g_{k}}^{ \pm}(H) f_{k}$. Hence

$$
\begin{align*}
& \left\|\left(\Gamma^{ \pm} T\right) u\right\|^{2}=\sum_{j, k=1}^{m}\left(\sigma_{u, g_{j}}^{ \pm}(H) f_{j}, \sigma_{u, g_{k}}^{ \pm}(H) f_{k}\right)= \\
& \quad=\sum_{j, k} \int \sigma_{u, g_{j}}^{ \pm}(\lambda) \overline{\sigma_{u, g_{k}}^{ \pm}(\lambda)} d\left(E(\lambda) f_{j}, f_{k}\right) \leqq \\
& \quad \leqq \int \sum_{j, k}\left|\sigma_{u, g_{j}}^{ \pm}(\lambda)\right|\left|\sigma_{u, g_{k}}^{ \pm}(\lambda)\right| \varrho_{f_{j}}(\lambda)^{1 / 2} \varrho_{f_{k}}(\lambda)^{1 / 2} d \lambda \leqq  \tag{1.9}\\
& \quad \leqq \int\left[\sum_{k}\left|\sigma_{u, g_{k}}^{ \pm}(\lambda)\right| \varrho_{f_{k}}(\lambda)^{1 / 2}\right]^{2} d \lambda \leqq \\
& \quad \leqq \int\left(\sum_{k}\left|\sigma_{u, g_{k}}^{ \pm}(\lambda)\right|^{2}\right)\left(\sum_{k} \varrho_{f_{k}}(\lambda)\right) d \lambda \leqq \\
& \quad \leqq \alpha^{2} \sum_{k}\left\|\sigma_{u, g_{k}}^{ \pm}\right\|^{2} \leqq(2 \pi \alpha)^{2} \sum_{k}\left\|\varrho_{u, g_{k}}\right\|^{2}= \\
& \quad=(2 \pi \alpha)^{2} \sum_{k} \int\left|\frac{d}{d \lambda}\left(E(\lambda) u, g_{k}\right)\right|^{2} d \lambda \leqq \\
& \quad \leqq(2 \pi \alpha)^{2} \int \varrho_{u}(\lambda)\left(\sum_{k} \varrho_{g_{k}}(\lambda)\right) d \lambda \leqq  \tag{1.9}\\
& \quad \leqq(2 \pi \alpha \beta)^{2} \int \varrho_{u}(\lambda) d \lambda=(2 \pi \alpha \beta)^{2}\|u\|^{2} .
\end{align*}
$$

## 5. Solution of the integral equation for rank $A=1$

We shall now solve the "integral equations" (5.5). For simplicity we assume in the remainder of this section that $H_{1}$ is spectrally absolutely continuous so that $P_{1}=1$, and we shall write $H$ for $H_{1}$. Introducing for convenience a numerical parameter $\varkappa$, we thus consider the equation

$$
\begin{equation*}
W=1+\varkappa \Gamma(A W) ; \tag{5.31}
\end{equation*}
$$

here $\Gamma$ and $W$ stand for either of $\Gamma^{ \pm}$and $W_{ \pm}$, respectively.
A natural idea for solving (5.31) is to use a successive approximation:

$$
\begin{align*}
W=W(x) & =\sum_{n=0}^{\infty} x^{n} W^{(n)}, \quad W^{(0)}=1,  \tag{5.32}\\
W^{(n+1)} & =\Gamma\left(A W^{(n)}\right), \quad n=0,1,2, \ldots .
\end{align*}
$$

But it is not at all clear whether all the $W^{(n)}$ can be constructed, for $\Gamma$ is not defined everywhere on $\mathscr{B}(\mathrm{H})$.

We shall show, however, that this method works if $A$ is of rank one:

$$
\begin{equation*}
A=(, g) f \tag{5.33}
\end{equation*}
$$

and if $f, g$ are restricted properly. We shall later extend the results to more general cases. We do not assume $A$ to be symmetric; it is an interesting fact that (5.31) can be solved for a non-symmetric $A$.

Suppose $\|f f\|,\|g\| \|$ are finite [see (5.23)]. Then Lemma 5.10 shows that $W^{(1)}=\Gamma A$ exists and $\left\|W^{(1)}\right\| \leqq 2 \pi\|f\|\| \| g \|$. To construct $W^{(2)}$ $=\Gamma\left(A W^{(1)}\right)$, we want to apply Lemma 5.10 with $T=A W^{(1)}=\left(, g^{(1)}\right) f$, where

$$
\begin{equation*}
g^{(\mathbf{1})}=W^{(\mathbf{1}) *} g=(\Gamma A)^{*} g=-\left(\Gamma A^{*}\right) g=-i \sigma_{g, f}(H) g \tag{5.34}
\end{equation*}
$$

by Lemmas 5.6 and 5.10 [note that $A^{*}=(, f) g$ also satisfies the assumptions of Lemma 5.10]. Hence $(d \mid d \lambda)\left(E(\lambda) g^{(1)}, g^{(1)}\right)=\left|\sigma_{g, f}(\lambda)\right|^{2}$. $\cdot(d / d \lambda)(E(\lambda) g, g)$, so that $\left\|g^{(1)}\right\| \mid \leqq M\|g\|<\infty$ if we assume that ${ }^{1}$

$$
\begin{equation*}
\left\|\sigma_{g, f}\right\|_{\infty}=\sup \left|\sigma_{g, f}(\lambda)\right|=M<\infty . \tag{5.35}
\end{equation*}
$$

It turns out that we can construct the $W^{(n)}$ for $n=3,4, \ldots$ without introducing any further assumptions. In fact we can apply Lemma 5.10 to construct $W^{(n+1)}$ from $W^{(n)}$, where $A W^{(n)}=\left(, g^{(n)}\right) f$ is of rank one with

$$
\begin{equation*}
g^{(n)}=W^{(n) *} g=(-i)^{n} \sigma_{g, f}(H)^{n} g, \tag{5.36}
\end{equation*}
$$

which implies as above

$$
\begin{equation*}
\left\|\left\|g^{(n)}\right\| \leqq M^{n}\right\| g \|<\infty \tag{5.37}
\end{equation*}
$$

(5.36) can be proved by induction; we have $g^{(n+1)}=W^{(n+1) *} g$ $=\left(\Gamma A W^{(n)}\right)^{*} g=-\left[\Gamma\left(A W^{(n)}\right)^{*}\right] g=-i \sigma_{\mathrm{g}, f}(H) g^{(n)}$ since $\left(A W^{(n)}\right)^{*}$ $=(, f) g^{(n)}$.

It follows also that

$$
\begin{equation*}
\left\|W^{(n+1)}\right\|=\left\|\Gamma\left(A W^{(n)}\right)\right\| \leqq 2 \pi\left\|g^{(n)}\right\|\| \| f\left\|\leqq \leqq \pi M^{n}\right\| f f\| \| g \| . \tag{5.38}
\end{equation*}
$$

Thus the series (5.32) converges in norm if $|x|<1 / M$. It is easy to see that the sum $W$ satisfies the equation (5.31): it suffices to show that $\Gamma(A W)$ can be calculated term by term by substituting for $W$ the series (5.32). This can be done by noting that $\left\|\Gamma_{a}\left(A W^{(n)}\right)\right\| \leqq 2 \pi M^{n}\|f\| \cdot$ $\cdot\|g\|$ and that $\Gamma_{a}\left(A W^{(n)}\right) \rightarrow \Gamma\left(A W^{(n)}\right)$ as $a \rightarrow \infty$ for each $n$.

[^260]Thus we have proved
Lemma 5.12. If $A=(, g) f$ where $\||f|\|$, , $\|g\| \|$ are finite and $\left\|\sigma_{g, f}\right\|_{\infty}=M<\infty$, (5.31) has a solution $W=W(\varkappa)$ which is holomorphic in $\varkappa$ for $|x|<1 / M$.

For further study of $W(\varkappa)$, it is convenient to consider an associated equation

$$
\begin{equation*}
Z=1-\varkappa \Gamma(Z A), \tag{5.39}
\end{equation*}
$$

which is dual to (5.31) in a certain sense. (5.39) can be solved quite in the same way as above under the same conditions. We have namely

$$
\begin{gather*}
Z=Z(x)=\sum_{n=0}^{\infty} x^{n} Z^{(n)}, \quad Z^{(0)}=1, \quad Z^{(n+1)}=-\Gamma\left(Z^{(n)} A\right),  \tag{5.40}\\
Z^{(n)} A=(, g) f^{(n)}, \quad f^{(n)}=Z^{(n)} f=(-i)^{n} \sigma_{f, g}(H)^{n} f .
\end{gather*}
$$

Since $\sigma_{f, g}(\lambda)=\overline{\sigma_{g, f}(\lambda)}$, we obtain
Lemma 5.13. Under the same assumptions as in Lemma 5.12, (5.39) has a solution $Z=Z(x)$ holomorphic for $|x|<1 / M$.

There is a simple relationship between the solutions of (5.31) and (5.39). We have namely

Lemma 5.14. For each fixed $x$ with $|x|<1 / M$, the salutions of (5.31) and (5.39) are unique. These solutions are related to each other by $Z(x)$ $=W(\varkappa)^{-1}, W(\varkappa)=Z(\varkappa)^{-1}$.

Proof. Let $W$ and $Z$ be any solutions of these equations. Multiplying the two equations, we have

$$
Z W=1+\varkappa \Gamma(A W)-\varkappa \Gamma(Z A)-\varkappa^{2} \Gamma(Z A) \Gamma(A W) .
$$

Using (5.9) and the equations (5.31), (5.39) once more, we obtain

$$
\begin{align*}
Z W & =1+\varkappa \Gamma[A W-Z A-\varkappa \Gamma(Z A) A W-\varkappa Z A \Gamma(A W)]  \tag{5.41}\\
& =1+\varkappa \Gamma[Z A W-Z A W]=1 .
\end{align*}
$$

This implies that $Z$ has range H ; in other words $Z$ is semi-Fredholm with $\operatorname{def} Z=0$ (see IV-§ 5.1). In particular it is true of the $Z(\varkappa)$ of Lemma 5.13 for all $\varkappa$. But since $Z(\varkappa)$ is holomorphic in $\varkappa$, it follows from the stability theorem for the index (see Theorem IV-5.17) that $\operatorname{nul} Z(x)$ is constant. Since $Z(0)=1$, this constant must be 0 . Thus $Z(\varkappa)$ maps H onto itself one to one, and $Z(x)^{-1}$ has the same property.

Now (5.41) gives $Z(x) W=1$, hence $W=Z(x)^{-1}$. Since this is true of any solution $W$ of (5.31), the solution of (5.31) is unique. Similarly, using this $W=Z(x)^{-1}$ in (5.41), we have $Z Z(x)^{-1}=1$ or $Z=Z(x)$. Since this is true of any solution $Z$ of (5.39), the solution of (5.39) is unique ${ }^{1}$.

[^261]Summing up the above lemmas, we have
Theorem 5.15. Let $H$ be selfadjoint and spectrally absolutely continuous, let $A=(, g) f$ where $\|f f\|<\infty,\|g\| \|<\infty$ and $\left\|\sigma_{f, g}^{+}\right\|_{\infty}=M<\infty$. Then (5.31) and (5.39) have unique solutions $W_{+}(\varkappa)$ and $Z_{+}(x)$, respectively, for $\Gamma=\Gamma_{H}^{+}$and for $|x|<1 / M$. These solutions are holomorphic in $x$ and are inverse to each other. Similar results hold with $\Gamma=\Gamma_{H}^{-} . H(x)=H+\varkappa A$ is similar to $H: H(x)=W_{+}(\varkappa) H W_{+}(x)^{-1}$. If $f=g$ and $x$ is real, then $H(x)$ is selfadjoint, the $W_{ \pm}(x)$ are unitary and coincide with the wave operators $W_{ \pm}(H(\varkappa), H)$, and $H(\varkappa)$ is unitarily equivalent to $H$. The spectral family $E(\lambda, x)$ for $H(x)$ is holomorphic in $x$ (for real $\varkappa$ ) for each fixed $\lambda^{1}$.

The similarity of $H(\varkappa)$ to $H$ follows from Remark 5.9 and the identity of the $W_{ \pm}(\varkappa)$ with the wave operators follows from Theorem 5.8. Note that $\left\|\sigma_{f, f}^{+}\right\|_{\infty}=\left\|\sigma_{\bar{F}, f}\right\|_{\infty}$ so that both $W_{ \pm}(\varkappa)$ exist if $g=f$. The assertion on $E(\lambda, x)$ follows from $E(\lambda, x)=W_{+}(x) E(\lambda) W_{+}(x)^{-1}$.

## 6. Solution of the integral equation for a degenerate $A$

The results of the preceding paragraph can be generalized to the case in which $A$ is degenerate (of finite rank $m$ )

$$
\begin{equation*}
A=\sum_{k=1}^{m}\left(, g_{k}\right) f_{k}, \quad f_{k}, g_{k} \in \mathrm{H}, \tag{5.42}
\end{equation*}
$$

in a straightforward fashion. (We keep the assumption that $H$ is spectrally absolutely continuous.) We can use the successive approximation (5.32) to solve (5.31). In fact, it is easy to see as before that, at least formally,

$$
\begin{align*}
A W^{(n)} & =\sum_{k=1}^{m}\left(, g_{k}^{(n)}\right) f_{k},  \tag{5.43}\\
g_{k}^{(n)} & =W^{(n) *} g_{k}=-i \sum_{j=1}^{m} \sigma_{k, j}(H) g_{j}^{(n-1)}, \tag{5.44}
\end{align*}
$$

where we have written $\sigma_{k, j}=\sigma_{g_{k}, f_{j}}$ for brevity. It is easy to see as before that these results are valid if the $\left\|\left\|f_{k}\right\|\right\|,\| \| g_{k}\| \|$ and $\left\|\sigma_{k}, j\right\|_{\infty}$ are all finite.

To estimate $\left\|W^{(n)}\right\|$, we first observe that $\varrho_{f}(\lambda)^{1 / 2}=[d(E(\lambda) f, f) / d \lambda]^{1 / 2}$ satisfies the triangle inequality in $f$ for each fixed $\lambda ; \varrho_{f+g}(\lambda)^{1 / 2} \leqq \varrho_{f}(\lambda)^{1 / 2}+$ $+\varrho_{g}(\lambda)^{1 / 2}$, as is easily seen from (1.9). We apply this inequality to the sum (5.44); on writing $\varrho_{k}^{(n)}(\lambda)$ for $\varrho_{g}(\lambda)$ with $g=g_{k}^{(n)}$ for brevity, we obtain

$$
\begin{equation*}
\varrho_{k}^{(n)}(\lambda)^{1 / 2} \leqq \sum_{j=1}^{m}\left|\sigma_{k, j}(\lambda)\right| \varrho_{j}^{(n-1)}(\lambda)^{1 / 2} \tag{5.45}
\end{equation*}
$$

[note that $f=\sigma(H) g$ implies $\left.\varrho_{f}(\lambda)=|\sigma(\lambda)|^{2} \varrho_{g}(\lambda)\right]$.

[^262]Let $M(\lambda)$ be the norm of the linear operator defined by the matrix $\left(\left|\sigma_{k, j}(\lambda)\right|\right)$ acting in the $m$-dimensional unitary space $\mathrm{C}^{m}$. Then (5.45) gives

$$
\left(\Sigma \varrho_{k}^{(n)}(\lambda)\right)^{1 / 2} \leqq M(\lambda)\left(\Sigma \varrho_{k}^{(n-1)}(\lambda)\right)^{1 / 2} .
$$

Successive application of this formula gives

$$
\begin{equation*}
\left(\Sigma \varrho_{k}^{(n)}(\lambda)\right)^{1 / 2} \leqq M(\lambda)^{n}\left(\Sigma \varrho_{k}(\lambda)\right)^{1 / 2} . \tag{5.46}
\end{equation*}
$$

Set $M=\sup _{\lambda} M(\lambda) ; M$ is finite since we assumed that all the $\left\|\sigma_{j, k}\right\|_{\infty}$ are finite. Applying Lemma 5.11 to $T=A W^{(n)}$ [see (5.43)], we thus obtain

$$
\begin{align*}
\left\|W^{(n+1)}\right\| & =\left\|\Gamma\left(A W^{(n)}\right)\right\| \leqq 2 \pi\left(\sup \Sigma \varrho_{k}^{(n)}(\lambda)\right)^{1 / 2}\left(\sup \Sigma \varrho_{f_{k}}(\lambda)\right)^{1 / 2} \leqq  \tag{5.47}\\
& \leqq 2 \pi M^{n}\left\|\Sigma \varrho_{g_{k}}\right\|_{\infty}^{1 / 2}\left\|\Sigma \varrho_{f_{k}}\right\|_{\infty}^{1 / 2} .
\end{align*}
$$

It follows, as in the preceding paragraph, that the series for $W(\kappa)$ converges for $|x|<1 / M$ and gives a solution of (5.31). All further results of Theorem 5.15 can now be deduced exactly as before. Thus we have proved

Theorem 5.16. In Theorem 5.15 replace $A$ by $A=\sum_{k=1}^{m}\left(, g_{k}\right) f_{k}$ where $\left\|f_{k}\right\|<\infty,\| \| g_{k} \|<\infty$ and $\left\|\sigma_{g_{k}, f_{j}}\right\|_{\infty}<\infty, j, k=1, \ldots, m$. Then the assertions remain valid if $M=\sup M(\lambda)$, where $M(\lambda)$ is the norm of the $-\infty<\lambda<\infty$
$m \times m$ matrix $\left(\left|\sigma_{g_{k}, f_{j}}(\lambda)\right|\right)$ as an operator in the $m$-dimensional unitary space. (In the last statement of Theorem 5.15 replace $f=g$ by $f_{k}= \pm g_{k}$, where $\pm$ can be chosen at random for each $k$.)

Remark 5.17. Let $M^{\prime}$ be the norm of the $m \times m$ matrix $\left(\left\|\sigma_{g_{k}, r_{j}}\right\|_{\infty}\right)$; then $M \leqq M^{\prime}$. This is due to the simple fact that the norm of a matrix with nonnegative elements is not decreased when some of the elements are increased.

Remark 5.18. These results can be further generalized to the case in which $A$ is no longer degenerate and the series in (5.42) is infinite. Looking at (5.47), we can expect the successive approximation to converge if

$$
\begin{equation*}
\left\|\sum_{k} \varrho_{f_{k}}\right\|_{\infty}<\infty, \quad\left\|\sum_{k} \varrho_{g_{k}}\right\|_{\infty}<\infty \quad \text { and } \quad|x|<1 / M \tag{5.48}
\end{equation*}
$$

where $M=\sup M(\lambda)$ and $M(\lambda)$ is now the norm of the operator, acting in $\mathrm{C}^{\infty}=\boldsymbol{l}^{2}$, defined by the infinite matrix $\left(\left|\sigma_{g_{k}, f_{j}}(\lambda)\right|\right)$. It should be remarked, however, that some supplementary assumption such as

$$
\begin{equation*}
\Sigma\left\|f_{k}\right\|\left\|g_{k}\right\|<\infty \tag{5.49}
\end{equation*}
$$

would be required in order that $A \in \mathscr{B}(\mathrm{H})$, for we have defined $\Gamma X$ only for bounded $X$. But (5.49) is not essential and can be replaced by a
weaker assumption. Incidentally, (5.49) implies that $A \in \mathscr{B}_{\mathbf{1}}(\mathrm{H})$ (trace class).

Remark 5.19. We can further extend the above results to the case of a continuous analogue of (5.42). Suppose that

$$
\begin{equation*}
A=\int\left(, g_{k}\right) f_{k} d k \tag{5.50}
\end{equation*}
$$

where $f_{k}$ and $g_{k}$ depend on a continuous parameter $k$. It is natural to expect that the technique of successive approximation can be applied in the same way as above if

$$
\begin{equation*}
\left\|\int \varrho_{f_{k}} d k\right\|_{\infty}<\infty, \quad\left\|\int \varrho_{g_{k}} d k\right\|_{\infty}<\infty \quad \text { and } \quad|x|<1 / M \tag{5.51}
\end{equation*}
$$

where $M=\sup M(\lambda)$ and $M(\lambda)$ is the norm of the integral operator $T_{\lambda}$, acting in $\mathbf{L}^{\mathbf{2}}$, represented by the kernel

$$
\begin{equation*}
t(k, j ; \lambda)=\left|\sigma_{g_{k}, f_{j}}(\lambda)\right| . \tag{5.52}
\end{equation*}
$$

(5.51) is an analogue of (5.48).

We have tacitly assumed that $f_{k}, g_{k} \in \mathrm{H}$. But even this assumption could be omitted. Of course various quantities used above would then lack a rigorous meaning, but they admit natural interpretations in concrete problems. Suppose, for instance, that $\mathbf{H}=\mathbf{L}^{\mathbf{2}}(0, \infty)$ and $H$ is the multiplication operator by the coordinate $\lambda$. Suppose further that the $f_{k}=f_{k}(\lambda)$ are functions not necessarily belonging to $\mathrm{L}^{2}$. Then (5.50) should be interpreted as an integral operator with kernel $a(\lambda, \mu)$ $=\int t_{k}(\lambda) \overline{g_{k}(\mu)} d k$, which may well be a bounded operator even if the $f_{k}, g_{k}$ do not belong to $L^{2}$. Since $d(E(\lambda) f, g) \mid d \lambda=f(\lambda) \overline{g(\lambda)}$ if $f, g \in \mathbf{H}$, we should take $\varrho_{f_{j}, g_{k}}(\lambda)=f_{j}(\lambda) \overline{g_{k}(\lambda)}$ even when the $f_{j}, g_{k}$ do not belong to $\mathrm{L}^{2}$.

Again, a supplementary condition like (5.49) would be required to ensure that $A$ is bounded, if we strictly observe the definition of $\Gamma$ as given above.

We shall not give a detailed proof of these results. It must be remarked that such a proof could not follow too closely the line of the "discrete" case (5.42), since $\varrho_{f_{j}, g_{k}}(\lambda)$ may not have a Fourier transform ${ }^{1}$.

## 7. Application to differential operators

As a simple application of the foregoing results, let us consider the differential operator ${ }^{2}$

$$
\begin{equation*}
H=-d^{2} / d x^{2}, \quad 0<x<\infty, \tag{5.53}
\end{equation*}
$$

[^263]with the boundary condition $u(0)=0$, and the perturbed operator $H(x)=H+\varkappa A$ where $A$ is the multiplication operator by a function $q(x)$. We assume for simplicity that $q(x)$ is bounded.
$H$ is selfadjoint in $H=\mathbf{L}^{2}(0, \infty)$ (see V-§ 3.6). It can be "diagonalized" by the sine-transformation
\[

$$
\begin{equation*}
u(x) \rightarrow \hat{u}(k)=(2 / \pi)^{1 / 2} \int_{0}^{\infty} \sin k x u(x) d x \tag{5.54}
\end{equation*}
$$

\]

in the sense that $\|\hat{u}\|=\|u\|$ and

$$
\begin{equation*}
(H u)^{\wedge}(k)=k^{2} \hat{u}(k), \quad 0<k<\infty . \tag{5.55}
\end{equation*}
$$

To transform this multiplication operator $k^{2}$ to the standard form, we take $\lambda=k^{2}$ as a new variable. Noting that

$$
\begin{equation*}
\|\hat{u}\|^{2}=\int_{0}^{\infty}|\hat{u}(k)|^{2} d k=\frac{1}{2} \int_{0}^{\infty}\left|\hat{u}\left(\lambda^{1 / 2}\right)\right|^{2} \lambda^{-1 / 2} d \lambda, \tag{5.56}
\end{equation*}
$$

we set

$$
\begin{equation*}
\widehat{\hat{u}}(\lambda)=2^{-1 / 2} \lambda^{-1 / 4} u\left(\lambda^{1 / 2}\right)=\pi^{-1 / 2} \lambda^{-1 / 4} \int_{0}^{\infty} \sin \left(\lambda^{1 / 2} x\right) u(x) d x . \tag{5.57}
\end{equation*}
$$

$u(x) \rightarrow \hat{u}(\lambda)$ is a unitary transformation of $\mathrm{L}^{2}(0, \infty)$ to itself and $H$ is thereby transformed into the multiplication operator by $\lambda$ :

$$
\begin{equation*}
(H u) \approx(\lambda)=\lambda \widehat{\hat{u}}(\lambda) . \tag{5.58}
\end{equation*}
$$

As is easily seen, the multiplication operator $q(x)$ in the $x$-representation is transformed into an integral operator with the kernel

$$
\begin{equation*}
\alpha(\mu, \lambda)=\pi^{-1}(\mu \lambda)^{-1 / 4} \int_{0}^{\infty} \sin \left(\mu^{1 / 2} x\right) \sin \left(\lambda^{1 / 2} x\right) q(x) d x . \tag{5.59}
\end{equation*}
$$

Now (5.59) has the form (5.50) with $k$ replaced by $x$ and with

$$
\begin{align*}
& f_{x}(\lambda)=\pi^{-1 / 2} \lambda^{-1 / 4} \sin \left(\lambda^{1 / 2} x\right) q_{1}(x),  \tag{5.60}\\
& g_{x}(\lambda)=\pi^{-1 / 2} \lambda^{-1 / 4} \sin \left(\lambda^{1 / 2} x\right) q_{2}(x),
\end{align*}
$$

where $q_{1}$ and $q_{2}$ are such that $q(x)=q_{1}(x) \overline{q_{2}(x)}$, and $\left|q_{1}(x)\right|=\left|q_{2}(x)\right|=|q(x)|^{1 / 2}$. $f_{x}$ and $g_{x}$ do not belong to $\mathrm{L}^{2}(0, \infty)$, but it is not a serious difficulty ${ }^{1}$ since $A$ is a bounded operator. In order to apply the results of Remark 5.19, we have to calculate $\varrho_{f_{x}}, \varrho_{g_{x}}$ and $M$.

Since $H$ is multiplication by $\lambda$ in the $\lambda$-representation, we have $\varrho_{f_{x}}(\lambda)=0$ for $\lambda<0$ and (formally)

$$
\begin{aligned}
\varrho_{x}(\lambda) & =\frac{d}{d \lambda}\left(E(\lambda) f_{x}, f_{x}\right)=\left|f_{x}(\lambda)\right|^{2} \\
& =\pi^{-1} \lambda^{-1 / 2} \sin ^{2}\left(\lambda^{1 / 2} x\right)|q(x)| \leqq \pi^{-1} x|q(x)|
\end{aligned}
$$

[^264]for $\lambda \geqq 0$ [note that $\left.\sin ^{2}\left(\lambda^{1 / 2} x\right) \leqq\left|\sin \left(\lambda^{1 / 2} x\right)\right| \leqq \lambda^{1 / 2} x\right]$. Hence the first inequality of $(5.51)$ is satisfied if
\[

$$
\begin{equation*}
\int_{0}^{\infty} x|q(x)| d x<\infty \tag{5.61}
\end{equation*}
$$

\]

The same is true for the second inequality.
To compute $M$, we note that

$$
\varrho_{s x, f_{y}}(\lambda)=g_{x}(\lambda) \overline{f_{y}(\lambda)}=\pi^{-1} \lambda^{-1 / 2} \sin \left(\lambda^{1 / 2} x\right) \sin \left(\lambda^{1 / 2} y\right) \overline{q_{1}(y)} q_{2}(x)
$$

for $\lambda \geqq 0$ and $=0$ for $\lambda<0$. Hence $\sigma_{g x, f_{y}}^{+}=2 \pi G^{+} \varrho_{g x, f y}$ is given by [see (5.28)]

$$
\begin{equation*}
\sigma_{g x, f_{y}}(\lambda)=\frac{1}{i \pi} \overline{q_{1}(y)} q_{2}(x) \lim _{\delta>0} \int_{0}^{\infty} \frac{\mu^{-1 / 2} \sin \left(\mu^{1 / 2} x\right) \sin \left(\mu^{1 / 2} y\right)}{\mu-\lambda-i \varepsilon} d \mu \tag{5.62}
\end{equation*}
$$

Assuming that $0<x \leqq y$, an elementary calculation shows that the limit on the right is equal to

$$
\begin{gathered}
-\pi i \lambda^{-1 / 2} e^{-i y \lambda^{1 / 2}} \sin \left(\lambda^{1 / 2} x\right) \text { for } \lambda>0 \\
-\pi i|\lambda|^{-1 / 2} e^{-y|\lambda|^{1 / 2}} \sinh \left(|\lambda|^{1 / 2} x\right) \text { for } \lambda<0 .
\end{gathered}
$$

As is easily seen, these two expressions are bounded by $\pi x=\pi \min (x, y)$ in absolute value. Hence we have from (5.62)

$$
\begin{equation*}
\left|\sigma_{g_{x}, f_{y}}(\lambda)\right| \leqq \min (x, y)|q(x)|^{1 / 2}|q(y)|^{1 / 2} \tag{5.63}
\end{equation*}
$$

Now the norm $M(\lambda)$ of the integral operator in $L^{2}(0, \infty)$ with the kernel $\left|\sigma_{g x, f y}(\lambda)\right|$ does not exceed its Schmidt norm $N(\lambda)$. But (5.63) shows that

$$
\begin{equation*}
N(\lambda)^{2}=\int_{0}^{\infty} \int_{0}^{\infty}\left|\sigma_{g x, f y}(\lambda)\right|^{2} d x d y \leqq \int_{0}^{\infty} \int_{0}^{\infty}[\min (x, y)]^{2}|q(x)||q(y)| d x d y \equiv N^{2} \tag{5.64}
\end{equation*}
$$

Therefore, we have $M(\lambda) \leqq N$ for all $\lambda$ and hence $M=\sup _{\lambda} M(\lambda) \leqq N$. Thus we conclude from Remark 5.19 that the results of Theorem 5.16 are valid if (5.61) is satisfied and if ${ }^{1}$

$$
\begin{equation*}
|x|<1 / N \tag{5.65}
\end{equation*}
$$

Remark 5.20. Since $[\min (x, y)]^{2} \leqq x y$, we have

$$
\begin{equation*}
N \leqq N^{\prime} \equiv \int_{0}^{\infty} x|q(x)| d x \tag{5.66}
\end{equation*}
$$

Hence (5.65) is satisfied if $|x|<1 / N^{\prime}$. In other words, $-d^{2} / d x^{2}$ and $-d^{2} / d x^{2}+q(x)$ are similar [and unitarily equivalent if $q(x)$ is real] provided $N^{\prime}<1^{2}$. It is interesting to note that this condition is the "best possible". In fact, it is known (and easily verified) that for any $N^{\prime}>1$ there is a real $q(x)$ such that $\int_{0}^{\infty} x|q(x)| d x=N^{\prime}$ and yet $-d^{2} / d x^{2}+q(x)$ has a negative eigenvalue so that it cannot be similar to $-d^{2} / d x^{2}$ [for example it suffices to set $q(x)=-1 / \varepsilon$ for $1 \leqq x \leqq 1+\varepsilon$ and $q(x)=0$ otherwise, where $\varepsilon$ is to be chosen very small].
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## Supplementary notes

## Chapter I

1. (§4.6) Suppose $P, Q$ are orthogonal projections in a unitary space. The fact that $R=(P-Q)^{2}$ commutes with $P, Q$ leads to a simultaneous spectral decomposition of $P$ and $Q$. Each eigenspace $M(\lambda)$ of the selfadjoint operator $R(0 \leqq R \leqq 1)$ for the eigenvalue $\lambda$ reduces both $P$ and $Q$. In $M(\lambda), P$ and $Q$ behave essentially like two one-dimensional projections in a two dimensional space, their ranges having the angle $\theta$ if $\lambda=\sin ^{2} \theta$. For details see Davis [2].
2. (§ 4.6) There are other invertible operators $U$ that implement the similarity between $P$ and $Q$ than the one given by (4.38). For example, a simple one is given by $U=(1-R)^{-1 / 2}(1-P-Q)=U^{-1}$. But this $U$ does not reduce to 1 when $Q=P$.
3. (§ 6.7) The equality $\|P\|=\|1-P\|$ in Problem 6.31 was proved earlier by Del Pasque [1].

## Chapter II

1. Perturbation theory for operators in finite dimensional spaces has been greatly extended and refined by Baumgärtel $\llbracket 11,[4,5,6,7]$.
2. (§ 1.3) The following simple but basic theorem should be added.

Theorem 1.5a. Fix $\zeta$ in Theorem 1.5. Then either i) $R(\zeta, x)$ does not exist for any $x \in \mathrm{D}_{0}$, or ii) $R(\zeta, x)$ is meromorphic in $x \in \mathrm{D}_{0}$ (so that it exists for all $x$ except for isolated points).

Proof. If $\operatorname{det}(T(x)-\zeta)=0$ identically in $\varkappa$, we have the case i). Otherwise ii) follows easily from the matrix representation of $R(\zeta, x)$; note that the matrix elements are polynomials in those of $T(x)-\zeta$ divided by $\operatorname{det}(T(x)-\zeta)$, which is holomorphic in $\varkappa$.
3. (§5.4-7) The troubles that arose in these paragraphs about the differentiability in $x$ of the eigenvalues and eigenvectors of $T(x)$ are solely due to the possibility that the number $s(x)$ of distinct eigenvalues may change discontinuously with $x$. If $s(x)$ is assumed to be constant, all
the difficulties disappear and eigenvalues and eigenprojections behave as smoothly as the operator $T(x)$ itself．For example，suppose that $T(x)$ depends continuously on $\varkappa=\left(\varkappa_{1}, \ldots, \varkappa_{m}\right) \in \mathrm{D}_{0} \subset \mathrm{R}^{m}$ and that $s(x)=s$ is constant．Then the results of par．1－2 show that the eigenvalues of $T(\varkappa)$ can be numbered as $\lambda_{1}(x), \ldots, \lambda_{s}(x)$ ，so that each $\lambda_{h}(x)$ is continuous in $x$ ，at least in a neighborhood of any given point in $\mathrm{D}_{0}$ ，which we may assume to be $x=0$ ．Then the eigenprojection $P_{h}(x)$ associated with $\lambda_{h}(\varkappa)$ is given by the integral（1．16），in which $\Gamma=\Gamma_{h}$ may be chosen as a small fixed circle about $\lambda_{h}(0)$ as long as $|x|$ is sufficiently small．Suppose now that $T(x)$ is $\mathrm{C}^{k}$（ $k$－times continuously differentiable）．Then it is easy to see that $R(\zeta, x)$ is also $C^{k}$ in $x$ uniformly for $\zeta \in \Gamma_{h}$ ．It follows from the integral representation that $P_{h}(x)$ is also $\mathrm{C}^{k}$ ．Then the formula（2．5）with $m=m_{h}=\operatorname{dim} P_{h}(\varkappa)=$ const shows that $\lambda_{h}(\varkappa)$ is also $\mathrm{C}^{k}$ ．That the eigen－ vectors（or generalized eigenvectors）can also be chosen as $\mathrm{C}^{k}$ functions is seen by the argument given in §4．1．Similar results hold when $T(x)$ is analytic in $x$ where $x$ is a set of several real or complex variables $x_{1}, \ldots, \varkappa_{m}$ ．For another proof of differentiability of a more＂real variable＂ type，see Nomizu［1］．

4．（§6．5）Add Davis［3］，Davis and Kahn［1］to footnote on p． 125.

## Chapter III

1．The following may be added to the general reference：Dieudonné【2】，Dunford and Schwartz 【2】，Goffman and Pedrick «1】，Reed and Simon 『11．

2．（§ 2．1）For integral operators see Jörgens 【1】．
3．（§4．2）The proof of Theorem 4.10 given in text is too long．A simple proof is given，for example，in Yosida $\mathbb{1 1}, \mathrm{p} .282$.

4．（§4．3）We have the following theorem on $\operatorname{det}(1+T)$ ．
Theorem．Let $T$ be a degenerate operator in X ．Then $(1+T)^{-1} \in \mathscr{B}(\mathrm{X})$ exists if and only if $\operatorname{det}(1+T) \neq 0$ ．

Proof．Necessity．Let $T_{\mathrm{R}}$ be defined as in text．If $\operatorname{det}(1+T)=0$ ， then $\operatorname{det}\left(1_{\mathrm{R}}+T_{\mathrm{R}}\right)=0$ and there is a nonzero $u \in \mathrm{R}$ such that $u+T u=0$ ． Hence $1+T$ is not invertible．Sufficiency．First we show that $1+T$ is invertible if $\operatorname{det}(1+T) \neq 0$ ．Suppose $u+T u=0$ ．Then $u=-T u \in \mathbf{R}$ so that $\left(1_{\mathrm{R}}+T_{\mathrm{R}}\right) u=0$ ．Since $\operatorname{det}\left(1_{\mathrm{R}}+T_{\mathrm{R}}\right) \neq 0$ ，it follows that $u=0$ ． Next we show that $1+T$ is onto $\mathbf{X}$ ．Let $f \in \mathbf{X}$ ．Then $T f \in \mathbf{R}$ ．Since $\operatorname{det}\left(1_{R}+T_{\mathrm{R}}\right) \neq 0$ implies that $1_{\mathrm{R}}+T_{\mathrm{R}}$ is onto R and has a bounded inverse，there is $v \in \mathrm{R}$ such that $v+T v=-T f$ with $\|v\| \leqq c\|T f\|$ with $c$
independent of $f$ ．If we write $u=f+v$ ，we have $u+T u=t$ with $\|u\| \leqq(1+c\|T\|)\|f\|$ ．Hence $1+T$ is onto X with $(1+T)^{-1} \in \mathscr{B}(\mathrm{X})$ ．

## Chapter IV

1．（§ 1．2）Inequality（1．15）is not very sharp．The factor $2 \sqrt{2}$ can be replaced by 2 ；this follows from a general theorem for the generator of a contraction semigroup due to Kallman and Rota（1）．If $p=2$ ，it can even be replaced by $\sqrt{2}$（see Hardy，Littlewood，and Polya $\mathbb{1} 1$ ， p．187；for an abstract result applicable to this case，see Kato［24］）．

2．（§ 2．4）For further results for the gap between subspaces in a Hilbert space，see Labrousse［1］．

3．（§ 3）．For explicit estimates for the eigenvalues of differential oper－ ators，see e．g．Bazley［1］，Bazley and Fox［1］，Gould 〔1］，Stenger［1］， Weinstein［1－5］．

4．（§4．1）The minimum gap between two subspaces in a Banach space was studied in detail by Del Pasque［1，2］．

5．（§ 5．1）For more results related to nullity，deficiency，and other notions（ascent，descent，etc．）for linear operators，see Taylor［1］， Kaashoek［2，3，4，5］，Kaashoek and Lay［1］，Cardus［1］，Neu－ bauer［3］．

6．（§ 5．1）There is an addition theorem for the index：ind $(S T)=$ $=\operatorname{ind} S+\operatorname{ind} T$ ．Here $S \in \mathscr{C}(\mathrm{Y}, \mathrm{Z})$ and $T \in \mathscr{C}(\mathrm{X}, \mathrm{Y})$ are assumed to be Fredholm and densely defined．Then $S T \in \mathscr{C}(X, Z)$ and $S T$ is also Fred－ holm．Moreover，$S T$ depends continuously on $S$ and $T$ in the gap topology．For the proof see Neubauer［3］．

7．（§5．5）A theorem stronger than Theorem 5.31 is found in Mar－ kus［1］．For more recent results in this direction，see Kashoek［1，2，3］， Oliver［1］，Ribarič and Vidav［1］，Bart［1］，Bart，Kaashoek and Lay［1］，Bart and Lay［1］，Förster［1］，Gramsch［1，2］．

8．（§6．2）For a further generalization of Theorem 6．2，see How－ land［6］，which also contains application of the $W-A$ formulas to embedded eigenvalues of a selfadjoint operator．

9．（§6）Analytic functions with values in the set of degenerate operators have been studied in detail by Howland［7］and some of the authors cited in note 7 above．

## Chapter V

1．The following may be added to the general reference：Halmos 【3】， Helson 【1】，Putnam 【1】，Reed and Simon 【2】，Sz．－Nagy and Foias «1】．
2. (§3.2) The proof of Theorem 3.1 (convexity of the numerical range) is quite simple if one notes that the problem is essentially twodimensional. Indeed, one wants to show that for each pair $z_{1}, z_{2} \in \Theta(T)$, the segment $\left(z_{1}, z_{2}\right)$ is contained in $\Theta(T)$. Choose $u_{j}$ such that $z_{j}=\left(T u_{j}, u_{j}\right)$, $\left\|u_{j}\right\|=1, j=1,2$. It suffices to show that if $u$ varies over the unit sphere in the two-dimensional subspace spanned by $u_{1}, u_{2}$, then ( $T u, u$ ) covers the segment $\left(z_{1}, z_{2}\right)$. Thus it suffices to prove the theorem for a twodimensional space $H$. In this case, however, it is a direct consequence of Problem 3.5. (The answer to this problem is that the numerical range is an ellipse with the two eigenvalues as foci. For the proof of the theorem, the exact shape of the numerical range of a two-dimensional operator is not necessary, but such a knowledge is useful anyway.)
3. (§ 3.11) Regarding the fractional powers of linear operators in a Banach space [see (3.53)], we refer to a comprehensive study by Komatsu [1-6] and Yoshikawa [1].
4. (§4.1) Regarding Theorems 4.3-4, we want to note that it is in general impossible to improve the limit 1 of the $T$-bound of $A$, even when both $T$ and $A$ are bounded from below. This is seen from the following example. Let $T=-d^{2} / d x^{2}+(3 / 2) x^{-2}$ in $\mathrm{H}=\mathrm{L}^{2}(0, \infty)$. If we choose $\mathrm{D}(T)=\mathrm{C}_{0}^{\infty}(0, \infty)$, it is known that $T$ is essentially selfadjoint (see VIIExample 4.15). Let $A=-d^{2} / d x^{2}$ with the same domain as $T$. Then a simple calculation shows that $\|A u\| \leqq\|T u\|$. But $T+\varkappa A=$ $=(1+x)\left[-d^{2} / d x^{2}+(3 / 2)(1+x)^{-1} x^{-2}\right]$ is not essentially selfadjoint if $x>1$ because (3/2) $(1+x)^{-1}<3 / 4$ (see loc. cit). Note that $T$ and $A$ are nonnegative.
5. (§4.1) The problem considered in Theorems 4.3-4 can be generalized to the following. Suppose $T \in \mathscr{C}(X, Y)$ is densely defined, where $X, Y$ are Banach spaces. Let $A$ be a densely defined operator from $X$ to $Y$ such that $A$ is $T$-bounded and $A^{*}$ is $T^{*}$-bounded, with the relative bounds smaller than 1. Then $(T+A)^{*}=T^{*}+A^{*}$. For this and related problems see Hess and Kato [1].
6. (§4.1) Theorem 4.6 was strengthened by Wüst [1] to the case in which the weaker inequality (4.1) [rather than (4.2)] is assumed with $b=1$. It has further been generalized by Okazawa [2] and Chernoff [2] to the case in which $T$ and $A$ are accretive (or dissipative) operators in a Banach space, under certain mild restrictions. ( $T$ is accretive if $\|u+\alpha T u\| \geqq\|u\|$ for all $u \in \mathrm{D}(T)$ and $\alpha>0 ; T$ is dissipative if $-T$ is accretive.) The generalized form of Theorem 4.6 also generalizes Theorem IX-2.7, with the limit $1 / 2$ replaced by 1 . This was first proved by Gustafson [1, 2]. For further related results see Okazawa [1,3,4], Yoshikawa [3]. It was found that Theorem 4.6 is often useful for the proof of essential
selfadjointness in various delicate problems; see Konrady [1], Simon [6], Grütter [1].
7. (§ 4.4) Theorem 4.12 implies that if $T, S$ are nonnegative selfadjoint operators such that $\mathrm{D}(T) \subset \mathrm{D}(S)$, then $\mathrm{D}\left(T^{1 / 2}\right) \subset \mathrm{D}\left(S^{1 / 2}\right)$. Indeed, the assumption implies that $\|S u\| \leqq c\|(T+1) u\|$ for $u \in \mathrm{D}(T)$ (see IVRemark 1.5). Hence $\left\|S^{1 / 2} u\right\| \leqq c^{1 / 2}\left\|(T+1)^{1 / 2} u\right\|$ by (4.15). Since $\mathrm{D}(T)$ is a core of $(T+1)^{1 / 2}$ by Theorem 3.35, it follows that $\mathrm{D}\left(S^{1 / 2}\right) \supset D\left(T^{1 / 2}\right)$ with the last inequality extended to all $u \in \mathrm{D}\left(T^{1 / 2}\right)$. These results are implicitly contained in VII-§ 4.5. They are special cases of the interpolation theorems for the fractional powers of linear operators (see Heinz [1], Kato [5, 14], Komatsu [1-6]).
8. (§ 5.2) Inequality (5.13) is true even for $\gamma=1 / 2$. It is a special case of the Sobolev imbedding theorem (see e. g. Nirenberg [1]). Note that $\mathbf{D}\left(H_{0}\right)$ is exactly the Sobolev space $\mathbf{H}^{2}\left(\mathrm{R}^{3}\right)$ or $\mathbf{W}^{2,2}\left(\mathrm{R}^{3}\right)$ in the usual notation.
9. (§ 5.3-4) The essential selfadjointness of the Schrödinger and Dirac operators continue to be the object of extensive study. The following is a partial list that may be added to the footnote to Theorem 5.4: Faris $\mathbb{1} 1$, Jörgens and Weidmann $\mathbb{1 1}$, Schechter $\mathbb{1} 1$, Carleman [1], Chernoff [3], Cordes [2], Evans [1], Faris [3], Faris and Lavine [1], Grütter [1], Hellwig [2,3], Jörgens [2,3], Kalf and Walter [1], Kato [21, 25, 26, 28], Rejto [8], Rohde [2], Schmincke [1, 2], Simader [1], Simon [6], Stetkaer-Hansen [1], Walter [1, 2, 3], Weidmann [3], Wienholtz [2], J. Wolf [1]. Here we mention a typical result for $L=-\Delta+q(x)$ on $\mathrm{R}^{m}$. For the minimal operator $\dot{S}$ to be essentially selfadjoint, the following is a sufficient condition for $q: q=q_{1}+q_{2}$, where $q_{1}, q_{2}$ are real-valued and locally square-integrable on $\mathrm{R}^{m} ; q_{1}(x) \geqq-q^{*}(|x|)$ where $q^{*}(r) \geqq 0$ is monotone increasing for $0<r<\infty$ and $q^{*}(r)=O\left(r^{2}\right)$ as $r \rightarrow \infty$; the integral of $\left|q_{2}\right|^{2}$ on the ball $|x|<r$ is at most of the order $O\left(r^{2 s}\right)$ with some real number $s$ as $r \rightarrow \infty$; and

$$
\int_{|y|<r}\left|q_{2}(x-y)\right||y|^{m-2} d y \rightarrow 0 \quad \text { as } \quad r \rightarrow 0 \quad \text { uniformly in } \quad x \in \mathrm{R}^{m}
$$

( $|y|^{m-2}$ should be replaced by $-\log |y|$ if $m=2$ and by 1 if $m=1$ ). (In Kato [25] it was assumed that $q^{*}(r)=o\left(r^{2}\right)$, but it can be replaced by $q^{*}(r)=O\left(r^{2}\right)$ with a slight modification of the proof, cf. Kato [28]).
10. (§5.3-4) For further results on the spectral properties of the Schrödinger and Dirac operators, see Arai [1, 2], Balslev [2-4], Hunziker [2], Jörgens [2, 3], Kato [21], Konno and Kuroda [1], Schechter 【11, [4], Simon [2], Uchiyama [1-3], Ushijima [1, 2], Weidmann [1, 2], Zislin [2, 3].

## Chapter VI

1. Symmetric forms that are not semibounded, and their relationship to selfadjoint operators, are considered by Mc Intosh [1,2]. An extensive study of Hamiltonian operators in quantum mechanics defined in terms of quadratic forms is given by Simon [11, [3].
2. (§ 1.4) Another convenient criterion for closability is given by the following theorem, which is a generalization of Theoren 1.27 but which does not involve an operator in its statement.

Theorem. A sectorial form $\mathfrak{t}$ is closable if and only if $u_{n} \in \mathrm{D}(\mathrm{t})$, $\left|\mathfrak{t}\left[u_{n}\right]\right| \leqq M, n=1,2, \ldots$, and $u_{n} \rightarrow 0$ together imply that $\mathfrak{t}\left[v, u_{n}\right] \rightarrow 0$ for each $v \in D(t)$.

Proof. The sufficiency of the condition can be proved as in Theorem 1.27, with obvious modifications. To prove the necessity, we may assume without loss of generality that $D(t)$ is dense in $H$. Suppose $t$ is closable and let $T$ be the $m$-sectorial operator associated with $\tilde{\mathfrak{t}}$, the closure of $\mathfrak{t}$ (see Theorem 2.1). Then $\tilde{\mathfrak{t}}\left[v, u_{n}\right]=\left(T v, u_{n}\right) \rightarrow 0$ for $v=\mathrm{D}(T)$. If we introduce the Hilbert space $H_{b}$ with $\mathfrak{b}=\operatorname{Re} \tilde{t}$ as in par. $3, \tilde{t}$ is a bounded form on $H_{b}$ and $\left\{u_{n}\right\}$ is a bounded sequence in $H_{b}$. Since $\mathrm{D}(T)$ is dense in $\mathrm{H}_{\mathfrak{b}}$ by Theorems 1.21 and 2.1, it follows that $\mathfrak{t}\left[v, u_{n}\right]=\tilde{\mathfrak{t}}\left[v, u_{n}\right]$ $\rightarrow 0$ for each $v \in D(t)$.
3. (§ 2.3) For the Friedrichs extension of differential operators with a singular potential see Kalf [1].
4. (§ 2.6) The question raised in Remark 2.29: was solved by McIntosh [3], who gave an example of an $m$-sectorial operator $T$ for which $\mathrm{D}\left(T^{1 / 2}\right) \neq \mathrm{D}\left(T^{* 1 / 2}\right)$. In this connection it should be noted that $\mathrm{D}\left(T^{\alpha}\right)=\mathrm{D}\left(T^{* \alpha}\right)$ is true for any $\alpha$ with $0 \leqq \alpha<1 / 2$ and any $m$-accretive (not necessarily sectorial) operator $T$ (see Kato [16], Sz.-Nagy and FOIAS (11).
5. (§4.3) This paragraph has been completely revised. The new Theorem 4.6a is simpler but stronger than the old Theorem 4.6. The improvement was made possible by the use of a lemma on differential equations 'given in Kato [25], also cited in note 9, Chapter V. The use of the theory of forms is effective in constructing a selfadjoint restriction $H$ of $L$, but the characterization of $\mathrm{D}(H)$ would require some other means. Construction of a selfadjoint restriction of $L$ under very general assumptions is given by Schechter [5].

## Chapter VII

1. (§ 1.2) Sometimes $R(\zeta, x)$ may be extended to some $\varkappa$ as a pseudoresolvent (see VIII-§ 1.1), even when $T(x)$ no longer makes sense. For a related theory and its application to Dirac operators see Veselić [2].
2. (§ 1.3) An interesting application of analytic perturbation theory to the study of Schrödinger operators, in particular for many-particle systems, is contained in the theory of dilatation analytic potentials due to Combes and Balslev. See Aguilar and Combes [1], Balslev and Combes [1], Simon [5].
3. (§ 1.3) Theorem 1.9 can be strengthened by adding the following assertion: in the second alternative case, the resolvent $R(1, x)$ $=(T(x)-1)^{-1}$ is meromorphic in $x \in \mathrm{D}_{0}$. Similarly for Theorem 1.10, with $R(0, x)=T(x)^{-1}$ instead of $R(1, x)$. These results are direct consequences of the following theorem.

Theorem. Let $T(x)$ be a holomorphic family for $x \in \mathrm{D}_{0}$. Let $\lambda$ be an isolated eigenvalue of $T\left(x_{0}\right)$ with finite multiplicity $m$ (this means $\lambda \in \mathrm{P}\left(T\left(x_{0}\right)\right)$ if $\left.m=0\right)$. Then either i) $R(\lambda, x)$ does not exist for any $x$ in a neighborhood of $x_{0}$, or else ii) $R(\lambda, x)$ is meromorphic in $x$ in a neighborhood of $\varkappa_{0}$ (so that $\varkappa_{0}$ is at most a pole of the meromorphic function $R(\lambda, x)$ ).

Proof. We may assume $x_{0}=0$. In the proof of Theorem 1.7, choose $\Gamma$ as a small circle about $\lambda$. Let $T^{\prime}(x), T^{\prime \prime}(x)$ be the parts of $T(x)$ in $M^{\prime}(x)$, $\mathrm{M}^{\prime \prime}(x)$, respectively. Then $\lambda \in \mathrm{P}\left(T^{\prime \prime}(x)\right)$ so that $\left(T^{\prime \prime}(x)-\lambda\right)^{-1} \in \mathscr{B}(\mathrm{X})$ exists and is holomorphic in $\varkappa$ near $\varkappa=0$. On the other hand,

$$
T^{\prime}(x)-\lambda=U(x)\left(\check{T}^{\prime}(x)-\lambda\right) U(x)^{-1}
$$

where $\check{T}^{\prime}(x)$ is the part in $\mathrm{M}^{\prime}(0)$ of $\check{T}(x)$. Since $\operatorname{dim} \mathrm{M}^{\prime}(0)=m<\infty$, it follows from Theorem 1.5a in note 2 for Chapter II that ( $\left.\check{T}^{\prime}(\chi)-\lambda\right)^{-1}$ either does not exist for any small $\varkappa$ or else is meromorphic. This leads to the required results. (For related results see Steinberg [1].)
4. (§ 1.4) A detailed function-theoretic study of the behavior of the eigenvalues of the operator $H=-d^{2} / d x^{2}+x^{2}+\varkappa x^{4}$ in $\mathrm{H}=\mathrm{L}^{2}(-\infty, \infty)$ is given by Simon [1]. It is analogous to the situation in Example 1.11 but much more complicated, since we have a singular perturbation here.
5. (§4.2) In (4.7) we have to assume that $\mathfrak{h}(x) \geqq 1$ for all $x$ considered, not only for $x=0$. (But this is not an essential restriction as long as $x$ is confined to a compact subset of $\mathrm{D}_{0}$.)

## Chapter VIII

1. The problem of determining the eigenvalues from divergent perturbation series is studied in Simon [4].
2. (§ 1.1) We add the following theorem.

Theorem. Let $T_{n} \overrightarrow{\mathrm{~s}} T$ in the generalized sense and $A_{n} \rightarrow A$ in the proper sense [so that $A_{n}, A \in \mathscr{B}(\mathrm{X})$ ]. Then $T_{n}+\varkappa A_{n} \overrightarrow{\mathrm{~s}} T+\varkappa A$ in the generalized sense for sufficiently small $|x| . ~ \varkappa$ is arbitrary if, for example, $T_{n}$ and $T$ are selfadjoint operators in a Hilbert space.

The proof is easy, depending on the Neumann series expansion for $\left(T_{n}+\varkappa A_{n}-\zeta\right)^{-1}$, etc.
3. (§2.5) For approximation of semigoups, see Strang [1].
4. (§ 3.2) Add Huet [8-16] to footnote to Theorem 3.6.
5. (§3.4) Theorem 3.13a for a monotone nondecreasing sequence of symmetric forms is a strengthening of Theorem 3.13 of the first and second editions. Its proof depends on Lemma 3.14a for the equivalence of closedness and lower semicontinuity of forms. Similar results have been given by B. Simon, Lower semicontinuity of positive quadratic forms, Proc. Roy. Soc. Edinburgh 79, 267-273 (1977); A canonical decomposition for quadratic forms with applications to monotone convergence theorems, J. Functional Anal. 28, 377-385 (1978).
6. (§4.4) When $T(\varkappa)$ is selfadjoint, the rate of convergence for the resolvent, eigenvalues and eigenprojections was studied in greater detail by Greenlee [2,3], based on the theory of forms and interpolation spaces, where the rate is given in the fractional powers of $\varkappa$. (This does not mean that the expansion in powers of a fractional power of $\varkappa$ is given.) See also Yoshikawa [2]:
7. (§5.1) Add Conley and Rejto [2], Greenlee [1], Veselić [1] to the footnote. Spectral concentration naturally occurs when an eigenvalue embedded in the continuous spectrum undergoes a perturbation. Such a problem was already considered by Friedrichs [3]. For a general treatment of this problem and related problems, see Howland [2, 4, 5, 8, 9], Simon [7], Thomas [1].

## Chapter IX

1. (§ 2.3) It was shown by Yosida [1] that if $\mathrm{D}(A)>\mathrm{D}\left(T^{\alpha}\right)$ for some $\alpha$ with $0<\alpha<1$, then $A$ is $T$-bounded with an arbitrarily small $T$-bound, so that the result of Theorem 2.7 holds. Theorem 2.7 itself was improved by Gustafson [1,2] by replacing $1 / 2$ by 1 . For further generalizations of this theorem, see note 6 to Chapter V. For the Trotter product formula, see Faris [1, 2], Chernoff [1, 4], Kato [29].
2. (§ 2.6) Regarding Remark 2.21, a sufficient condition for $U(t, x) u$ to have an asymptotic expansion up to $x^{n}$ was obtained by Kai-Nan Chueh.
3. (§ 3.4) The convergence of operators acting in different Banach spaces is studied in greater detail by Stummel [2-5].

## Chapter X

1. (§ 1) For some interesting problems in perturbation theory see Krein [7], Baumgärtel [8].
2. (§ 1.1) Theorem 1.6 can be slightly strengthened by asserting that $P$ commutes with every operator $A \in \mathscr{B}(\mathrm{H})$ that commutes with $H$. The proof is the same, since $A$ commutes with $E\left(\mathrm{~S}_{0}\right)$.
3. (§ 2.1) A problem opposite to Theorem 2.1 in some sense was considered by Baumgärtel [2], in which the following theorem is proved. Given any selfadjoint operator $H$ with a pure point spectrum, with eigenvalues all simple and dense in an interval $[a, b]$, there exists a selfadjoint operator $V$ of rank one such that $H+\varkappa V$ has pure continuous spectrum on $[a, b]$ for all real $\varkappa$ with sufficiently small $|x|$.
4. (§ 3.2) Regarding Remark 3.6, we note that a theory with $P_{1}$ replaced by a formally different projection is proposed by Wilcox [3].
5. (§ 3.4) For further sufficient conditions for the existence of the wave operators in potential scattering, see LundQvist [1], Jörgens and Weidmann [1]. Very general (not necessarily differential) operators are considered by Veselió and Weidmann [1, 2]. Kupsch and Sandhas [1] consider scattering by highly singular potentials and show that only their behavior at infinity matters for the existence of the wave operators. The situation is different, however, for the completeness of the wave operators; see Pearson [2].
6. (§ 3.4) For the decay rate of wave packets satisfying the Schrödinger equation, see Wilcox [1], Hunziker [3].
7. (§4.3) For a generalization of the trace formula (see footnote 4 to Theorem 4.3) to non-selfadjoint (or non-unitary) operators, see LaNGER [2].
8. The last three sections of Chapter X is concerned with scattering theory, which is currently under rapid progress. Most of the general theory given in the text is still useful, but there has been much improvement in detail. Moreover, many new ideas, methods, and problems have
appeared since the publication of the first edition of the book. In what follows we shall give a brief review of the development. For a general survey, see also Newton 『1】, Dollard [3], Dolph [3], Kato [23, 27].
(a) Abstract theory of stationary methods. The text is inclined towards the time-dependent theory of scattering, only a special kind of stationary method being presented in § 5 (a variant of the Friedrichs method). Recently, however, more emphasis has been laid on stationary rather than time-dependent methods, resulting in greater generality, refinement, and ramification. Basic contributions to the abstract theory of stationary methods are due to Rejto [1, 2, 4-7] (gentle and partly gentle perturbations), Birman [9-13], Birman and Entina [1, 2], Kuroda [7-12], Howland [1, 3], Kato and Kuroda [2, 3], Schechter [7]. In a certain sense stationary methods are the Laplace transform of time-dependent methods. The resolvents $R\left(\zeta, H_{j}\right)$ are the basic tools in the former in place of the unitary groups $e^{-i t H_{j}}$ in the latter, and there are many technical advantages (as well as some disadvantages) in the use of the resolvents. In the stationary theory one constructs the wave operators $W_{ \pm}$independently of the time-limit formulas (3.3). Then $W_{ \pm}$ are used for the proof of the existence of the time limits $\lim e^{i t H_{\mathbf{2}}} e^{-i t H_{1}} P_{1}$ and their identity with $W_{ \pm}$.

The expression for $W_{ \pm}$in the stationary methods usually takes the form of "spectral integrals", such as $W_{ \pm}=\int A_{ \pm}(\lambda) d E_{1}(\lambda) P_{1}$ with certain operator-valued functions $A_{ \pm}(\lambda)$, but the interpretation of such integrals require considerable work. Roughly speaking, the difference among various stationary methods lies in the different assumptions and different ways to interpret such integrals. Very often the integrals are interpreted by introducing a topology, in the space of the operators involved, which is different from the usual ones, and this is done by using certain auxiliary subspaces X of H with a topology different from that of H . Sometimes one can dispense with an explicit use of X by employing the so-called factoxization method (see e.g. Kuroda [10], Kato [18], Kato and Kuroda [2, 3]). Other attempts have been made to interpret the spectral integrals directly (see Baumgärtel [3], Amrein, Georgescu and Jauch [1]). But it seems to the author that the freedom of the choice of $X$ is a great advantage in the stationary theory (see, for example, the application of the general stationary theory to the three-body problem by Howland [11]).
(b) Trace conditions versus smooth perturbations. In most cases the time-dependent methods were explicitly or implicitly tied to a trace condition (which says that a certain operator is in the trace class), at least when the completeness of the wave operators is concerned. A typical example is the result on potential scattering given in Example 4.10. More
general second-order elliptic differential operator in $\mathrm{R}^{\mathbf{3}}$ are considered by Ikebe and Tayoshi [1], also by using a trace condition. Some of the stationary methods also use the trace conditions (e.g. Birman, Birman and Entina cited in (a)). On the other hand, some stationary methods are adapted to "smooth perturbations", in which the resolvents are continuous up to the real axis in a certain topology (e.g. Howland). It is possible, however, to construct a general theory that comprises the two types of perturbation and possibly others (e.g. Kato and Kuroda).
(c) Potential scattering. The development of the stationary theory has made it possible to improve greatly the results on potential scattering given in Theorem 3.9 and Example 4.10. For example, it has been shown that $W_{ \pm}\left(H_{2}, H_{1}\right)$ for $H_{1}=-\Delta$ and $H_{2}=H_{1}+q(x) \cdot$ in $\mathrm{H}=\mathrm{L}^{2}\left(\mathrm{R}^{m}\right)$ exist and are complete if $q$ is real and

$$
\begin{equation*}
|q(x)| \leqq c(1+|x|)^{-\beta}, \quad \beta>1, \tag{1}
\end{equation*}
$$

(see Kato [22]). Strictly speaking, (1) is not comparable with (4.31) but practically it is weaker than the latter. More general conditions are given by Kuroda [14], Rejto [9, 10], Schechter [6], and others. For related problems see Dollard [2, 3], Faddeev [4], Kuroda [15].

Scattering by highly singular potentials was studied by Kupsch and Sandhas [1], Hunziker [4], Amrein and Georgescu [2], Pearson [1, 2]. Pearson shows, among others, that there are spherically symmetric potentials with compact support: for which the wave operators exist but are not complete.

Following the pioneering work of Faddeev [1, 2], scattering theory for many-particle systems has been developed by many authors: Van Winter [1, 2], Yakubovski [1], Hepp [1], Combes [1, 2], Iorio and O’Carrol [1], Sigal [1], Dollard [4], Thomas [4], Ginibre and Moulin [1], Howland [11].

For scattering theory for the Dirac equation, see Thompson [1], Yamada [1], Eckardt [1, 2]. For scattering for crystals, see Kuroda [13], Тhomas [2].
(d) Nonexistence of the singular continuous spectrum. The stationary methods are not only able to prove the existence and completeness of the wave operators, but they provide means to answer the question of whether or not the singular continuous spectrum of $H_{2}$ exists, a question that appears to be out of reach of the time-dependent theory. Thus it can be shown that under condition (1), $H_{2}$ has no singular continuous part. This was first proved by Agmon [1, 2] for a more general elliptic differential operator in $\mathrm{R}^{m}$, independently of the theory of wave operators. The same result was obtained by Kuroda [16, 17] in the framework of
abstract scattering theory. For a similar result for uniformly propagative systems [which are related to subjects (g), (h) below], see Suzuki [1].

Potentials that (roughly) satisfy (1) are called short range potentials. For certain long range potentials $q$ [which do not satisfy (1)], the nonexistence of the singular continuous part of $H_{2}$ was proved by Lavine [1, 3-5], Arai [2], Ikebe and Saito [1]. In such cases, the wave operators are not likely to exist [see (i) below]. But they may exist if $q$ is rapidly oscillating; see Buslaev [2], Matveev and Skriganov [1].
(e) The invariance principle. The invariance principle, proved in § 4.4 under a trace condition, has been shown to be valid under more general conditions. It was an empirical fact that whenever the existence and completeness of both $W_{ \pm}$were proved, the invariance principle was found to hold (see Kato and Kuroda [2, 3]; for earlier results see also Shenk [2]). On the other hand, it was shown by Wollenberg [1] that the existence and completeness of $W_{+}\left(H_{2}, H_{1}\right)$ do not necessarily imply the existence of $W_{+}\left(\phi\left(H_{2}\right), \phi\left(H_{1}\right)\right)$. He shows, however, that if $W_{+}\left(H_{2}, H_{1}\right)$ exists and is complete and if $W_{+}\left(\phi\left(H_{2}\right), \phi\left(H_{1}\right)\right)$ exists, then the invariance principle holds.

In this connection, it is interesting to note that the principle was proved in some cases in which only the existence of $W_{+}$is known; see Donaldson, Gibson, and Hersh [1]. The principle was proved also for some non-selfadjoint problems (see Goldstein [4]) and for the generalized wave operators to be discussed in (i) (see Matveev [1], Sahnovic [5]).
(f) Eigenfunction expansions. By the stationary methods one can handle the eigenfunction expansions for the continuous spectrum in an abstract setting. Here the eigenfunctions do not belong to the basic Hilbert space, and it is necessary to interpret them as elements of some abstract space [for example the dual space of the auxiliary space $X$ mentioned in (a)]. For these results, see Kuroda [11, 12], Howland [3], Kato and Kuroda [2, 3].

A variant of the stationary method starts with a concrete construction of eigenfunctions and use them to construct the wave operators. This method is less abstract but gives more detailed results for differential operators. It was first used by Povzner [1, 2] and Ikebe [1] (cf. also Titchmarsh $\mathbb{1 1}$ ) and has been applied to a great variety of problems by Alsholm and Schmidt [1], Eckardt [2], Goldstein [1, 2], Ikebe [4-8], Mochizuki [1, 3, 4], Schulenberger and Wilcox [2], Shenk [1], Shenk and Thoe [1, 2], Thompson [1], and others. The most complete results are contained in a recent paper by Agmon [2]. Another variant of this approach is to regard the second-order differential operator such as $-\Delta+q(x)$. in $\mathrm{R}^{m}$ as an ordinary differential operator acting on functions on $(0, \infty)$ with values in $X=L^{2}\left(S^{m-1}\right)$, where $S^{m-1}$ is the unit
sphere in $\mathrm{R}^{m}$. This enables one to use techniques in ordinary differential equations and leads to eigenfunction expansions for X -valued functions. It was successfully applied to potential scattering; see JÄGER [1], Saito [1].
(g) Two-Hilbert space theory. In some problems in scattering theory, in particular those related to classical physics (wave equations, Maxwell equations, etc.), it is necessary to consider selfadjoint operators $H_{1}, H_{2}$ acting in different Hilbert spaces $\mathrm{H}_{1}, \mathrm{H}_{2}$, respectively. In such a case the wave operators are defined by

$$
\begin{equation*}
W_{ \pm}=W_{ \pm}\left(H_{2}, H_{1} ; J\right)=\operatorname{s-lim}_{t \rightarrow \pm \infty} e^{i t H_{2}} J e^{-i t H_{1}} P_{1} \tag{2}
\end{equation*}
$$

where $J \in \mathscr{B}\left(\mathrm{H}_{1}, \mathrm{H}_{2}\right)$, the identification operator, is to be determined from physical considerations. Since $J$ is not necessarily isometric, $W_{ \pm}$need not be either. In many cases, however, they turn out to be isometric. Such wave operators were implicitly considered by Wilcox [2], Schmidt [1] and Thoe [1]. A general theory and applications of two-space wave operators were given by Kato [19]. See also Hunziker [4], Belopol'ski! and Birman [1], Birman [13-15], Schechter [7].

Scattering for wave equations and symmetric systems of partial differential equations has been studied by abstract method as well as by eigenfunction expansions; see Ikebe [6, 7], Kako [1], Schulenberger and Wilcox [1, 2], Suzuki [1], Yajima [1], Schechter [7].
(h) Non-selfadjoint operators. Scattering theory for non-selfadjoint operators (or non-unitary operators) has also been developed. Actually the stationary method in § 5 of the text is of this kind, since $A$ need not be a symmetric operator. But it is a "small perturbation" theory since the parameter $\varkappa$ is assumed to be sufficiently small. The original theory of Friedrichs was even valid in Banach spaces (Friedrichs [2, 3]). A rather general theory of small and smooth perturbations in a Hilbert space was given by Kato [18]. It was partially extended to semigroups (rather than groups) in Banach spaces by Lin [1, 2]. Non-selfadjoint perturbations that are not necessarily small were studied by Mochizuki [2], Goldstein [3, 4], Ljance [1-4], and others, under various assumptions, which may or may not be verified easily in applications. For related problems see also Sahanovic [1, 2], Stankevic [2]. A general (stationary) theory of perturbation of spectral operators was given by Huige [1].

It should be noted that the scattering theory for non-selfadjoint operators is closely related to the two-Hilbert space theory discussed in (g). Indeed, (2) can be written

$$
\begin{equation*}
J^{-1} W_{ \pm}\left(H_{1}, H_{2} ; J\right)=\underset{t \rightarrow \pm \infty}{\mathrm{s}-\lim } e^{i t \hat{H}_{2}} e^{-i t H_{1}} P_{1} \tag{3}
\end{equation*}
$$

if we assume that $J^{-1} \in \mathscr{B}\left(\mathrm{H}_{2}, \mathrm{H}_{1}\right)$ exists and write $\hat{H}_{2}=J^{-1} H_{2} J$. If $J$ is not unitary, $\hat{H}_{\mathbf{2}}$ is not necessarily selfadjoint though it is similar to a selfadjoint operator (and hence spectral). In this sense the two-space theory is essentially a non-selfadjoint theory, although it is a rather special case of the latter. In this connection, it is useful to note that different choices of $J$ often lead to the same $W_{ \pm}$and that among the possible $J^{\prime} s$ there may be a unitary operator. Since $\hat{H}_{2}$ with a unitary $J$ is selfadjoint, we have here a means to convert a non-selfadjoint problem into a selfadjoint one (see Kato [19]).
(i) Generalized wave operators of Dollard type. As noted in (c), there now exists a satisfactory theory for potential scattering with a short range potential. It was shown by Dollard [1], on the other hand, that the wave operators do not exists if $q(x)$ is a Coulomb potential $c|x|^{-1}$ in $R^{3}$. Nevertheless, he was able to show that the generalized wave operators

$$
\begin{equation*}
W_{D, \pm}=W_{D, \pm}\left(H_{2}, H_{1}\right)=\operatorname{s-lim}_{t \rightarrow \pm \infty} e^{i t H_{2}} e^{-i t H_{1}-i X_{t}} \tag{4}
\end{equation*}
$$

exist, have properties of the proper wave operators (isometry, intertwining property, etc.) and lead to a satisfactory scattering operator. Here $X_{t}=c H_{1}^{-1 / 2} \log |t|$ in the Coulomb case. This result suggests that the wave operators in the usual sense could not exist for long range potentials that decay like $|x|^{-1}$ or more slowly (though this has not been proved rigorously to the author's knowledge). Dollard's proof also suggests that in a more general case $X_{t}$ should be chosen as

$$
\begin{equation*}
X_{t}=\int_{0}^{t} q(s p) d s, \quad p=\left(p_{1}, p_{2}, p_{3}\right), \quad p_{j}=i^{-1} \partial / \partial x_{j} \tag{5}
\end{equation*}
$$

This conjecture has been verified to be correct if the decay of $q$ is not too slow (roughly like $|x|^{-\beta}$ with $1 / 2<\beta \leqq 1$ ); see Amrein, Martin, and Misra [1], Buslaev and Matveev [1], Alsholm [1], Alsholm and Kato [1]. [For a more slowly decaying potential $q$, (5) must be replaced by another, more complicated expression.] It appears that so far the completeness of the generalized wave operators of Dollard type has not been proved except in the special cases of spherically symmetric potentials. (For related results sée Sahanovic [3, 4].)

Recently a spectral representation for Schrödinger operators $H_{2}=-\Delta+q(x)$. with certain long range potentials was constructed by Ikebe [9]. His result implies that there exist complete wave operators of a generalized type in the sense of the stationary theory (so that $H_{2, a c}$
is unitarily equivalent to $\left.H_{1}=-\Delta\right)$. But the relationship of these wave operators to the time-dependent theory is as yet unclear.

Other kinds of generalized wave operators than those of Dollard type may exist for a given pair $H_{1}, H_{2}$. The operators (2) mentioned above in the two-space theory are examples. Indeed (2) may be useful even when $\mathrm{H}_{2}=\mathrm{H}_{1}$, and some $J \neq 1$ may lead to a pair $W_{ \pm}\left(H_{2}, H_{1} ; J\right)$ with nice properties even when $J=1$ fails to do so. Although the physical meaning of (2) is vague for an arbitrary choice of $J$, the resulting $W_{ \pm}$will give useful information on the structure of $H_{2}$ if they do exist. Matveev and Skriganov [2] prove the existence and completeness of such generalized wave operators for the radial Schrödinger operator with certain long range potentials.
(j) Other formulations of scattering theory. There are different ways to formulate scattering theory in quantum mechanics. The wave operators are mathematically convenient but not indispensable for physical purposes. What is essential is the existence of the limits

$$
\begin{equation*}
\omega_{ \pm}(A)=\lim _{t \rightarrow \pm \infty} e^{i t H_{3}} A e^{-i t H_{3}} P_{2} \tag{6}
\end{equation*}
$$

for operators $A$ in a certain subset $\mathscr{A}$ of $\mathscr{B}(\mathrm{H})$ (here $P_{2}$ should be loosely interpreted as the projection onto $\mathrm{H}_{2, \mathrm{c}}$ or $\mathrm{H}_{2, \mathrm{ac}}$ ). In the case of potential scattering in $\mathrm{R}^{3}$, one may choose $\mathscr{A}$ as the set of all $A=\Phi\left(p_{1}, p_{2}, p_{3}\right)$ with $p_{i}=i^{-1} \partial / \partial x_{j}$. It can be shown that (6) exist and equal $W_{D, \pm}^{*} A W_{D, \pm}$ if $W_{D, \pm}=W_{D, \pm}\left(H_{2}, H_{1}\right)$ exist and are complete (with a choice of $X_{t}$ that commutes with the $p_{j}$ ). But (6) could exist without $W_{D, \pm}$ existing. A "weak scattering theory" in this sense was developed by Lavine [2] and applied to potential scattering with a long range potential. On the other hand, it was shown by Amrein, Martin, and Misra [1] that the existence of (6) for sufficiently large class $\mathscr{A}$ implies the existence of isometric operators $\Omega_{ \pm}$such that $\omega_{ \pm}(A)=\Omega_{ \pm}^{*} A \Omega_{ \pm}$for all $A \in \mathscr{A}$ and, moreover, that $\Omega_{ \pm}$can be expressed by time-limits of the form (4). (On the other hand, one cannot require that $\mathscr{A}=\mathscr{B}(\mathrm{H})$ unless $H_{2}$ is a trivial operator; see Howland [10]). For other formulations of scattering theory, see Jauch, Misra, and Gibson [1], Ruelle [1], Wilcox [3], Thomas [3], Amrein and Georgescu [1].
(k) Lax-Phillips theory. There is a comprehensive theory of scattering due to Lax and Phillips, which has been developed independently of the theory presented in this book. Naturally there is a close relationship between the two theories, but so far it has not been clarified completely. For the Lax-Phillips theory we refer to Lax and Phillips $\mathbb{1 1}$, , $1-3]$, among others.
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degenerate eigenvalue 41
- operator 160
- perturbation 244, 373, 537, 563
dense subset 130
densely defined 142, 309
derivative 9, 31, 152
determinant 18, 161, 524, 569
diagonable (diagonalizable) 41
diagonalization of a matrix function 106
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- transform(ation) 484

Laurent series 10
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- operator 16, 51, 142
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- sum 3
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Liouville's theorem 10, 37
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Mathieu equation 389, 407
matrix 17

- operator $143,146,149,154,155,207$, $210,237,238,244,250,259,269,327$, 430
- representation 17, 52
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- differential operator 144, 146, 299
- integral operator 144
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- matrix operator 143
- multiplication operator 143
- symmetric operator 271
mean ergodic theorem 517
meromorphic function 39
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minimal differential operator 145, 298
minimax principle 60
minimum gap 219
- modulus 231

Minkowski inequality 127
monotonic sequence of symmetric forms 454, 459, 461
monotonicity principle 61
Motzkin-Taussky theorem 85
multi-channel scattering 530, 578
multiplication operator $143,146,272$, 327, 333, 520
multiplicity $35,41,173,181$

- function 246, 247
$n$-linear form 119
nearest point 200
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Neumann problem 299
- series $30,32,37$
von Neumann's theorem 275
nilpotent (operator) 22
nonlinear eigenvalue problem 35, 117, 370
nonnegative operator 53, 257, 269
- symmetric form $53,257,310$
nonsingular operator 17,153
norm 5, 13, 26, 27
normal operator $54,59,94,257,276,383$
normalization 5
normally solvable operator 234
normed algebra (ring) 27, 153
- vector space 6, 127
null space 16,142
nullity $17,218,230,570$
numbering of the eigenvalues 108
numerical range 267, 310, 571
- vector 2
open ball 7
- set 7
operator 16, 142
- algebra 19, 27, 153
- assocoated with a sectorial form 323
- with compact resolvent 187
operator-valued function 31
order (of extension-restriction) 142
- relation 53, 275, 330
ordered basis 2
orthogonal 48
- complement 50, 252
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- projection 49, 55, 61, 123, 252
orthonormal basis 49
- family 49, 121, 254
p-norm 28, 128, 522
pair of projections $32,56,568$
Parseval's equality 50, 255
part (of an operator) 22, 172
partial fraction 40
partial differentiability of the eigenvalues 116, 118, 124
partially differentiable function 118
- isometric operator 258
period (of a cycle) 65
periodic boundary condition 389
permanently degenerate eigenvalue 64 perpendicular 48
perturbation of the eigenvalues and eigenprojections 63, 213, 244, 293, 368, 404, 419, 437, 445, 470
- of $m$-sectorial operators 338
- of orthonormal families 264
- of the resolvent $66,210,427,441,463$, 568
- of selfadjoint operators 120,287
- of semibounded operators 291
- of semigroups 497, 575
- of sesquilinear forms $336,395,453$, 575
- of the spectral family 361,414
- of the spectrum 208, 290, 431, 462, 525
- of symmetric operators 120
- series 74, 372, 379, 404
phase shift 549
point of constancy 355
- spectrum 516, 576
polar decomposition 334
- form 49, 309
polarization principle 49, 52
pole 10
positive operator 53,257
- symmetric form 53,257
potential scattering $536,548,565,578$
power series 10, 119
pre-Hilbert space 251, 314
principal subspace 41
- vector 41
principle of uniform boundedness 136
product space 164
projection (operator) 20, 55, 155
- theorem 252
proper value 35
- vector 35
property (A), (B) 109, 113
pseudo-eigenvalue 473, 475
pseudo-eigenvector 475
pseudo-Friedrichs extension 341
pseudo-resolvent 428
Puiseux series 65
pure continuous spectrum 517
- point spectrum 517

Pythagorean theorem 49
quadratic form 49, 309
quadratic forms associated with differential operators $312,313,318$, $321,327,328,343,348,400,402,407$, 408, 424, 458, 573
quasi-accretive operator 279
quasi-bounded semigroup 487
quasi-m-accretive operator 279
quasi-nilpotent (operator) 153
quotient space 4,140
radius 7
Radon-Stieltjes integral 356
range 16, 142

- space 16, 142
rank 16, 86
real part (of a quadratic form) 310
- part (of an operator) 337
- vector space 14
real-holomorphic family 365, 366
real-linear form 15
reduce 23,278
reduced minimum modulus 231
- resolvent 40, 76, 180
reduction process $81,104,121$
reflexive space 136
region 2
- of boundedness 427
- of convergence in norm 427
- of strong convergence 427
regular (analytic) function 9, 32
- differential operator 149
regular pair of subspaces 223
relative bound 190
relatively bounded form 319
- bounded operator 190
- bounded perturbation 189, 214, 236, 287, 338, 376, 396, 501, 506, 571, 575
- compact operator 194
- degenerate operator 195
- semibounded form 320
repeated eigenvalues 42, 108
representation theorem 322, 331
resolution of the identity 354
resolvent $36,173,183,217$
- equation 36, 173
- set 36, 173, 216
restriction 132, 142, 309
Riesz theorem 253
Riesz-Schauder theorem 186
right inverse 20
- shift operator 154
row vector 2
S-matrix 530
scalar 1
- operator 19
- product 12
scattering operator 529
- theory 530, 576

Schmidt class 262, 519

- norm 262
-- orthogonalization process 50
Schrödinger equation (time dependent) 479, 495
- operator (equation) 297, 302, 348, $380,388,390,409,410,478,520,536$, $548,572,573,574,578$
Schwarz inequality 13, 47, 53
second adjoint space 15,136
- Neumann series 67
- representation theorem 331
- stability theorem 238
- W-A formula 248
sectorial form 310, 573
- operator 280, 318
sectorially bounded form 310
sectorially-valued operator 280
selfadjoint basis 51
- family $120,385,397$
- operator 53, 269, 287
semi-angle 280, 311
semibounded form 310
- operator 278
semicontinuity (of the spectrum) 208, 212, 431
semi-discontinuity (of the spectrum) 209
semi-Fredholm domain 242
- operator 230
- pair of subspaces 219
semigroup 480
semilinear form 11, 134
semisimple eigenvalue 41
- operator 41
separable space 131
separation of the spectrum 178
sesquilinear form 47, 49, 51, 308
several parameters 116
shift operator 154, 210, 231, 232, 237, 238, 239, 244, 250
similar (operators) 34, 46
similarity transformation 46,98
simple eigenvalue 41
- operator 41
- scattering system 530
- spectrum 541
- subdomain 65
singular differential operator 149
- element (vector) 518
- operator 17
- value 261
singularities of the eigennilpotents 69
- of the eigenprojections 69
- of the eigenvalues 65
- of the resolvent 38

Sobolev inequalities 191, 302, 572
span 2, 130
spectral concentration 437, 473, 575

- family 354
- mapping theorem 45, 177
- measure 355, 472, 516
- operator 19, 294, 580
- radius 27, 153
- representation 41, 181
- theorem 360
spectrally absolutely continuous operator (part) 519
- continuous operator (part) 517
-- discontinuous operator (part) 517
-- singular operator (part) 519
- singularly continuous operator (part) 519
spectrum $35,174,184,185,217$
splitting 66
square root (of an operator) $281,572,573$
square-well potential 388
stability condition (in numerical analysis) 515
- of bounded invertibility 196, 205
- of closedness 189
- of the index 101, 229, 235, 236, 238, 562
- of the nullity and deficiency 227, 235, 236, 241
- of selfadjointness 287
- of the spectral family 361
stable eigenvalue 437
Stark effect 478
stationary method 553,577
Stieltjes integral 356
strictly accretive operator 281
- convex space 200
- singular operator 238
strong continuity 152
- convergence $129,137,150,427,453$, 575
- derivative 152
- integral 152
subadditive sequence 27
subprojection 21
subspace 2,130
- of absolute continuity 518,576
- of continuity 517
- of discontinuity 517
- of singularity 518
- of singular continuity 519
sum (linear) 3
- of forms 309
- of operators $18,149,163$
- of operators in a generalized sense 329
support (of a spectral measure) 356
- hyperplane 15, 135
symmetric family 120
- form 52, 257, 309, 573
- function 119
- $n$-linear form 119
- operator 53, 257, 269
- perturbation 120

T-bound(ed) 190
$T$-compact 194
$T$-degenerate 195
t-bound(ed) 319
t-semibounded 320

Taylor series 10

- series for the resolvent 37
tensor product 411
time unit (of a discrete semigroup) 510
topological notions 6
total eigenspace 68
- differential 118
- projection 68, 74
- system of eigenvalues 215, 392, 407
- variation 133
totally differentiable $116,118,124$
trace 18, 162, 523
- class 521
- norm 521
transformation 46
- function 99, 122, 369
triangle inequality 5,53
two-electron problem 410
type (of a semigroup) 487
unbounded form 133, 308
- operator 163, 267
uniform boundedness principle 136
- convergence 150
- strong convergence 427
unit ball 7
- element 19, 216
- form 309
unitary equivalence $258,533,542,550$, 563
- group 121, 485
- norm 47
- operator 54, 258
- space 47
unordered $N$-tuple 108
unperturbed operator 63
unstable eigenvalue 473
upper bound 53, 54, 278, 310, 354
vector 1
- space 1
vector-valued function 8
vertex 280, 311
Volterra type (integral operator) 147

W-A determinant 245

- formula 246
wave operator 529
weak continuity 138,152
weak convergence 137,150
- derivative 138, 152
- limit 137, 150
- quantization 473
- topology 137
weak* complete 140
- convergence 140
- topology 140
weakly complete 137
Weierstrass theorem 131
weighted mean of the eigenvalues 75,77
Weinstein-Aronszajn determinant 245, 570
Weyl-von Neumann theorem 525
Wiener's theorem 218
Wronskian 147
zero form 308
- operator 18
- vector 1
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[^0]:    ${ }^{1}$ See，e．g．，Gelfand 【1】，Halmos 〔2】，Hoffman and Kunze 〔1】．

[^1]:    ${ }^{1}$ By a region in $\mathrm{R}^{\boldsymbol{m}}$ we mean either an open set in $\mathrm{R}^{\boldsymbol{m}}$ or the union of an open set and all or a part of its boundary.
    ${ }^{2}$ We use the term "family" to denote a set of elements depending on a parameter.
    ${ }^{3}$ This is an ordered basis (cf. Hoffman and Kunze 〔1】, p. 47).

[^2]:    ${ }^{1} S+S^{\prime}$ should be distinguished from the union of $S$ and $S^{\prime}$, denoted by $S \cup S^{\prime}$. The intersection of $S$ and $\mathbf{S}^{\prime}$ is denoted by $\mathbf{S} \cap \mathbf{S}^{\prime}$.

[^3]:    1 We shall need only elementary notions in the topology of metric spaces. As a handy textbook, we refer e. g. to Royden [1].

[^4]:    ${ }^{1}$ The proof of (1.20) depends essentially on the local compactness of X .

[^5]:    ${ }^{1}$ Throughout this book we shall make much use of complex function theory, but it will be limited to elementary results given in standard textbooks such as Knopp 【1, 2】. Actually we shall apply these results to vector- or operator-valued functions as well as to complex-valued functions, but such a generalization usually offers no difficulty and we shall make it without particular comments. For the theorems used we shall refer to Knopp whenever necessary.

[^6]:    ${ }^{1}$ See Knopp 【1】, p. 117.

[^7]:    ${ }^{1}$ See e．g．Halmos 【2】．Sometimes one defines $\mathrm{X}^{*}$ as the set of all linear forms $f$ on X but defines $\alpha f$ by $(\alpha f)[u]=\bar{\alpha} f[u]$ ，so that $f[u]$ is linear in $u$ and semilinear in $f$（see e．g．Lorch 『11）．Our definition of $\mathbf{X}^{*}$ is the same as in Riesz and Sz．－Nagy【1】 in this respect．

[^8]:    ${ }^{1}$ Here we assume $\operatorname{dim} X>0$; the case $\operatorname{dim} X=0$ is trivial.

[^9]:    ${ }^{1}$ Again $\operatorname{dim} X^{*}=\operatorname{dim} X>0$ is assumed.
    2 The continuity of $(f, u)$ follows immediately from (2.19). But the proof in (2.28) has the advantage that it is valid in the $\infty$-dimensional case.
    ${ }^{3}$ See, e. g., Eggleston [1].

[^10]:    ${ }^{1} i$ is the imaginary unit.

[^11]:    ${ }^{1}$ Note that $1 \neq 0$ if (and only if) $\operatorname{dim} X \geqq 1$.
    ${ }^{2}$ This should not be confused with the notion of scalar operators in the theory of spectral operators due to Dunford (see Dunford [1]).

[^12]:    ${ }^{1}$ Such a family is sometimes called a complete orthogonal family of projections. We do not use this term to avoid a possible confusion with the notion of an orthogonal projection to be introduced in a unitary or Hilbert space.

[^13]:    ${ }^{1}$ The second and third members of (4.1) do not make sense if $\operatorname{dim} X=0$; in this case we have simply $\|T\|=0$.
    ${ }^{2}$ Here we assume $\operatorname{dim} X \geqq 1, \operatorname{dim} Y \geqq 1$.

[^14]:    ${ }^{1}$ See Pólya and Szegö 〔1】，p．17．Cf．also Hille and Phillips 〔1】，pp．124， 244.
    ${ }^{2}$ We can set $\gamma=1$ if $X$ is a unitary space；see T．Kato［13］．

[^15]:    ${ }^{1}$ The proof may be found in any textbook on real analysis．See e．g．Hardy， Littlewood and Pólya 【1】，p． 31 ；Royden «1】，p． 97.
    ${ }^{2}$ For convex functions，see e．g．Hardy，Littlewood and Pólya 【1】，p． 70.
    ${ }^{3}$ Actually this is a simple consequence of the convexity theorem of M．Riesz （see Hardy，Littlewood and Pólya 〔1】，p．203）．

[^16]:    ${ }^{1}$ We have $T^{n}=(2 \pi i)^{-1} \int_{|t|=r^{\prime}} t^{-n-1} S(t) d t$ and so $\left\|T^{n}\right\| \leqq(2 \pi)^{-1} \int_{|t|=r^{\prime}} r^{\prime-n-1}$. $\cdot\|S(t)\||d t| \leqq r^{\prime-n} M_{r^{\prime}}$, where $M_{r^{\prime}}=\max _{|t|=\boldsymbol{r}^{\prime}}\|S(t)\|<\infty$.

[^17]:    ${ }^{1}$ The following results, which are taken from T. Kato [9], are true even when $X$ is an $\infty$-dimensional Banach space. For the special case of projections in a unitary (Hilbert) space, see §6.8. For related results cf. Akhiezer and Glazman 【1】, Sz.-Nagy [1], [2], Wolf [1].

[^18]:    ${ }^{1}$ As is shown later (§6.7), $U$ and $V$ are unitary if X is a unitary space and $P, Q$ are orthogonal projections. The same $U$ appears also in Sz.-Nagy [1] and Wolf [1] with a different expression; its identity with the above $U$ was shown in T. Kato [9].

[^19]:    ${ }^{1}$ Strictly speaking, this is true only when $T_{M}$ has no eigenvalue 0 . If $T_{M}$ has the eigenvalue 0 with the eigenspace $L$, the eigenspace for the eigenvalue 0 of $T P$ is $N \oplus L$.
    ${ }^{2}$ The resolvent is the operator-valued function $\zeta \rightarrow R(\zeta)$. It appears, however, that also the value $R(\zeta)$ of this function at a particular $\zeta$ is customarily called the resolvent. Sometimes $(\zeta-T)^{-1}$ instead of $(T-\zeta)^{-1}$ is called the resolvent. In this book we follow the definition of Stone 【l】.

[^20]:    1 This is an example of the use of function theory for operator－valued functions； see Knopp 【1】，p． 79.
    ${ }^{2}$ See KnOPP 『1】，p．113．Liouville＇s theorem implies that $R(\zeta)$ is constant； since $R(\zeta) \rightarrow 0$ for $\zeta \rightarrow \infty$ ，this constant is 0 ．
    ${ }^{3}$ Note that we assume $\operatorname{dim} X>0$ ．
    4 Suppose $\lambda$ is a regular point（removable singularity）of the analytic function $R(\zeta)$ ．Then $\lim _{\zeta \rightarrow \lambda} R(\zeta)=R$ exists and so $(T-\lambda) R=\lim _{\zeta \rightarrow \lambda}(T-\zeta) R(\zeta)=1$ ．Thus $(T-\lambda)^{-1}=R$ exists and $\lambda$ is not an eigenvalue．
    ${ }^{5}$ See Knopp 〔1】，p． 101.

[^21]:    ${ }^{1}$ See Knopp 【1】, p. 117.

[^22]:    ${ }^{1}$ See Knopp $\llbracket 2 \rrbracket$, p. 34.

[^23]:    ${ }^{1}$ See Knopp 【2】, p. 34.

[^24]:    ${ }^{1}$ An eigenvalue which is not simple is said to be degenerate.

[^25]:    ${ }^{1}$ See Knopp $\llbracket 1 \rrbracket, ~ p . ~ 61$.

[^26]:    ${ }^{1}$ Note that $(2 \pi i)^{-1} \int_{\Gamma}(\zeta-\lambda)^{-n-1} \phi(\zeta) d \zeta=\phi^{(n)}(\lambda) / n!$ if $\lambda$ is inside $\Gamma$.

[^27]:    ${ }^{1}$ We have considered in § 4.6 an example of pairs of mutually similar operators.

[^28]:    ${ }^{1}$ In any finite-dimensional vector space $X$, one can introduce a positive-definite sesquilinear form and make $X$ into a unitary space.

[^29]:    ${ }^{1}$ Isometric operators can be defined more generally between any two normed spaces, but we shall have no occasion to consider general isometric operators.

[^30]:    ${ }^{1}$ The notation $0 \leqq P \leqq 1$, which is used to denote the order relation defined for symmetric operators [see (6.36)], does not conflict with the notation introduced earlier for projections (see § 3.4).

[^31]:    ${ }^{1}$ In this section we assume that $0<\operatorname{dim} X=N<\infty$. Whenever convenient, $X$ will be considered a normed space with an appropriately chosen norm.
    ${ }^{2}$ There are very few papers that deal specifically with perturbation theory in a finite-dimensional space; see parts of Rellich [1] and [8], Davis [1], B. L. Livšic [1], Višik and Lyusternik [1]. Reference should be made to papers dealing with analytic perturbation theory in Banach spaces. Basic papers in this direction are: Rellich [1]-[5], Sz.-Nagy [1], [2], Wolf [1], T. Kato [1], [3], [6], DunfordSchwartz 〔1], Riesz and Sz.-Nagy 〔1]. See also Baumgärtel [1], Porath [1], [2], Rellich [6], Rosenbloom [1], Schäfke [3]-[5], Schröder [1]-[3], Smul'yan [1].
    ${ }^{3}$ One can restrict $x$ to real values, but since (1.2) given for real $x$ can always be extended to complex $\varkappa$, there is no loss of generality in considering complex $\varkappa$.

[^32]:    ${ }^{1}$ See Knopp［1］，p． 19.
    ${ }^{2}$ See Knopp 【2】，p． 130.
    ${ }^{8}$ See Knopp 【2】，p． 122.
    4 This fact is of some importance in the numerical analysis of eigenvalues of matrices．

[^33]:    ${ }^{1}$ By "multiplicity" we mean the algebraic multiplicity unless otherwise stated.
    ${ }^{2}$ This integral formula is basic throughout the present book. In perturbation theory it was first used by Sz.-NaGy [1] and T. Kato [1], greatly simplifying the earlier method of Rellich [1]-[5].

[^34]:    ${ }^{1}$ This is due to the uniqueness of the partial-fraction representation of $R(\zeta, x)$ as a function of $\zeta$. A similar argument was used in I-§ 5.4.

[^35]:    1 This theorem is due to Butler [1].

[^36]:    ${ }^{1}$ The results stated here are also true if $T(x)$ is a polynomial in $\varkappa$ of any degree.
    ${ }^{2}$ For more detailed and precise statement see Baumgärtel [1].

[^37]:    ${ }^{1}$ The perturbation series have been studied extensively in quantum mechanics， starting with Schrödinger［1］．Any textbook on quantum mechanics has a chapter dealing with them（see e．g．Kemble 〔1】，Chapter 11 or Schiff 〔1】Chapter 7）．In most cases，however，the discussion is limited to selfadjoint（symmetric）operators $T(x)$ depending on a real parameter $x$ ．In this section we shall consider general nonsymmetric operators，assuming $0<\operatorname{dim} X=N<\infty$ as before．

[^38]:    ${ }^{1}$ Note that $T_{r}(x)$ has the eigenvalue 0 with multiplicity $N-m$, with the eigenprojection $1-P(x)$. Cf. also footnote ${ }^{1}$ on p. 36.

[^39]:    ${ }^{1}$ This remark will be useful later when we consider eigenvalue problems for unbounded operators in an infinite-dimensional space; it is then possible that the series (2.1) does not exist but (2.4) has a series expansion in $\boldsymbol{\kappa}$. See VII-§ 1.5.

[^40]:    ${ }^{1}$ The trace operation and the integration commute. The proof is similar to that of $\mathrm{I}-(4.30)$ and depends on the fact that tr is a linear functional on $\mathscr{B}(\mathrm{X})$.
    ${ }^{2}$ For example ( $1 / 2$ ) $\left(\operatorname{tr} T^{(1)} S T^{(1)} P+\operatorname{tr} T^{(1)} P T^{(1)} S\right)=\operatorname{tr} T^{(1)} S T^{(1)} P$. Similar computations are made in the formulas (2.33).

[^41]:    ${ }^{1}$ See Kemble $\llbracket 1$ § or Schiff 【1】, loc. cit.
    ${ }^{2}$ In general there are several cycles in the $\lambda_{j}^{(1)}$-group, but all eigenvalues of this group can formally be expressed as power series in $\boldsymbol{\kappa}^{1 / p_{j}}$ for an appropriate common integer $p_{j}$.

[^42]:    ${ }^{1}$ Since $\mu(x)=d \lambda_{h}(x) / d x$ is continuous everywhere（including $\left.x=\infty\right),|\mu(x)|$ must take a maximum at some $x=x_{0}$（possibly $\chi_{0}=\infty$ ）．Hence $\mu(\kappa)$ must be constant by the maximum principle；see Knopp 【1］，p．84．［If $\varkappa_{0}$ is a branch point of order $p-1$ ，apply the principle after the substitution $\left(x-x_{0}\right)^{1 / p}=x^{\prime}$ ；if $x_{0}=\infty$ ， apply it after the substitution $\varkappa^{-1}=x^{\prime}$ ．］
    ${ }^{2}$ See Knopp 〔1】，p． 112.

[^43]:    1 The following method, based on elementary results on function theory, is used by Sz.-Nagy [1], [2], T. Kato [1], [3], [6], Schäfke [3], [4], [5].

    2 The convexity of $\Gamma$ is used here.
    ${ }^{3}$ See Knopp 【1], p. 77.

[^44]:    ${ }^{1}$ The use of majorizing series was begun by Rellich [4], and was further developed by Schröder [1]- [3]. Their methods are based on recurrence equations for the coefficients of the series, and differ from the function-theoretic approach used below.

[^45]:    ${ }^{1}$ See Knopp 【1】, p. 134; note that $\int \log f(z) d z=-\int f^{\prime}(z) f(z)^{-1} z d z$ by integration by parts.

[^46]:    1 A majorizing series (function) for a vector-valued function can be defined in the same way as for an operator-valued function.

[^47]:    ${ }^{1}$ See T. Kato [1], Schäfke [4].

[^48]:    ${ }^{1}$ The $\Gamma$-function has the asymptotic formula $\Gamma(x+1)=(2 \pi)^{1 / 2} x^{x+1 / 2} e^{-x}(1+$ $+O\left(x^{-1}\right)$.

[^49]:    ${ }^{1}$ For related results see Rellich [4] and Schröder [1]-[3].
    ${ }^{2}$ Cf. Bloch [1].

[^50]:    ${ }^{1}$ The results of this and the following paragraphs were given by T. Kato [2] in connection with the adiabatic theorem in quantum mechanics.

[^51]:    ${ }^{1}$ In fact (4.9) is equivalent to a system of ordinary differential equations in a matrix representation. But it is more convenient to treat (4.9) as an operator differential equation without introducing matrices, in particular when $\operatorname{dim} X=\infty$ (note that all the results of this paragraph apply to the infinite-dimensional case without modification). The standard successive approximation, starting from the zeroth approximation $X_{0}(x)=X(0)$, say, and proceeding by $X_{n}(x)=X(0)+$ $+\int_{0}^{x} Q(x) X_{n-1}(x) d x$, gives a sequence $X_{n}(x)$ of holomorphic operator-valued functions; it is essential here that D is simply-connected. It is easy to show that $X_{n}(x)$ converges to an $X(x)$ uniformly in each compact subset of D and that $X(x)$ is the unique holomorphic solution of (4.9) with the given initial value $X(0)$. Here it is essential that the operation $X \rightarrow Q(\varkappa) X$ is a linear operator acting in $\mathscr{B}(\mathrm{X})$.

[^52]:    ${ }^{1}$ (4.18) was given by Sz.-Nagy [1] in an apparently different form.

[^53]:    ${ }^{1}$ The transformation function $U(x)$ has important applications in the adiabatic theorem in quantum mechanics, for which we refer to T. Kato [2], Garrido [1], Garrido and Sancho [1].
    ${ }^{2}$ This question was discussed by Rellich [1], [2], [8] (in greater detail in [8]) for symmetric operators.

[^54]:    ${ }^{1}$ See Rellich [1]; for convenience we modified the original example slightly.
    ${ }^{2}$ Here $o(x)$ denotes an operator-valued function $F(x)$ such that $\|F(x)\|=o(x)$ in the ordinary sense.

[^55]:    ${ }^{1}$ The differentiability of eigenvalues was investigated in detail in Rellich [8] in the case when $T(x)$ is symmetric for each real $x$. It should be noted that the problem is far from trivial even in that special case.
    ${ }^{2}$ Here "overlapping" means that the two intervals have common interior points.

[^56]:    ${ }^{1}$ Let a real-valued function $f(t)$ of a real variable $t$ be differentiable for $a \leqq t \leqq b$; then $f^{\prime}(t)$ takes in this interval all values between $\alpha=f^{\prime}(a)$ and $\beta=f^{\prime}(b)$. To prove this, we may assume $\alpha<\beta$. For any $\gamma \in(\alpha, \beta)$ set $g(t)=f(t)-\gamma t$. Then $g^{\prime}(a)=\alpha-\gamma<0, g^{\prime}(b)=\beta-\gamma>0$, so that the continuous function $g(t)$ takes a minimum at a point $t=c \in(a, b)$. Hence $g^{\prime}(c)=0$ or $f^{\prime}(c)=\gamma$. If $f^{\prime}(t)$ is discontinuous at $t=t_{0}$, then there is $\varepsilon>0$ such that, in any neighborhood of $t_{0}$, there exist $t_{1}, t_{2}$ with $\left|f^{\prime}\left(t_{1}\right)-f^{\prime}\left(t_{2}\right)\right|>\varepsilon$. It follows from the above result that $f^{\prime}(t)$ takes all values between $f^{\prime}\left(t_{1}\right)$ and $f^{\prime}\left(t_{2}\right)$. Hence the values of $f^{\prime}(t)$ in any neighborhood of $t_{0}$ covers an interval of length larger than $\varepsilon$.

[^57]:    ${ }^{1}$ The operator of this example is not symmetric. For symmetric operators better behavior is expected; see Theorem 6.8.

[^58]:    ${ }^{1}$ But simple eigenvalues and the associated eigenprojections are again holomorphic in $\varkappa_{1}, \varkappa_{2}$; this follows from Theorem 5.16.
    ${ }_{2}$ In connection with a family $T\left(\varkappa_{1}, \varkappa_{2}\right)$ depending on two parameters, we can ask when $T\left(\varkappa_{1}, \varkappa_{2}\right)$ has a non-zero null space. This is a generalization of the perturbation theory of eigenvalues we have considered so far, which is equivalent to the condition that $T(x)-\lambda$, a special operator depending on two parameters, have a non-zero null space. The general case $T\left(\varkappa_{1}, \varkappa_{2}\right)$ gives rise to the perturbation problem for "nonlinear" eigenvalue problems of the type noted in footnote ${ }^{1}$, p.35. We shall not consider such a general perturbation theory. We note, however, that in some special cases the nonlinear problem can be reduced to the ordinary problem discussed above. Suppose we have a family of the form $T(\lambda)-x$. The ordinary theory will give the "eigenvalues" $x$ as analytic functions of the "parameter" $\lambda$. If we find the inverse function of these analytic functions, we obtain the "nonlinear" eigenvalues $\lambda$ as analytic functions of the parameter $\kappa$. There are other devices for dealing with "nonlinear" problems. See e. g., Cloizeaux [1].

[^59]:    ${ }^{1}$ A function $f\left(A_{1}, \ldots, A_{n}\right)$ is symmetric if its value is unchanged under any permutation of $A_{1}, \ldots, A_{n}$. It is $n$-linear if it is linear in each variable $A_{k}$.

[^60]:    ${ }^{1}$ See Remark 1.11, however.

[^61]:    ${ }^{1}$ This theorem is due to Rellich [8]. Recall that the result of this theorem is not necessarily true for a general (non-symmetric) perturbation (see Remark 5.8).

[^62]:    ${ }^{1}$ The original proof due to Rellich is even longer.

[^63]:    1 For a more general study on finite changes of eigenvalues and eigenvectors, see Davis [1].

[^64]:    ${ }^{1}$ Standard textbooks on operator theory in Banach spaces are Banach 【1】， Dieudonne 【1】，Dunford and Schwartz «1】，Goldberg 【1】，Hille and Phillips【1】，Lorch 【1】，Lyusternik and Sobolev 【1】，Riesz and Sz．－Nagy 【1】，Sobolev【1】，Taylor 【1】，Yosida 【1】，Zaanen 【1】．
    ${ }^{2}$ The triangle inequality for the norm（1．3）is known as the Minkowski in－ equality．The proof，together with the proof of the Hölder inequalities，may be found in any textbook on real analysis；see e．g．Royden 〔1】 or Hardy，Littlewood and Pólya 【1】．

[^65]:    ${ }^{1}$ For the proof see e．g．Royden «1】，p． 97.
    ${ }^{2}$ Besides，any normed space $X$ can be completed．This means that $X$ is identified with a linear manifold in a complete normed space $\tilde{X}$ ．Furthermore，$\tilde{X}$ can be so chosen that $X$ is dense in $\tilde{X}$ ．$\tilde{X}$ is constructed as the set of all equivalence classes of Cauchy sequences $\left\{u_{n}\right\}$ in X ；two Cauchy sequences $\left\{u_{n}\right\}$ and $\left\{v_{n}\right\}$ are equivalent by definition if $\lim \left(u_{n}-v_{n}\right)=0$ ．For details see e．g．Yosida 【1】．
    ${ }^{3}$ See e．g．Knopp 【1】，p． 71.
    4 See any textbook on real analysis，e．g．Royden 〔1】．

[^66]:    ${ }^{1}$ See e. g. Royden 〔1】, p. 150.
    ${ }^{2}$ A function has compact support if it vanishes outside a compact set. Thus $u \in \mathrm{C}_{0}^{\infty}(a, b)$ if all the $d^{n} u / d x^{n}$ exist and $u(x)=0$ except for $a<a^{\prime} \leqq x \leqq b^{\prime}<b$ (where $a^{\prime}, b^{\prime}$ depend on $u$ ).

[^67]:    ${ }^{1}$ For the proof see e．g．Sobolev 【1】，p． 13.
    ${ }^{2}$ See Dunford and Schwartz 【11］p． 21.
    ${ }^{3}$ This follows from the properties of the Lebesgue integral；see Royden 【1】．

[^68]:    1 See e. g. Royden [1], p. 121, or any textbook on functional analysis.
    ${ }^{2}$ See footnote ${ }^{3}$ of p. 133.

[^69]:    ${ }^{1}$ See e．g．Royden «1】，p．103，Taylor 【1】，p．382，Yosida «1】，p． 115.
    ${ }^{2}$ See e．g．Royden 【1】，p．162，or any book on functional analysis．

[^70]:    ${ }^{1}$ The same is true if the open unit ball is replaced by any open convex subset of $\mathbf{X}$.

[^71]:    ${ }^{1}$ Weak convergence is related to the weak topology of X , as strong convergence is related to the norm topology. In this book we do not need the deeper results on weak topology; the use of the simple notion of weak convergence is sufficient for our purposes.

[^72]:    ${ }^{1} h \searrow 0$ means $h>0$ and $h \rightarrow 0$.

[^73]:    ${ }^{1}$ Again we shall not consider the deeper notion of weak* topology.

[^74]:    ${ }^{1}$ It might appear that one need not complicate the matter by introducing operators not defined everywhere in the domain space, for $T$ could be regarded as an operator on $\mathrm{D}(T)$ to Y or to $\mathrm{R}(T)$. We do not take this point of view, however, for $\mathrm{D}(T)$ is in general not closed in X and hence is not a Banach space (with the norm of $\mathbf{X}$ ). In particular when $X=Y$, it is often convenient and even necessary to regard $T$ as an operator in $X$ rather than as an operator between different spaces $D(T)$ and $X$.
    ${ }^{2}$ The inverse image $T^{-1} S^{\prime}$ is defined even if the inverse $T^{-1}$ (see below) does not exist. When $T^{-1}$ exists, $T^{-1} S^{\prime}$ coincides with the image of $S^{\prime}$ under $T^{-1}$.

[^75]:    ${ }^{1}$ For simplicity we write $T u(y)$ in place of $(T u)(y)$. There is no possibility of confusion, for $T[u(y)]$ does not make sense $[u(y)$ is a complex number, $T$ is an operator].

[^76]:    ${ }^{1}$ But $T=d / d x$ is bounded if it is regarded as an operator on $C^{\prime}[a, b]$ to $\mathrm{C}[a, b]$ ．
    ${ }^{2}$ For more details on ordinary differential operators，see Coddingron and Levinson 【1】，Goldberg 【1】，Naimark «1】，Stone 〔1】．

[^77]:    ${ }^{1} \partial g(y, x) / \partial y$ is discontinuous in $y$ at $y=x$ with a jump equal to $1 / p_{0}(x)$.
    ${ }^{2}$ We need not even assume $u^{\prime \prime} \in \mathbf{X}$ in order that $T u=L u$ define an operator in $X$; it suffices to assume only that $u \in X$ and $L u \in X$. But this seemingly broader definition leads to the same $T$ as above; see Remark 2.16 below.

[^78]:    1 If this were not true for some $\varepsilon>0$, there would exist an infinite sequence $u_{n} \in S$ such that $\left\|u_{n}-u_{m}\right\| \geqq \varepsilon, n \neq m$, and $\left\{u_{n}\right\}$ would have no convergent subsequence.

[^79]:    ${ }^{1}$ If a real-valued function $f$ is lower-semicontinuous, the set of all $t$ such that $f(t)>\alpha$ is open for any $\alpha$. Hence $f$ is Lebesgue-measurable.

[^80]:    ${ }^{1}$ The same is true when $T(\zeta) \in \mathscr{B}(\mathrm{X}, \mathrm{Y})$ is holomorphic in $\zeta$ and $T(\zeta)^{-1} \in$ $\in \mathscr{B}(\mathbf{Y}, \mathrm{X})$.

[^81]:    ${ }^{1}$ See Dunford and Schwartz «1】, p. 553.
    ${ }^{2}$ Two Banach spaces $X, Y$ are said to be isomorphic (or equivalent) if there is a $U \in \mathscr{B}(\mathrm{X}, \mathrm{Y})$ with $U^{-1} \in \mathscr{B}(\mathrm{Y}, \mathrm{X})$.

[^82]:    ${ }^{1}$ There is a wider class of operators than that of degenerate operators for which the trace or the determinant can be defined；see Ruston 【1】，Grothendieck 【1】 （for operators in Hilbert space see X－§ 1．4）．

[^83]:    ${ }^{1}$ See footnote ${ }^{2}$ of p. 164.

[^84]:    ${ }^{1}$ Recall that we always assume $\operatorname{dim} X>0$.

[^85]:    1 We have defined $\mathrm{P}(T)$ and $\Sigma(T)$ only for closed operators in $X$. They can be defined for more general linear operators $T$ in X . If $T$ is closable, we set $\mathrm{P}(T)$ $=P(\tilde{T}), \Sigma(T)=\Sigma(\tilde{T})$. If $T$ is not closable, $P(T)$ is empty and $\Sigma(T)$ is the whole plane.

[^86]:    ${ }^{1}$ Theorem 6.15 is a special case of the spectral mapping theorem, which asserts that the spectrum of a "function" $\phi(T)$ of $T$ is the image under $\phi$ of $\Sigma(T) . \phi(T)$ is defined by the Dunford-Taylor integral as in I-(5.47). We shall not consider this theorem in the general form (see Dunford and Schwartz 〔1】).

[^87]:    ${ }^{1}$ It is an interesting but difficult problem to decide when such a spectral decomposition is possible. For this question see Dunford and Schwartz 【1】, Chapter 11. It is also related to the theory of spectral operators due to Dunford (see Dunford [1]).

[^88]:    ${ }^{1}$ See footnote ${ }^{1}$ of p .180.

[^89]:    ${ }^{1}$ The inequalities deduced below are special cases of the Sobolev inequalities； see Sobolev 【1】，Goldberg 【1】．

[^90]:    ${ }^{1}$ For examples of relatively compact operators for ordinary differential operators see Balslev [1].
    ${ }^{2}$ Here we make no assumption on the "size" of $A$, in contrast to Theorem 1.1.
    ${ }^{3}$ The assertions of this theorem are not symmetric in $T$ and $S$ (unlike Theorem 1.1). It is possible that $T$ is not even closable while $S$ is closed. A simple example is given by choosing $T=-A=f$ as an unbounded linear form on $\mathrm{X}, \mathrm{Y}$ being the one-dimensional space C (see footnote ${ }^{3}$ of III-p. 133). $T$ is not closable (see Problem III-5.18) and $A$ is $T$-compact, but $S=0$ is closed.

[^91]:    ${ }^{1}$ This theorem will be generalized in the following section (see Theorem 2.21).

[^92]:    ${ }^{1} \hat{\delta}$ does satisfy the triangle inequality if $Z$ is a Hilbert space. This follows from the relation $\hat{\delta}(M, N)=\|P-Q\|$, where $P, Q$ are the orthogonal projections on M, N, respectively, which follows from Theorem I-6.34. In this case $\hat{\delta}$ is a more convenient metric than the $d$ to be introduced below.
    ${ }^{2}$ See Gohberg and Markus [1]. A different but equivalent metric is introduced by Newburgh [2]. $\boldsymbol{d}$ is the Hausdorff distance defined on the set of all $\mathrm{S}_{\mathrm{M}}$ (except for $M=0$ ); see Hausdorff $\left\{1 \rrbracket\right.$, p. $145 . d(M, N)$ is equal to $\varrho\left(S_{M}, S_{N}\right)$ in the notation of Hausdorff. For the discussion of various metrics see Berkson [1].
    ${ }^{3}$ Cf. Gohberg and Markus [1].

[^93]:    ${ }^{1}$ See Krein, Krasnosel'skil and Mil'man [1], Gohberg and Krein [1], T. Kato [12].

[^94]:    1 The existence of a nearest point $v$ in $\mathbf{N}$ to $u$ follows from the local compactness of $N$. The uniqueness of $v$ and its continuous dependence follows from the strict convexity of $Z$.
    ${ }^{2}$ See Alexandroff and Hopf 〔1】, p. 483.

[^95]:    ${ }^{1}$ A similar notion is introduced, and some of the theorems given below are proved, in Newburgh [2]. In the special case where $X, Y$ are Hilbert spaces, most of the following results are simplified and strengthened; see Cordes and Labrousse [1].

[^96]:    ${ }^{1}$ It should be recalled that we defined the norm in $\mathrm{X} \times \mathrm{Y}$ by $\|\{u, v\}\|=\left(\|u\|^{2}+\right.$ $\left.+\|v\|^{2}\right)^{1 / 2}$.

[^97]:    ${ }^{1}$ Actually we have a stronger result that $S \in \mathscr{B}(\mathrm{X}, \mathrm{Y})$; see Problem 5.21.
    ${ }^{2}$ In (2.25) $\delta(S, T)$ may be replaced by $\delta(T, S)$; see Problem 5.21.

[^98]:    ${ }^{1}$ This is a discrete version of the definition, due to Rellich [3], of the analytic dependence of a family $T(x)$ of operators on the parameter $x$.

[^99]:    ${ }^{1}$ Perturbation of the spectra of operators (and of elements of a Banach algebra) is discussed in detail by Newburgh [1].
    ${ }^{2}$ For $\varrho$ see footnote ${ }^{2}$ of p. 198. The Hausdorff distance is obtained by symmetrizing $\varrho$. It is a distance between two sets of points and is different, when applied to the spectra of operators in a finite-dimensional space, from the distance between two $N$-tuples consisting of repeated eigenvalues, which was defined in II-§ 5.2; the multiplicities of eigenvalues are not taken into account here.

[^100]:    ${ }^{1}$ There are other kinds of restricted continuity of the spectrum. For example, $\Sigma(T)$ changes continuously with $T$ if $T$ varies over the set of selfadjoint operators in a Hilbert space. For more precise formulation, see VIII-§ 1.2.

[^101]:    ${ }^{1}$ See Rickart 〔1], p. 282. In this example there is a sequence $T_{n}$ of nilpotent operators such that $\left\|T_{n}-T\right\| \rightarrow 0$, where $T$ is not quasi-nilpotent and $\Sigma(T)$ is a disk of positive radius with center 0 .
    ${ }^{2}$ A compact perturbation preserves the essential spectrum, which is the unit circle for the $T$ in question; see Theorem 5.35 and Example 5.36.

[^102]:    ${ }^{1}$ For more details on Banach algebras see e．g．Hille and Phillips 【1】， Rickart［1】．

[^103]:    ${ }^{1}$ Let $d=\operatorname{dist}\left(u_{0}, S\right)>0$ and let $S^{\prime}$ be the set of all $u \in Z_{0} \operatorname{such}$ that $\operatorname{dist}(u, S)<$ $<d / 2$. $S^{\prime}$ is an open convex set not containing $u_{0}$. Thus the existence of $f_{0}$ follows from the Hahn-Banach theorem (see footnote ${ }^{1}$ of p. 135).

[^104]:    ${ }^{1}$ This is due to the identity $\|1-P\|=\|P\|$ which is valid for any (oblique) projection $P, 0 \neq P \neq 1$, in a Hilbert space; see Problem I-6.31.

[^105]:    ${ }^{1}$ Cf. Neubauer [1].
    ${ }^{2}$ Cf. T. Kato [9].
    ${ }^{3}$ General references for this section are Atkinson [1], [2], Browder [1], [2], [3], Cordes and Labrousse [1], Dieudonné [1], Gohberg and Krein [1], Kaashoek [1], Kaniel and Schechter [1], T. Kato [12], Krein and Krasnosel'skif [1], Sz.-Nagy [3], Neubauer [1], [2], Yood [1].

[^106]:    ${ }^{1}$ This method of deducing the results for operators from those for pairs of subspaces seems to be new. It has the advantage of being able to make full use of duality theorems for subspaces. The corresponding theorems for operators are restricted to densely defined operators for which the adjoints are defined.
    ${ }^{2}$ Sometimes def $T$ is defined as equal to $\operatorname{dim} Y / \overline{R(T)}$, when $\overline{R(T)}$ is the closure of $\mathrm{R}(T)$. The two definitions coincide for semi-Fredholm operators.
    ${ }^{3}$ Some authors choose the opposite sign for the index.
    4t should be noted that there is quite a different use of the term "Fredholm"; see e.g. Grothendieck 【1】.

[^107]:    ${ }^{1}$ See Gindler and Taylor [1].
    ${ }^{2} \gamma(T)$ for differential operators $T$ is discussed in detail in Goldberg 【1】.

[^108]:    ${ }^{1}$ This theorem is due to Wolf [4].

[^109]:    ${ }^{1}$ This theorem is given in Banach $\llbracket 1 \rrbracket$ for bounded $T$. For unbounded $T$ it is proved by several authors; see Browder [1], [3], Joichi [1], T. Kato [12], Rota [1]. In view of (5.16), a densely defined $T \in \mathscr{C}(X, Y)$ with closed range is also said to be normally solvable.
    ${ }^{2}$ Here $\mathrm{N}(T), \mathrm{R}(T), \mathrm{N}\left(T^{*}\right), \mathrm{R}\left(T^{*}\right)$ are regarded as subsets of $\mathrm{X}, \mathrm{Y}, \mathrm{Y}^{*}, \mathrm{X}^{*}$, respectively. To prove (5.16), for example, we note that $(R(T)+X) \perp=(G(T)+$ $+\mathrm{X})^{\perp}=\mathrm{G}(T) \perp \cap \mathrm{X}^{\perp}=\mathrm{G}\left(-T^{*}\right) \cap \mathrm{Y}^{*}=\mathrm{N}\left(T^{*}\right)$ by (4.11), where all members are regarded as subsets of $Z^{*}=X^{*} \times Y^{*}$. It follows that $R(T) \perp=N\left(T^{*}\right)$ where both members are regarded as subsets of $\boldsymbol{Y}^{*}$. Similarly, the second relation of (5.16) follows from (4.12) applied to the pair $\mathrm{G}(T), \mathrm{X}$.

[^110]:    ${ }^{1}$ It appears that this stability theorem for nul $T$, $\operatorname{def} T$ and ind $T$ is new in the general form given here. For $T, S \in \mathscr{B}(X, Y)$ and small $\|S-T\|$, this theorem has long been known (Atkinson [1], Dieudonné [1], Krein and Krasnosel'skii [1]). Sz.-Nagy [3] extended the results to unbounded $T$ and relatively bounded perturbations $S-T$. Gohberg and Krein [1] and T. Kato [12] have similar results, with quantitative refinements. Cordes and Labrousse [1] consider a more general kind of perturbation like the one in Theorem 5.17 but assume $\mathrm{X}=\mathrm{Y}$ to be a Hilbert space. Recently, Neubauer [1] proved a theorem similar to Theorem 5.17.
    ${ }^{2}$ We can choose $\delta=\gamma\left(1+\gamma^{2}\right)^{-1 / 2}$ if $\mathrm{X}, \mathrm{Y}$ are Hilbert spaces. In general it is difficult to give a simple estimate for $\delta$ (but see Neubauer [1]).
    ${ }^{3}$ This stability theorem for the index is important in many respects. In particular it is one of the most powerful methods for proving the existence of solutions of functional equations. As an example we refer to the proof of Lemma X-5.14. Here we have two families of operators $W(x), Z(x) \in \mathscr{B}(\mathrm{X})$, depending on a parameter $\varkappa$ holomorphically, such that $Z(x) W(x)=1$ and $W(0)=Z(0)=1$. Application of the stability theorem shows that $W(x)$ maps X onto X [i.e., $W(x) u=v$ has a solution $u$ for any $v \in X]$.

    4 This is a nontrivial result and aroused some interest recently; see Brown [1], Neubauer [1], Goldberg $\llbracket 1 \rrbracket$. There is a close relationship between this proposition, the closed range theorem (Theorem 5.13) and Theorem 4.8. We have deduced the first two from the last. Brown [1] deduces the second from the first. Browder gave a deduction of the last from the second (oral communication).

[^111]:    ${ }^{1}$ This partly strengthens Theorem 2.13. To prove that (2.25) is true with $\delta(S, T)$ replaced by $\delta(T, S)$, we note that for any $v \in \mathrm{X}$ there is a $u \in \mathrm{X}$ satisfying (2.22), where $\delta^{\prime}$ is any number such that $\delta(T, S)<\delta^{\prime}<\left(1+\|T\|^{2}\right)^{-1 / 2}$ (see the proof of Lemma 2.12). Then we have $\|A u\| \leqq \delta^{\prime}\left(1+\|T\|^{2}\right)^{1 / 2}$ as in the proof of Lemma 2.11. Hence $\|A v\| \leqq\|A u\|+\|A\|\|u-v\|<\delta^{\prime}\left(1+\|T\|^{2}\right)^{1 / 2}+\|A\| \delta^{\prime}$, since $\|u-v\|<\delta^{\prime}$ by (2.22). Since $\|v\|^{2}\left(1+\|T\|^{2}\right) \geqq 1$ by (2.24), it follows that $\|A\| \leqq \delta^{\prime}\left(1+\|T\|^{2}\right)+\|A\| \delta^{\prime}\left(1+\|T\|^{2}\right)^{1 / 2}$ or $\|A\| \leqq \delta^{\prime}\left(1+\|T\|^{2}\right)\left[1-\delta^{\prime}(1+\right.$ $\left.\left.+\|T\|^{2}\right)^{1 / 2}\right]^{-1}$, which gives the required result when $\delta^{\prime} \rightarrow \delta(T, S)$.

[^112]:    ${ }^{1}$ For the second stability theorem, see Atkinson [1], Friedman [1], Gohberg and Krein [1], Sz.-Nagy [3], Yood [1]. This theorem has also been generalized to perturbations by not necessarily relatively compact but "strictly singular" operators; see T. Kato [12], Gohberg, Markus and Fel'dman [1], Goldberg 〔11, and other papers cited by Goldberg.

[^113]:    1 The sequences of subspaces $\mathrm{N}\left(T^{n}\right)$ and $\mathrm{R}\left(T^{n}\right)$ have been studied in various problems. See Dunford and Schwartz 〔1】, p. 556, Hukuhara [1], Kaniel and Schechter [1].

[^114]:    ${ }^{1}$ When $\mathrm{Y}=\mathrm{X}$ and $A=1, \mathrm{M}_{n}=\mathrm{R}_{n}$ is equal to $\mathrm{R}\left(T^{n}\right)$.

[^115]:    ${ }^{1}$ This means that $\mathrm{X}^{\prime}, \mathrm{Y}^{\prime}$ constitute an "invariant pair" of subspaces for both $T$ and $A$. If in particular $\mathrm{Y}=\mathrm{X}$ and $A=1$, we have $\mathrm{Y}^{\prime}=\mathrm{X}^{\prime}$ because $\mathrm{M}_{n}=\mathrm{R}_{n}$ for all $n$, and $X^{\prime}$ is invariant under $T$. A similar but more detailed decomposition of $\mathrm{X}, \mathrm{Y}$ is considered in T. Kato [12] and Gamelin [1].
    ${ }^{2}$ When this condition is not satisfied, there is a decomposition of the spaces $\mathrm{X}, \mathrm{Y}$ into "invariant pairs" of subspaces; see the preceding footnote.
    ${ }^{3}$ The results of this section have many applications in spectral theory. An application to the theory of integral equations of Wiener-Hopf type is given in Gohberg and Krein [1].
    ${ }^{4} \Delta$ is called the semi-Fredholm domain for $T$. We can define in the same way the Fredholm domain $\Delta_{\mathrm{F}}$ as the subset of $\Delta$ consisting of all $\zeta$ such that $\boldsymbol{\nu}(\zeta)<\infty$ and $\mu(\zeta)<\infty$.

[^116]:    ${ }^{1}$ There is considerable divergence in the literature concerning the definition of $\Sigma_{\mathrm{e}}(T) . \Sigma_{\mathrm{e}}(T)$ by our definition is fairly small. Another definition (see Wolf [3]) of $\Sigma_{e}(T)$ is "the complementary set of the Fredholm domain $\Delta_{F}$ (see preceding footnote)'; it is larger than our $\Sigma_{e}(T)$ by those components $\Delta_{n}$ of $\Delta$ for which one of $\nu_{n}$ and $\mu_{n}$ is infinite. One could add to it all other components of $\Delta$ except the components of the resolvent set, obtaining another possible definition of $\Sigma_{\mathrm{e}}(T)$ (see Browder [2]). See also Schechter [1].
    ${ }^{2}$ It follows that $\Sigma_{e}(T)$ is not empty if $T \in \mathscr{B}(X)$ and $\operatorname{dim} X=\infty$.

[^117]:    ${ }^{1}$ For a generalization of this theorem to a not necessarily $T$-degenerate operator $A$ (but in a Hilbert space), see Kuroda [5].

[^118]:    ${ }^{1}$ The proof given here is due to Kuroda［5］．For other proofs see Aronszajn［1］， Gould 【1］．
    ${ }^{2}$ This identity was proved by Krein［6］and Kuroda［5］．
    ${ }^{3}$ See Knopp 【1】，p． 131.

[^119]:    ${ }^{1}$ The results of Chapter I can be applied to $\omega(\zeta)$ since $A(T-\zeta)^{-1}$ is degenerate; see III-§ 4.3.

[^120]:    ${ }^{1}$ General references to Hilbert space theory are Akhiezer and Glazman $\llbracket 1 \rrbracket$ ， Dunford and Schwartz 〔1】，〔2】，Halmos 【1】，Sz．－Nagy «1】，Riesz and Sz．－Nagy【1】，Stone 【1】，Yosida 【1】，Zamen 【1】．
    ${ }^{2}$ A vector space $H$ with an inner product，which is not necessarily complete， is called a pre－Hilbert space．Such a space can be completed to a Hilbert space $\tilde{H}$ ． Again $\tilde{\mathrm{H}}$ can be defined as the set of equivalence classes of Cauchy sequences $\left\{u_{n}\right\}$ in H （see footnote ${ }^{2}$ of p．129）．The inner product of two elements of $\tilde{\mathrm{H}}$ represented by the Cauchy sequences $\left\{u_{n}\right\},\left\{v_{n}\right\}$ is then defined by $\lim \left(u_{n}, v_{n}\right)$ ．

[^121]:    ${ }^{1}$ See any textbook on Fourier series, or on Hilbert space, e. g. Stone 〔l】.

[^122]:    ${ }^{1}$ For details see e. g. Stone 〔1】.

[^123]:    ${ }^{1}$ It is possible that $T$ has only a finite number $n$ of eigenvalues; then (2.18)

[^124]:    ${ }^{1}$ In an obvious way we can define the set of non-repeated singular values of $T$ and their multiplicities. 0 should be included in this set if $T^{*} T$ has the eigenvalue 0 .

[^125]:    ${ }^{1}$ See Bary [1], Krein [4].
    ${ }^{2}$ The last condition is expressed by saying that the $\psi_{i}$ are $\omega$-linearly independent.

[^126]:    ${ }^{1}$ See Hilding [1].
    ${ }^{2}$ See Iseki [1], Birkhoff and Rota [1].

[^127]:    ${ }^{1}$ For the proof see Stone $\mathbb{1} 1 \mathrm{D}, \mathrm{p} .131$.

[^128]:    ${ }^{1}$ See Stone 【1】, p. 90.

[^129]:    ${ }^{1} p(x)$ may tend to 0 and $q(x)$ may go to $+\infty$ for $x \rightarrow \infty$.

[^130]:    ${ }^{1}$ In this case $-T$ is said to be dissipative. Dissipative operators have been studied by Friedrichs [6] (where the term "accretive" appears), Phillips [2], [3], [4]. See also Dolph [1], [2], Dolph and Penzlin [1], M. S. Livšic [1], Brodskii and Livšic [1]. Some authors define a dissipative operator $T$ by $\operatorname{Im}(T u, u) \geqq 0$. Lumer and Phillips [1] defines dissipative operators in Banach spaces.
    ${ }^{2} \mathrm{An} \mathrm{m}$-accretive operator is equivalent to a closed, maximal accretive operator, though we do not prove this equivalence completely; see Phillips [3].

[^131]:    ${ }^{1}$ Cf. Langer [1].

[^132]:    ${ }^{1}$ The argument used here is a generalization of that of Riesz and Sz.-Nagy 【1】, p. 264 , where symmetric operators $T \geqq 0$ are considered.

[^133]:    ${ }^{1}$ In this section all operators are assumed to act in a Hilbert space $H$, unless otherwise stated.
    ${ }^{2}$ Theorems 4.3 and 4.4 are due to Rellich [3]. See also T. Kato [3], [4]. These theorems have been found to be convenient for establishing the selfadjointness or essential selfadjointness of various operators that appear in applications. The applications to the Schrödinger and Dirac operators will be discussed in § 5. For the applications to the quantum theory of fields, see Y. Kato [1], Y. Kato and Mugibayashi [1]; Cf. also Cook [2].

[^134]:    ${ }^{1}$ This is a special case of a more general inequality due to Löwner [1] and Heinz [1]. See also Rellich [7], T. Kato [5], [14], Cordes [1].

    2 This example is due to Rellich [5], [6].

[^135]:    ${ }^{1}$ For spectral operators, see Dunford [1], Dunford-Schwartz 【2】.
    ${ }^{2}$ See Clark [1], H. Kramer [1], Schwartz [1], Turner [1, 2, 3].
    ${ }^{2}$ See T. Kato [20].

[^136]:    ${ }^{1}$ For the completeness of the orthonormal family of Hermite functions, see Courant and Hilbert 【1】, 95. The three-dimensional Hermite functions considered here are simply products of one-dimensional ones.

[^137]:    1 These generalized derivatives are special cases of derivatives in the theory of generalized functions (or distributions). For generalized functions see e. g. Yosida 【l】.

[^138]:    ${ }^{1}$ See Sobolev 【ll】.

[^139]:    ${ }^{1}$ The proof given here is due to T. Kato [4]. This result is, however, not very strong, although the proof is quite simple. Many stronger results have since been obtained (see Stummel [1], Wienholtz [1], Brownell [1], Ikebe and Kato [1], Rohde [1], G. Hellwig [1], B. Hellwig [1], Jörgens [1]), but most of these works take into account special properties of differential operators. Babbitt [1] and Nelson [1] deduce interesting results in this direction using Wiener integrals in function spaces.

[^140]:    1 For details see T. Kato [4].
    ${ }^{2}$ For the spectrum of the Schrödinger operators, see T. Kato [4], [4a], Povzner [1], Birman [5], Brownell [2], Z̆islin [1], Ikebe [1].

[^141]:    ${ }^{1}$ For the selfadjointness of the Dirac operator, see T. Kato [4], Prosser [1].
    ${ }^{2}$ See e. g. Schiff $\mathbb{1} 1 \rrbracket$.

[^142]:    1 Cf. Prosser [1].

[^143]:    ${ }^{1}$ This theory is due to Friedrichs [1]. See also T. Kato [8].
    ${ }^{2}$ For other approaches to this problem see Aronszajn [4], Lions 〔1】.

[^144]:    ${ }^{1}$ Let $\left\{u_{n}\right\}$ be a Cauchy sequence in $H_{\mathfrak{t}}$. Since $H_{\mathbf{t}}$ is dense in $\mathrm{H}_{\mathfrak{t}}$, there is a sequence $v_{n} \in H_{t}$ such that $\left\|v_{n}-u_{n}\right\|_{\mathfrak{t}} \leqq 1 / n$. Then $\left\{v_{n}\right\}$ is Cauchy, so that $v_{n} \rightarrow v$ for some $v \in \mathrm{H}_{\tilde{t}}$. Then $u_{n} \rightarrow v$, and $\mathrm{H}_{\mathfrak{t}}$ is complete.

[^145]:    ${ }^{1}$ Here we assume that a common vertex $\gamma$ is chosen for $\mathrm{t}^{\prime}, \mathrm{t}^{\prime \prime}$ and the norms in $H_{t^{\prime}}, H_{t^{\prime \prime}}$ are respectively given by $\left(\operatorname{Ret}^{\prime}-\gamma\right)[u]+\|u\|^{2},\left(\operatorname{Ret}^{\prime \prime}-\gamma\right)[u]+\|u\|^{2}$.

[^146]:    1 This theorem is due to M. Schechter [3]. The author originally proved it only when $\theta<\pi / 4 ;$ cf. T. Kato [15].
    ${ }_{2}$ Note that a sectorial operator is closable as an operator if it is densely defined (see Theorem V-3.4).

[^147]:    ${ }^{1}$ For a counter-example see T. Kato [8].

[^148]:    ${ }^{1}$ This theorem is essentially the same as Theorem V-4.11.

[^149]:    1 When t is symmetric, this theorem is due to Friedrichs [1]. The generalization to nonsymmetric $t$ appears to have been given by many authors, at least implicitly; a systematic treatment may be found in Lions 【1】, where the theorem is given in a somewhat different form.

[^150]:    ${ }^{1}$ This result is known as the Lax-Milgram theorem, see Lax-Milgram [1].

[^151]:    ${ }^{1}$ See Friedrichs [1], Freudenthal [1]. For the generalization of the Friedrichs extension to operators from a Banach space $X$ to its adjoint space $X^{*}$ see Birman [2].
    ${ }^{2}$ Cf. Freudenthal [1]. We do not consider the problem of determining all m-sectorial extensions of $S$. For semibounded selfadjoint extensions of a semibounded symmetric $S$, this problem is solved by Krein [1], [2]. See also Birman [1], Viší [1].

[^152]:    ${ }^{1}$ By the analogy of a similar notion in the calculus of variations.

[^153]:    ${ }^{1}$ The proof of Theorem 2.21 given above is not simple. A somewhat simpler proof is given in par. 6 by using the second representation theorem.

[^154]:    ${ }^{1}$ For this question see Lions [1], T. Kato [16].

[^155]:    ${ }^{1}$ See T. Kato [15], [16].
    ${ }^{2}$ See Theorem V-3.49 and Remark V-3.50.

[^156]:    ${ }^{1}$ The results of this paragraph are not related to sesquilinear forms in any essential way. We consider them here simply because the techniques used in the proofs are similar to those of the preceding paragraphs.

[^157]:    1 This commutativity is essential in the proof; this is the reason why $H$ must be assumed selfadjoint.

[^158]:    1 We take the semi-infinite interval $(0, \infty)$ because it is more important for applications than the whole interval $(-\infty, \infty)$. The latter case can be dealt with in a similar way.

[^159]:    ${ }^{1}$ If $u \in C_{0}^{\infty}$, (4.6) can be proved by integrating the identity $d\left(x^{-1}|u|^{2}\right) / d x$ $=-x^{-2}|u|^{2}+2 x^{-1} \operatorname{Re} u^{\prime} \bar{u}$ and noting that

    $$
    \int x^{-2}|u|^{2} d x=2 \operatorname{Re} \int x^{-1} u^{\prime} \bar{u} d x \leqq 2\left(\int x^{-2}|u|^{2} d x\right)^{1 / 2}\left(\int\left|u^{\prime}\right|^{2} d x\right)^{1 / 2}
    $$

    For general $u \in D\left(\mathfrak{b}_{0}\right)$, (4.6) follows by going to the limit, for $C_{0}^{\infty}$ is a core of $\mathfrak{b}_{0}$.
    ${ }^{2} H$ is of course densely defined; although this is by no means trivial, it is not difficult to prove directly by making use of special properties of the differential operator $L$.

[^160]:    ${ }^{1}$ For the proof see T. Kato [25].

[^161]:    ${ }^{1}$ See Nirenberg [1].

[^162]:    ${ }^{1}$ See e. g. Lions 【1】.

[^163]:    ${ }^{1} M \Theta N=M \cap N \perp$ is the orthogonal complement of $N$ in $M$ (see $I-\S 6.3$ ).

[^164]:    ${ }^{1}$ The integrals in (5.13) and (5.14) are Stieltjes integrals. These are quite elementary since the integrands $\lambda$ and $\lambda^{2}$ are continuous functions.
    ${ }^{2}$ More general functions $\phi$ can be allowed, but then the integral ( $\phi(H) u, v$ ) $=\int \phi(\lambda) d(E(\lambda) u, v)$ must be taken in the sense of the Radon-Stieltjes integral. For details see e.g. Stone 【1】.

[^165]:    ${ }^{1}$ If $H$ is finite-dimensional, $E(\lambda)$ is purely discontinuous in $\lambda$; the points of discontinuity are exactly the eigenvalues of $H$.

[^166]:    ${ }^{1}$ In what follows $\{E(\lambda)\},\left\{E^{\prime}(\lambda)\right\},\left\{E_{n}(\lambda)\right\}$ etc. denote respectively the spectral families for the selfadjoint operators denoted by $H, H^{\prime}, H_{n}$, etc.
    ${ }_{2}$ In this paragraph we are concerned with the continuity of $E(\lambda)$ in norm. The continuity of $E(\lambda)$ in the strong sense will be considered in Chapter VIII.

[^167]:    1 This theorem was proved by Heinz [1]. The proof of the generalized Theorem 5.13 given below is essentially due to Heinz.
    ${ }^{2}$ Note that (5.36) is satisfied if $A_{n}$ is $H$-bounded as in Theorem $5.12\left[\operatorname{set} \mathrm{D}\left(A_{n}\right)\right.$ $=\mathbf{D}(H)$ and use Problem 3.14].

[^168]:    ${ }^{1}$ This definition corresponds to Theorem IV-2.29, which gives a sufficient condition for generalized convergence. It is a formal generalization of a definition given by Rellich [3], in which $\mathbf{Z}=\mathbf{X}=\mathbf{Y}$ is assumed.

[^169]:    ${ }^{1}$ For example let $T(x)=(U-x)^{-1}$ for real $x$, where $U \in \mathscr{B}(X)$. Suppose $U$ has a set of nonreal eigenvalues dense in a complex neighborhood of 0 . Then $T(x)$ is real-holomorphic [as is seen by taking $U(x)=U-x, V(x)=1$ ], but it cannot be extended to complex $x$. In fact $0 \in \mathrm{P}(T(0))$ since $T(0)^{-1}=U \in \mathscr{B}(\mathrm{X})$; hence $0 \in \mathrm{P}(T(x))$ and $T(x)^{-1}$ is bounded-holomorphic for sufficiently small $|x|$ if such an extension exists (Theorem 1.3). Then we must have $T(x)^{-1}=U-x$ since this is true for real $x$. But this is a contradiction since $U-x$ is not invertible if $x$ is an eigenvalue.
    ${ }^{2}$ This theorem is due to Rellich [3] when $T(x)$ is a selfadjoint family (see § 3).
    ${ }^{3}$ As usual, $T(x)$ is holomorphic at $x=\infty$ if $T(1 / x)$ is holomorphic at $x=0$ with a suitable definition of $T(\infty)$.

[^170]:    ${ }^{1}$ See Knopp 【1】, p. 87.

[^171]:    ${ }^{1}$ This theorem was proved by Sz.-Nagy [2], Wolf [1], T. Kato [6]. See also Baumgärtel [1] (which contains the most complete description of the analytic functions $\lambda_{h}(\varkappa)$ etc.), Schäfke [1]-[5].
    ${ }^{2}$ See footnote ${ }^{1}$ of p . 35. If $T(\varkappa)=\varkappa T$ where $T$ is compact, a singular point $x$ in Theorem 1.9 is the reciprocal of an eigenvalue of $T$. This is the reason why we speak of a "nonlinear eigenvalue problem". Theorem 1.9 is due to Atrinson [2] (see also Sz.-Nagy [4]) where $T(x)$ is assumed to be a polynomial in $x$.
    ${ }^{3}$ The value 1 has no particular meaning; it can be replaced by any $\alpha \neq 0$.
    4 The first alternative is excluded if $\left\|T\left(\varkappa_{0}\right)\right\|<1$ for some $\varkappa_{0} \in D_{0}$.

[^172]:    ${ }^{1}$ Again the value 0 may be replaced by any complex number.
    ${ }^{2}$ See Rellich [5], which contains Example 1.11 below and other examples.

[^173]:    ${ }^{1}$ For real $\varkappa, T(\varkappa)$ is selfadjoint and its eigenvectors $\varphi_{n}(x)$ form a complete orthonormal family. If $x>0$, this family contains the eigenvector $\varphi_{0}(x)$ for the eigenvalue $\lambda_{0}(x)$. Thus if one starts from the complete family $\left\{\varphi_{n}(0)\right\}, n \geqq 1$, for $T(0)$ and considers the perturbed family $\left\{\varphi_{n}(x)\right\}, n \geqq 1$, one sees that the latter is not complete for $\varkappa>0$.

[^174]:    ${ }^{1}$ This type has been studied extensively, including the special case of boundedholomorphic families, starting with Rellich [1] and [3] (which are restricted to selfadjoint families). See Heinz [1], Hölder [1], T. Kato [1], [3], [6], Sz.-Nagy [1], [2], Porath [1], [2], Rellich [6], [7], [8], Rosenbloom [1], Schäfke [3], [4], [5], Schröder [1], [2], [3], Smul'yan [1], Wolf [1].

[^175]:    ${ }^{1}$ In this connection it is interesting to note that Rellich [5] gives an example of a real-holomorphic family $T(x)$, with $\mathrm{D}=\mathrm{D}(T(x))$ independent of $x$, for which $T(x) u$ is not real-holomorphic for all $u \in \mathrm{D}$. This $T(x)$ has a (complex-)holomorphic extension $T_{1}(\varkappa)$, for which, however, $\mathrm{D}\left(T_{1}(\varkappa)\right)$ is no longer constant.

[^176]:    1 This theorem is essentially due to Rellich [3] (where it is restricted to selfadjoint families).

[^177]:    ${ }^{1}$ See Schröder [1], Schäfke [4], Porath [1].

[^178]:    ${ }^{1}$ Here we used some results on selfadjoint families (see § 3).

[^179]:    1 Then the transformation function $U(x)$ exists and is unitary for $\varkappa \in I$, so that an orthonormal basis $\left\{\varphi_{j}(x)\right\}$ of $P(x) \mathrm{H}$ exists such that each $\varphi_{j}(x)$ is holomorphic for $x \in I$; see § 1.3 and II-§ 6.2.

    2 Exact definition of the continuous spectrum is given in X-§ 1 .

[^180]:    ${ }^{1}$ A rigorous proof of this fact will be given in Chapter $\mathbf{X}$; see footnote ${ }^{3}$ of p. 546 .

[^181]:    ${ }^{1}$ See also Schäfke [4]. $r_{0}$ has been studied also by Watson [1] (who showed that $r_{0} \geqq \sqrt{2}$ ) and BouwKamp [1] ( $r_{0}=1.468 \ldots$ ) by more direct but complicated methods.

[^182]:    1 The existence of a normalized eigenvector $\varphi(x)$ which is piecewise holomorphic for $x \in I$ follows from footnote ${ }^{1}$ of $p .387$.

[^183]:    ${ }^{1}$ This theorem was proved by Rellich [5] by a different method.

[^184]:    1 For the existence of an orthonormal family $\left\{\varphi_{n}(x)\right\}$ of eigenprojections see footnote ${ }^{1}$ on p. 387.

    2 Another sufficient condition is $0<m T(0) \leqq T(x) \leqq M T(0)$; the proof is the same as for (3.20). These conditions are essentially given by Rellich [5].

[^185]:    ${ }^{1}$ A special case (selfadjoint) of this type was introduced in T. Kato [8].

[^186]:    ${ }^{1}$ A special case (selfadjoint) of type $\left(B_{0}\right)$ was introduced by Rellich [3].

[^187]:    ${ }^{1}$ As is seen from the proof, the uniqueness holds even if $T(x)$ is assumed to be only real-holomorphic.

[^188]:    ${ }^{1}$ At $x=0$, the differential equation (4.35) is in the limit point case if $x \geqq 3 / 4$ and in the limit circle case if $x<3 / 4$ (cf. Coddington and Levinson 【11, p. 225). In fact, $L(x) u=0$ has two linearly independent solutions $u_{ \pm}=x^{\alpha} \pm$, where $2 \alpha_{ \pm}$ $=1 \pm(1+4 x)^{1 / 2}$; both $u_{ \pm}$belong to $L^{2}(0,1)$ if $4 x<3$ but $u_{-}$does not belong to $\mathrm{L}^{2}(0,1)$ if $4 x \geqq 3$. It follows that for real $x, \dot{T}(x)$ is essentially selfadjoint if (and only if) $x \geqq 3 / 4$ (at $x=\infty$ the equation is in the limit point case for any real $x$ ).

[^189]:    ${ }^{1}$ The use of the family $T(x)^{-1}$ instead of $T(\varkappa)$ itself was made by T. Kato [3], [7] and V. Kramer [1], [2] (mainly for asymptotic perturbation theory).

[^190]:    ${ }^{1}$ Cf. Rellich [5], where this is proved for families of type ( $\mathrm{B}_{0}$ ).

[^191]:    ${ }^{1}$ See T. Kato [3].
    ${ }^{2}$ See Kemble 【1】, p. 209; we assume that the nucleus has infinite mass.

[^192]:    ${ }^{1}$ For the tensor product see Dixmier $\llbracket 1 \rrbracket$. We need only elementary results of the theory of tensor products, which are familiar in quantum mechanics.
    ${ }^{2}$ See e. g. Kemble 【1】, p. 157.

[^193]:    1 This theorem was proved by Heinz [2] in the case of type (A). Note that the result is trivial for type (B) (see Problem 5.5).

[^194]:    ${ }^{1}$ The analyticity of $|H(x)|^{\theta}$ was proved by Hernz [1] for a family of type (A). See Remark 5.6.

[^195]:    ${ }^{1}$ For a general theory of quadratic forms see Aronszajn [2], [4].
    ${ }^{2}$ See Rellich [8], Courant-Hilbert 『1], p. 419, Segel [1]. For formal theory, see also Morse-Feshbach 『1], Saito [1]. For the stability of the essential spectrum under variation of the boundary, see Wolf [3], Kreith and Wolf [1]; for the stability of the absolutely continuous spectrum, see Birman [6].

[^196]:    ${ }^{1}$ For a general discussion see Friedrichs [5].
    ${ }^{2}$ For convenience we call $\Delta_{b}$ also the region of boundedness for the sequence $\left\{T_{n}\right\}$, if there is no possibility of confusion. Similarly for $\Delta_{\mathrm{s}}$ and $\Delta_{\mathrm{u}}$.
    ${ }^{3}$ The strong convergence $R_{n}(\zeta) \rightarrow R^{\prime}(\zeta)$ is uniform in $\zeta$ if $\left\|R_{n}(\zeta) u-R^{\prime}(\zeta) u\right\| \rightarrow$ $\rightarrow 0$ uniformly in $\zeta$ for each fixed $u \in \mathbf{X}$.

[^197]:    ${ }^{1}$ For a related notion cf. MasLov [2].

[^198]:    ${ }^{1}$ See Stone 【1】, p. 166.

[^199]:    ${ }^{1}$ We have not defined the notion of the continuous spectrum of an operator. We use this term here in a rather vague sense, implying the set of non-isolated points of the spectrum. We shall give a precise definition later for selfadjoint operators (Chapter X).

[^200]:    ${ }^{1}$ See Rayleigh 【1], p. 300.

[^201]:    ${ }^{1}$ Thus $T(x)$ may be quite discontinuous in $x$ for $x>0$, for it need not be uniquely determined by $T+\varkappa T^{(1)}$.

[^202]:    1 The results of this and the following paragraphs were proved in T. Kato [1], [3] for selfadjoint operators by making use of the spectral representations. The generalization to operators in Banach spaces given here needs an entirely different proof.

[^203]:    ${ }^{1}$ If $T$ and $T(x)$ are selfadjoint (in a Hilbert space), we have expansions of the $\mu_{j}(x)$ up to the order $x^{2}$, see Theorem 2.9 and the attached footnote.
    ${ }^{2}$ Note that $A_{n} B \underset{\mathrm{~s}}{ } \mathbf{0}$ implies $\left\|A_{n} B\right\| \rightarrow 0$ if $B$ has finite rank.

[^204]:    ${ }^{1}$ In view of the unboundedness of $T(x)$, it would be difficult to deduce (2.26) by simply expanding the left member into a formal power series in $x$.

[^205]:    ${ }^{1}$ This theorem gives an expansion of eigenvalues up to the order $\boldsymbol{\varkappa}^{2}$. No doubt we can generalize this theorem and obtain an expansion to the order $\chi^{n}$ under additional conditions, but there is no existing proof except for the special case in which $T$ and $T(x)$ are selfadjoint and some assumptions are made on the mode of splitting of eigenvalues (see T. Kato [1], [3]).
    ${ }^{2}$ All these conditions are satisfied under the assumptions of Theorem 2.6 if $X$ is a Hilbert space, $T$ and $T(\varkappa)$ are selfadjoint and $T^{(1)}$ is symmetric, for $P T^{(1)} C$ $C\left(T^{(1)} P\right)^{*}$. It should be noticed that in this case we need not assume that D is a core of $T(\varkappa)$. This assumption is used only in the proof of (2.33), but (2.33) follows by taking the adjoint of (2.20) with $\zeta$ replaced by $\zeta$.

[^206]:    ${ }^{1}$ In (2.35) $o(x)_{\mathrm{s}}$ cannot be replaced by $o(x)_{\mathrm{u}}$. Even when $B$ has finite rank, $A_{n} \longrightarrow \mathbf{0}$ does not imply $\left\|B A_{n}\right\| \rightarrow 0$; cf. footnote 2 on p. 444.

[^207]:    1 They are satisfied in many problems related to differential operators, except when $T^{(1)}$ is of higher order than $T$ and involves boundary conditions which are not satisfied by elements of $P \mathrm{H}$. Some of the examples considered later (§4) in connection with the theory of forms can also be regarded as examples of Theorems $2.6,2.8$, and 2.9.

[^208]:    ${ }^{1}$ The results of this section were given by Titchmarsh [1], [2], T. Kato [3], [7], [8], V. Kramer [1], [2] in the symmetric case. Some results in the nonsymmetric case are given by Huet [1], [2]. The proof of the theorems given below can be greatly simplified in the symmetric case; see the papers cited above.

[^209]:    ${ }^{1}$ See V. Kramer [1], [2], where a detailed result is given in the special case when $H(x)$ is a selfadjoint Friedrichs family [that is, $\mathfrak{t}(\varkappa)$ is defined by $\mathrm{t}(x)[u]=(K(x) u, u)$ from a given family $K(\varkappa)$ of symmetric operators].

[^210]:    ${ }^{1}$ There is an opposite phenomenon in which a continuous spectrum is changed into a discrete spectrum by perturbation, but we shall not consider this problem; see Maslov [1], [3].
    ${ }^{2}$ Spectral concentration was considered by Titchmarsh [3], [4], [5] in special cases of ordinary differential operators, where it is shown that the analytic continuation of the Green function, which is the kernel for the resolvent of the perturbed operator, has a pole close to the real axis (as a function of the resolvent parameter $\zeta$ ), whereas the unperturbed kernel has a pole $\lambda$ on the real axis. More abstract results were given by Friedrichs and Rejto [1], Conley and Rejto [1]. T. Kato [3] contains a somewhat different formulation of the problem. Spectral concentration is closely related to the so-called weak quantization in quantum mechanics; in this connection cf. also Brownell [4].

[^211]:    ${ }^{1}$ See VI-§ 5.1 and X-§ 1.2. Here we need only elementary properties of the spectral measure; in most cases it suffices to consider sets $S$ which are unions of intervals.

[^212]:    ${ }^{1}$ The same result holds if we replace the above assumptions by those of $\S 4.1$, with the additional assumption that $\mathfrak{t}=\mathfrak{b}$ and $\mathfrak{t}^{(1)}=\mathfrak{b}^{(1)}$ are symmetric [so that $T=H$ and $T(x)=H(x)$ are selfadjoint $].$

[^213]:    ${ }^{1}$ This result is proved by Riddell [ 1,2 ].

[^214]:    ${ }^{1}$ See Stummel [1], Ikebe and Kato [1].
    ${ }^{2}$ For details see Riddell [1].

[^215]:    ${ }^{1}$ Here and in what follows we frequently use, without further comments, the lemma that $A_{n} \xrightarrow[\mathrm{~s}]{ } A$ and $B_{n} \longrightarrow B$ imply $A_{n} B_{n} \longrightarrow A B$ (Lemma III-3.8).
    ${ }^{2}$ In the initial value problem it is customary not to require the differentiability at $t=0$ of the solution.

[^216]:    ${ }^{1}$ For this result and for more details on semigroup theory，see Hille and Phillips 【1】，Yosida 【1】．

[^217]:    1 There are more general kinds of semigroups (see Hille-Phillips 『1】), but we shall be concerned only with quasi-bounded semigroups.
    ${ }^{2}$ The infimum of the set of $\beta$ for which $T \in \mathscr{G}(M, \beta)$ is called the type of the semigroup $\left\{e^{-t}\right\}$.
    ${ }^{8}$ Assuming $\operatorname{dim} \mathrm{X}>0$.

[^218]:    1 See Phillips [1].

[^219]:    1 The main difference of (1.51) from (1.39) for $T \in \mathscr{G}(M, \beta)$ is the appearance of $|\zeta|$ instead of $\operatorname{Re} \zeta$.

[^220]:    1 This is a special case of holomorphic semigroups discussed in detail in HillePhillips [1] and Yosida [1].

[^221]:    ${ }^{1}$ If $D^{+} v(t)$ is continuous, then $d v(t) / d t$ exists and equals $D^{+} v(t)$. For the proof, set $w(t)=\int_{a}^{t} D^{+} v(s) d s$ where $a>0$. Then $D^{+}(w(t)-v(t))=0$. Since $w(t)-v(t)$ is continuous, it must be constant (see Lemma III-1.36). Hence $d v(t) / d t=d w(t) d t$ $=D^{+} v(t)$.

[^222]:    ${ }^{1}$ But $T v(t)$ is not necessarily Hölder continuous up to $t=0$, since $U(t)$ need not be so.

[^223]:    ${ }^{1}$ For details see Hille and Phillips 【1】, Chapter 13; Phillips [1].

[^224]:    ${ }^{1}$ As is seen from the proof, the conclusions of this theorem are true for any holomorphic family $T(x)$ provided that $T(\varkappa) \in \mathscr{H}(\omega, \beta)$ for small $|\varkappa|$. The "type (A)" assumption is used to show that $T(0) \in \mathscr{H}\left(\omega_{0}, \beta_{0}\right)$ implies $T(x) \in \mathscr{H}(\omega, \beta)$. It is easy to show that "type (A)" can be replaced by "type (B)" (see VII-§ 4); in this case $\mathbf{t}(x)-\mathbf{t}(0)$ is relatively bounded with respect to $\mathbf{t}(0)$ [ $\mathbf{t}(x)$ denoting the form associated with $T(x)]$, so that $T(x) \in \mathscr{H}(\omega, \beta)$ is true with some constants $\omega, \beta$ for all $x$ in any compact subset of the domain in which $x$ varies.

[^225]:    1 This theorem and Theorem 2.11 are essentially contained in Trotter [2], in which the semigroup $e^{-t(T+A)}$ is constructed as the limit of $\left(e^{-(t / n) T} e^{-(t / n) A}\right)^{n}$ as $n \rightarrow \infty$. An interesting application of this method is given by Nelson [1]. Cf. also Babbitt [1].

[^226]:    ${ }^{1}$ Cf. Trotter [1].
    ${ }^{2} \mathrm{~s}$ - $\lim \left(1+\alpha T_{n}\right)^{-1}=1$ follows from $T_{n} \in \mathscr{G}(M, \beta)$; see (1.12). The uniformity in $n$ of this convergence is the essential assumption.

[^227]:    ${ }^{1}$ The following theorems were given by T. Kato [3] in the case in which the $T(x)$ are selfadjoint.

[^228]:    ${ }^{1}$ The following presentation leans heavily on Trotter [1].

[^229]:    ${ }^{1}$ Except when only the time variable $t$ is discretized.

[^230]:    ${ }^{1}$ In what follows we denote by $\left\|\|\right.$ the norms in different spaces X and $\mathrm{X}_{n}$, but there should be no possibility of confusion.
    ${ }_{2}$ Cf. Trotter [1].
    ${ }^{3}$ This is called the stability condition.
    ${ }^{4}$ See e. g. Richtmyer 【1】.

[^231]:    ${ }^{1}$ This does not imply $\Sigma(H)=\Sigma_{\mathrm{p}}(H)$, for $\Sigma(H)$ is a closed set but $\Sigma_{\mathrm{p}}(H)$ need not be closed. But it implies that $\Sigma(H)$ is the closure of $\Sigma_{\mathrm{p}}(H)$.
    ${ }^{2}$ Here we follow Riesz and Sz.-Nagy 『l】. There is a different definition of continuous spectrum, which can be applied to any operator $T \in \mathscr{C}(X)$ in a Banach space $X$. By this definition a complex number $\lambda$ belongs to the contínuous spectrum of $T$ if and only if $T-\lambda$ is invertible with dense range but $(T-\lambda)^{-1}$ is not bounded. It must be admitted that there is a disparity between the definitions of point and continuous spectra.

[^232]:    ${ }^{1}$ For the exact definition of the spectral measure see standard books on Hilbert space theory，e．g．Halmos 【1】，Stone 【1】．
    ${ }^{2}$ For elementary results of measure theory used here and below，see e．g． Royden 〔l1］．
    ${ }^{3}$ This is a special case of a theorem of Halmos 【1】，p． 104.

[^233]:    1 See Aronszajn [3].
    2 It was remarked (see loc. cit.) that there are many different definitions of $\Sigma_{\mathrm{e}}(T)$. But all these definitions coincide when $T$ is selfadjoint.

[^234]:    1 See Schatten 『ll.

[^235]:    ${ }^{1}$ For details see Schatten 【1】.

[^236]:    ${ }^{1}$ For details on the trace and determinant, see e. g. Dunford and Schwartz 【l 1 .

[^237]:    1 This is a rather negative result as regards the perturbation of continuous spectra.

    2 The proof given below is due to von Neumann [1]. This theorem will be generalized in the following paragraph; see Theorem 2.3.

[^238]:    1 For the perturbation of the continuous spectra of ordinary differential operators (Sturm-Liouville problems), see Aronszajn [3], Putnam [1], [2], Butler [2], [3], Moser [1].

[^239]:    ${ }^{1}$ For the mathematical formulation of scattering theory see Friedrichs [4], Jauch [1], [2], Kuroda [2]. What we consider in this chapter corresponds to a very special case of scattering phenomena (simple scattering system according to Jauch). There are few mathematical results for more general, multi-channel scattering, except Jauch [2], Hack [2], Faddeev [1], [2].
    ${ }^{2}$ Sometimes the $W_{ \pm}$are themselves unitary so that $S$ is automatically unitary. In such a case the $W_{ \pm}$have their own spectral representations. Here we are not interested in the spectral properties of $W_{ \pm}$. For these and related problems see Putnam [4], [6], [8], [9], [10].
    ${ }^{3}$ As is easily seen, $S$ commutes with $H_{1}$. Therefore, $S$ can be expressed as a direct integral of unitary operators $S(\lambda),-\infty<\lambda<\infty$, where $S(\lambda)$ acts in a Hilbert space $H_{1}(\lambda)$ and $H_{1}$ is the direct integral of the scalar operator $\lambda$ in $H_{1}(\lambda)$ (for direct integrals see Dixmier $\llbracket 1 \rrbracket)$. $S(\lambda)$ is called the $S$-matrix.

[^240]:    ${ }^{1}$ The choice of strong limit is essential for $W_{ \pm}$to be partially isometric. Sometimes, however, one defines $W_{ \pm}$as the weak limits or in some weaker sense. Cf. Coor [2]. The limits as $t \rightarrow \pm \infty$ of operators of the form $W(t) A W(t)^{-1}$ are considered by Y. Kato and Mugibayashi [1].
    ${ }^{2}$ See T. Kato [10], [11], [17], Kuroda [2].

[^241]:    ${ }^{1}$ (3.7), (3.8), (3.9) and (3.12) are true even if $W_{+}$is a weak limit of $W(t)$ instead of a strong limit. But then $W_{+}$need not be partially isometric and might even be zero; then these results will be void.
    ${ }^{2}$ The proof of the equivalence of (3.8) and (3.9) is similar to the proof that a bounded operator $W$ commutes with $H$ if and only if $W$ commutes with the resolvent $(H-\zeta)^{-1}$; see Theorem III-6.5.

[^242]:    ${ }^{1}$ For an example of non-complete $W_{+}$, see T. Kato and Kuroda [1].
    ${ }^{2}$ Note that any relation of the form $A_{t} \longrightarrow 0$ may be multiplied from the left by a uniformly bounded operator $B_{t}$, while multiplication of $B_{t}$ from the right is in general not permitted unless $B_{t}$ is independent of $t$.

[^243]:    ${ }^{1}$ See Cook [1], Jauch [1], Kuroda [2].

[^244]:    ${ }^{1}$ See Kuroda [2]. Cf. also Cook [1], Hack [1], Jauch and Zinnes [1], Brownell [3]. For the wave operators of many-particle systems, see Hack [2].

[^245]:    ${ }^{1}$ It is rather embarrassing that no direct proof of (4.7) has been found.

[^246]:    ${ }^{1}$ In other words, $H_{1}$ has a simple spectrum and $f$ is a generating vector.

[^247]:    ${ }^{1}$ This is essentially the theorem that any spectrally absolutely continuous, selfadjoint operator with a simple spectrum is unitarily equivalent to the multiplication operator by $\lambda$ in some space $L^{2}(S)$; see e. g. Stone 〔l】.
    ${ }^{2}$ Cf. T. Kato [10], in which the theorem is proved by a "stationary method".
    ${ }^{3}$ This theorem was proved by Rosenblum [1] when both $H_{1}, H_{2}$ are spectrally absolutely continuous, and by T. Kato [11] in the general case.
    ${ }^{4}$ The scattering operator $S=W_{+}^{*} W_{-}$is unitary on $P_{1} \mathrm{H}$ to itself and commutes with $H_{1}$. The corresponding $S$-matrix $S(\lambda)$ (see footnote ${ }^{3}$ on p. 528) has been studied by Birman and Krein [1] using the trace formula due to Lifsic [4] and Krein [3], [6].

[^248]:    ${ }^{1}$ This is a generalization of (4.5).

[^249]:    1 This theorem can further be generalized by permitting $\phi$ to be increasing in some subintervals and decreasing in others. Then $W_{ \pm, \phi}=W\left(\phi\left(H_{2}\right), \phi\left(H_{1}\right)\right)$ still exist, though they are no longer equal to $W_{ \pm}$. Instead we have $W_{ \pm, \phi} u=W_{ \pm} u$ or $W_{ \pm, \phi} u=W_{\mp} u$ for $u \in E_{1}(\mathrm{I}) \mathrm{H}$, where I is one of the subintervals in which $\phi$ is increasing or decreasing. The proof is essentially the same as that of Theorem 4.17. See T. Kato [17], Birman [9], [10], [11].

[^250]:    ${ }^{1}$ See Stone 【I】.
    ${ }^{2}$ If we take $\phi(\lambda)=2 \operatorname{arc} \cot \lambda$, then the unitary operator $e^{-i \phi\left(H_{k}\right)}=\left(H_{k}-i\right) \cdot$ $\cdot\left(H_{k}+i\right)^{-1}=U_{k}$ is the so-called Cayley transform of $H_{k}$. Since $\phi$ satisfies the condition of Theorem 4.7, it follows that $\lim U_{2}^{-n} U_{1}^{n} P_{1}=W_{ \pm}\left(\phi\left(H_{2}\right), \phi\left(H_{1}\right)\right)$ $=W_{ \pm}\left(H_{2}, H_{1}\right)$. This limit is a discrete analogue of (3.3). Cf. Birman and Krein [1].
    ${ }^{3}$ See Birman [8]. The idea to consider $H_{1}^{-1}, H_{2}^{-1}$ in proving the unitary equivalence of $H_{1}, H_{2}$ is found in Putnam [2]. See also Birman and Krein [1].

[^251]:    ${ }^{1}$ See Kuroda [2], [3]. There is an analogous theorem in which $H_{1}, H_{2}$ are respectively associated with symmetric forms $\mathfrak{b}_{1}, \mathfrak{b}_{2}$ bounded from below, such that $\mathfrak{b}_{2}=\mathfrak{b}_{1}+\mathfrak{a}$ where $\mathfrak{a}$ is "of relative trace class with respect to $\mathfrak{b}_{1}$ ". We shall not state the exact theorem but refer to Kuroda [2], [4]. See also Problem 4.14.
    ${ }^{2}$ As other examples in which the above theorems have been applied, we mention: the absolute continuity of the Toeplitz's matrices by Putnam [3], [5], Rosenblum [2]; the invariance of the absolutely continuous spectrum of partial differential operators under variation of the boundary and boundary condition by Birman [6], [7]; some problems in neutron scattering by Shizuta [2].
    ${ }^{3}$ Similar results hold in the one-dimensional problem: $H_{1}=-d^{2} / d x^{2}, H_{2}$ $=-d^{2} / d x^{2}+q(x)$ in $H=L^{2}(0, \infty)$ [with boundary condition $u(0)=0$ ], if $q \in L^{1} \cap L^{2}$. An improved theory (see footnote ${ }^{1}$ above) shows that $q \in L^{1}$ is enough (in this case $H_{2}$ must be defined as in Theorem VI-4.2).

[^252]:    ${ }^{1}$ It is known that $H_{2}$ has no continuous singular part under somewhat different assumptions on $q(x)$. This was proved by Ikebe [1] by a stationary method, where the $W_{ \pm}$are constructed explicitly as singular integral operators, whose kernels are improper eigenfunctions (not in $L^{2}$ ) of $H_{2}$. For these eigenfunctions see also Buslaev [1], Hunziker [1], Ikebe [2]. For a similar result regarding the operator - $\Delta$ in a domain exterior to a bounded set in $\mathrm{R}^{\mathbf{3}}$, see Shizuta [1], Ikebe [3]. For the phase shift formula see Green and Lanforl [1], Kuroda [6]. There are scattering problems related to the wave equation (even nonlinear) instead of the Schrödinger equation; see Browder and Strauss [1], Lax and Phillips [1], Nižnik [1], Strauss [1], [2].

[^253]:    ${ }^{1}$ See Birman [9], [10], T. Kato [17].
    ${ }^{2}$ See Stone $\llbracket 1 \rrbracket$, Chapter 6.

[^254]:    ${ }^{1}$ This gives very general sufficient conditions for the existence and completeness of the generalized wave operators. There are some conditions not included in this category; see Birman [11], Birman and Entina [1], Stankevið [1].

[^255]:    ${ }^{1}$ It is difficult to deduce a stronger continuity of $W_{ \pm}\left(H_{2}, H_{1}\right)$ by the method used above. But there is a different topology for $H_{1}, H_{2}$ under which $W_{ \pm}\left(H_{2}, H_{1}\right)$ aquires stronger continuity, for example, continuity in norm. A special case will be considered in the following section. The discontinuity of $W_{ \pm}$in norm was discussed by Putnam [7].
    ${ }^{2}$ See T. Kato [11].

[^256]:    1 For stationary methods see Birman and Entina [1], de Branges [1], T. Kato [10], Kuroda [7], [8] and the papers related to the Friedrichs equation referred to in footnote ${ }^{1}$ on page 553.
    ${ }_{2}$ Sometimes it is convenient to define weak $\Gamma_{i}^{+}$, in which weak convergence is used instead of strong convergence. We do not consider this definition, however.

[^257]:    ${ }^{1}$ Friedrichs defines $\Gamma_{1}^{ \pm} T$ for integral operators $T$ of special types; see Fried ${ }^{-}$ richs [2], [3], [7]. (5.5) ${ }_{ \pm}$are called the Friedrichs equations. For these equations see also Faddeev [3], Ladyženskaja and Faddeev [1], Rejto [1], [2], Schwartz [2], [3], [4]. A discrete analogue of the Friedrichs equation was considered recently by Freeman [1], in which $\Gamma$ is defined in terms of a discrete semigroup instead of a group $e^{-i t H}$.
    ${ }^{2}$ The properties of $\Gamma^{ \pm}$given in the following lemmas are proved in Friedrichs [2], [3]. Here we need different proofs since we employ a formally different definition of $\Gamma^{ \pm}$.

[^258]:    ${ }^{1}$ Similarly one can deduce $\Gamma^{ \pm}\left[T^{\prime}\left(\Gamma^{-} T^{\prime \prime}\right)+\left(\Gamma^{+} T^{\prime}\right) T^{\prime \prime}\right]=\left(\Gamma^{+} T^{\prime}\right)\left(\Gamma^{-} T^{\prime \prime}\right)$, assuming $T^{\prime}, T^{\prime \prime} \in \mathscr{D}\left(\Gamma^{+}\right) \cap \mathscr{D}\left(\Gamma^{-}\right)$, and many other formulas of a similar kind.

[^259]:    ${ }^{1}$ Here and in what follows we write simply sup where we should write ess sup.

[^260]:    ${ }^{1} \varrho_{g, f}$ is bounded since $\left|\varrho_{g, f}(\lambda)\right|^{2} \leqq \varrho_{g}(\lambda) \varrho_{f}(\lambda)$, but it does not imply that $\sigma_{g, f}=2 \pi G \varrho_{g, f}\left(G=G^{ \pm}\right)$is bounded. It is known that $\sigma_{g, f}(\lambda)$ is bounded (and Hölder continuous) if $\varrho_{g, f}(\lambda)$ is Hölder continuous and goes to zero as $|\lambda| \rightarrow \infty$ not too slowly. In the problem under consideration, it is convenient to assume (5.35).

[^261]:    ${ }^{1}$ One can argue without using the index theorem. We have $Z(x) W(x)=1$ by (5.41). Since $W(x)$ and $Z(x)$ are holomorphic in $x$ with $W(0)=Z(0)=1, W(x)^{-1}$ exists for sufficiently small $|x|$ and $Z(x)=W(x)^{-1}$, hence $W(x) Z(x)=1$. But since $W(x) Z(x)$ is holomorphic for $|x|<1 / M$, we have $W(x) Z(x)=1$ for $|x|<1 / M$. Thus $Z(x)=W(x)^{-1}$ for $|x|<1 / M$. The uniqueness then follows from (5.41). For example, any $W$ must satisfy $Z(x) W=1$, hence $W=Z(x)^{-1}=W(x)$.

[^262]:    ${ }^{1}$ In the time-dependent theory we did not prove any theorem which asserts the continuity in norm of $W_{ \pm}(H+\varkappa A, H)$ in $\varkappa$ (to say nothing of analyticity). Thus Theorem 5.15 supplements earlier results.

[^263]:    ${ }^{1}$ A justification of these generalizations is given in T. Kato [18] using a somewhat different method.
    ${ }^{2}$ For a more complete discussion of this example and its generalizations to higher-dimensional case, see T. Kato [18].

[^264]:    ${ }^{1}$ This apparent difficulty can easily be overcome by replacing $f_{x}(\lambda), g_{x}(\lambda)$ by $f_{x}(\lambda)(1+\varepsilon \lambda)^{-1}, g_{x}(\lambda)(1+\varepsilon \lambda)^{-1}$ and going to the limit $\varepsilon \searrow 0$.

[^265]:    ${ }^{1}$ Actually (5.61) is not necessary if $N<\infty$; see T. Kato [18].
    ${ }^{2}$ Cf. Moser [1] where similar results are deduced under a stronger condition. Cf. also Schwartz [2].

